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Abstract
This paper addresses the challenge of effi-
ciently managing and accessing community
service information, specifically focusing on
venue hire details within the SAcommunity di-
rectory. By leveraging Large Language Models
(LLMs), particularly the RoBERTa transformer
model, we developed an automated system to
extract and structure venue availability informa-
tion according to MARC (Machine-Readable
Cataloging) standards. Our approach involved
fine-tuning the RoBERTa model on a dataset
of community service descriptions, enabling it
to identify and categorize key elements such
as facility names, capacities, equipment avail-
ability, and accessibility features. The model
was then applied to process unstructured text
data from the SAcommunity database, automat-
ically extracting relevant information and orga-
nizing it into standardized fields. The results
demonstrate the effectiveness of this method
in transforming free-text summaries into struc-
tured, MARC-compliant data. This automation
not only significantly reduces the time and ef-
fort required for data entry and categorization
but also enhances the accessibility and usability
of community information.

1 Introduction

In the realm of digital information management,
the seamless transition between unstructured text
and structured data remains a case of efficiency
and utility. Particularly within the context of event
management where details range from facilities and
capacities to rental fees and accommodations for
the disabled, the need for sophisticated data extrac-
tion methods is paramount. This work proposes to
enhance community directories by leveraging state-
of-the-art deep learning models for automated data
extraction.

Community directories are centralized databases
or listings that provide information about local

services, organizations, and resources available
to residents within a specific community or re-
gion, in our case South Australia. The work fo-
cuses on converting open-field free-text summaries
of community service information into structured,
MARC (Machine-Readable Cataloging) standard-
compliant data elements by the Library of Congress
(Library of Congress, 2000), specifically targeting
"venue availability" for meeting rooms and facil-
ities. We have chosen this aspect due to its high
demand, as indicated by significant searches in
Google Analytics for "Venue Hire". Our strategy
involves not only meeting the current demand but
also laying the groundwork for creating truly closed
fields in the future. We aim to address the gap
in effectively utilizing unstructured text describ-
ing venue hire capabilities for SAcommunity, a
free online community service established in 1981
and supported by the Government of South Aus-
tralia. The work involves extracting information
from open fields, specifically focusing on the Phys-
ical Description Fields (MARC21 3XX, 2000) sec-
tion of MARC 21 Community Information library.

The primary challenges in extracting structured
venue hire information from unstructured text in-
clude:

• Variability in Descriptions: Venue hire infor-
mation is presented in diverse formats, with
varying levels of detail and terminology.

• Complexity of Information: Details about
venue hire encompass multiple dimen-
sions—physical attributes, services, pricing,
and policies, each requiring nuanced under-
standing.

• Need for Standardization: Extracting infor-
mation that aligns with the MARC-21 format
necessitates a methodological approach to cat-
egorize and structure data.
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• Lack of Labeled Data: There was no labeled
data in the dataset that consisted of ground
truth values, so we had to change our initial
approach and label a subset of the data manu-
ally.

This study on automated extraction of venue avail-
ability information using a RoBERTa-based model
demonstrated promising outcomes. The model
achieved a peak accuracy of 0.78 on the test set,
with balanced precision and recall scores of approx-
imately 0.65 and 0.70, respectively. The F1 score
reached 0.65, indicating a good balance between
precision and recall. These results suggest that
the model effectively learned to extract and clas-
sify venue availability information from unstruc-
tured text, potentially streamlining the process of
updating and maintaining community information
directories.

This research is critical because it tackles a preva-
lent issue in digital librarianship and information
management: the efficient utilization of unstruc-
tured text. By developing a method to extract struc-
tured data from free-form text, the research sup-
ports better data management practices, improves
accessibility, and enhances decision-making pro-
cesses within community and event management
sectors. It also contributes to the broader field of in-
formation science by integrating cutting-edge NLP
technologies to solve real-world problems.

2 Related Works

Recent advancements in NLP, particularly in
Named Entity Recognition (NER) and text classifi-
cation, form the foundation of this research. Trans-
former models like BERT (Devlin et al., 2018) and
RoBERTa (Liu et al., 2019) have shown significant
potential in understanding context and extracting
relevant information from text.

For instance, Jehangir et al. (2023) provide a
comprehensive survey across various domains, em-
phasizing the pivotal role of Deep Learning in en-
hancing NER capabilities. Lample et al. (2016)
introduce innovative neural architectures that in-
tegrate character-based and distributional word
representations, offering improved model sensitiv-
ity to both orthographic features and word con-
text. Meanwhile, Dagdelen et al. (2024) propose a
domain-specific approach to extracting relational
information from scientific texts by fine-tuning
GPT-3 models, thereby enabling non-NLP experts
to generate structured datasets for specialized tasks.

Shen et al. (2018) address large labeled data re-
quirements in NER by combining deep learning
with active learning, introducing a CNN-CNN-
LSTM architecture for incremental training.

In medical NER, Cui et al. (2023) present the
SoftLexicon-RoBERTa-BiLSTM-CRF model for
Chinese electronic medical records, while Chuang
et al. (2023) explore GPT-J for prompt genera-
tion in periodontal diagnosis extraction. Wu et al.
(2021) propose the Ra-RC model for Chinese clin-
ical NER, combining radical features with deep
learning.

For legal NER, Zhang et al. (2023) introduce
a method using RoBERTa and GlobalPointer for
Chinese legal documents, fusing character-level
and word-level features to identify nested entities.

Addressing cross-lingual challenges, Chan et al.
(2023) investigate task learning and data augmenta-
tion for NER in low-resource Filipino, highlighting
transfer learning’s importance.

Alshammari and Alanazi (2021) provide a com-
prehensive study of transformer-based models
(BERT, ALBERT, XLM-RoBERTa) for NER us-
ing the CoNLL dataset, emphasizing preprocessing
and fine-tuning.

In the realm of active learning, Chen et al. (2015)
examine strategies for clinical NER, while Le et al.
(2023) address train-test distribution misalignment
using feature matching. Lastly, Tchoua et al. (2019)
explore active learning for NER in scientific texts,
developing the polyNER system to reduce depen-
dency on large annotated datasets in polymer sci-
ence.

These studies demonstrate the ongoing efforts
to enhance NER performance across various do-
mains and languages, often focusing on reducing
annotation requirements and improving efficiency
in specialized fields.

3 Methodology

3.1 Data Collection and Annotation

SAcommunity Database (CIVICRM-DB): The
SAcommunity database provides a comprehensive
report of all the listed organizations, their names,
addresses, contact details, website urls, emails, ser-
vices, offered, venue hire information, etc. The
variables involved in our study are as follows: Or-
ganization Name, Organization ID, Subject ID (a
unique identifier denoting the subject category of
the organization), Venue Hire Information (an open
text field containing venue hire details), Comments
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(an open text field with additional information
about the organization), Services (listing the ser-
vices provided by the organization), and Subject
(indicating the subject category under which the
organization falls).

SAcommunity Subject (Subject-DB): The
Subject-DB contains subjects with a subject ID.
This study selected the subjects that has higher cor-
relation to venue hiring capabilities (e.g. halls for
hire, community facilities, community centers etc.).
The full list of subjects used in this study is shown
in table 3 in the appendix section. We performed an
SQL inner join (figure 4 in appendix) to combine
both the databases and consolidate a final dataset.

3.2 Handling Unlabeled Data and Data
Annotation

An innovative solution to the challenge of limited
labeled data for training our NER model is the in-
tegration of active learning strategies (Ren et al.,
2021). This approach trains our baseline NER
model on a small labeled set, uses it to predict
on unlabeled data, and then has humans label the
most uncertain predictions, repeating the cycle to
iteratively enhance model performance. We use
Doccano, an open-source tool, for manual anno-
tation, supporting active learning by labeling key
samples. Doccano uses JSON Lines format for
their data types, We log the entire study, including
runs, using Weights & Biases, a platform for track-
ing and visualizing machine learning experiments.

3.3 Pre-processing

An effective NER system requires well-prepared
data that helps the model learn to recognize and
categorize entities accurately. The proposed pre-
processing steps are designed to enhance the
dataset’s quality, ensuring optimal model perfor-
mance.

Custom Entity Patterns Recognition: Regular
expressions are employed to identify and pre-tag re-
curring patterns such as phone numbers and venue
capacities. This initial structuring facilitates the
model’s ability to learn from consistent entity rep-
resentations.

Text Normalization: Text normalization in-
volves converting all text data to a standardized
format. It is essential to consider the NER task’s
sensitivity to proper nouns and maintain the origi-
nal case where necessary, as it may carry significant
meaning for entity recognition.

Preprocessing Text Data: The preprocess-
ing stage addresses several key challenges in the
dataset. Special characters within entities (e.g.,
"Hall/Clubrooms") are handled through established
rules that guide the tokenizer to treat such instances
as single entities. URLs are removed from the
dataset, unless they are integral to entity infor-
mation, such as when specifically mentioned in
a venue’s contact details. Numeric data, including
phone numbers and capacity figures, are preserved
during tokenization to maintain their entity status,
as NER often requires the identification of numeric
entities.

Entity Consolidation: To address variations in
referring to the same concept, such as "Hall for
hire" versus "Hall/Clubrooms for hire," we advise
consolidating these variations into a singular repre-
sentation. This consolidation enhances the model’s
ability to recognize and classify entities consis-
tently (Phan et al., 2023).

IOB Tagging: RoBERTa, like other transformer
models, processes text at the token level. IOB
Tagging allows us to assign a label to each token,
enabling the model to perform fine-grained classifi-
cation at the token level. It’s like giving RoBERTa
a special pair of glasses that help it see the struc-
ture of information in text. By marking each word
as the Beginning, Inside, or Outside of an entity,
we’re essentially teaching RoBERTa to recognize
patterns in how venue information is described.
This approach is particularly useful for our work
because venue details often span multiple words.
For example, “can seat 100 people” might all be
part of the “capacity” entity. IOB tagging helps
RoBERTa understand where each piece of informa-
tion starts and ends, making it much more accurate
in extracting the specific details we need about
venues. The process can be likened to equipping
the model with the ability to differentiate and cate-
gorize various types of information, similar to how
one might assign distinct colors to different data
categories. This approach enhances the precision
and reliability of information extraction, enabling
more accurate identification and classification of
relevant entities.

We have used advanced NLP libraries like spaCy
to streamline various pre-processing tasks, includ-
ing tokenization and initial entity tagging, which
have proven essential in creating accurately labeled
datasets for model training.

We conducted a manual review during pre-
processing to ensure entities were accurately la-
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beled, safeguarding data integrity and preventing
errors that could impact model training.

The 14,000 entries were divided into training
(80%), validation (10%), and test (10%) sets,
with each set undergoing the same pre-processing
and review steps to ensure compatibility with the
RoBERTa model.

3.4 Custom NER Model (Finetuning
RoBERTa)

RoBERTa (Robustly Optimized BERT Approach)
enhances the BERT language model while main-
taining its core transformer-based architecture. Key
modifications include dynamic masking, removal
of Next Sentence Prediction, larger mini-batches
and learning rates, and processing of longer se-
quences. It uses byte-level Byte-Pair Encoding
with a 50,000 subword vocabulary. RoBERTa’s
training is more extensive, utilizing more data and
computational resources. It offers both base (12
layers, 768 hidden size) and large (24 layers, 1024
hidden size) configurations. These enhancements
result in a more robust model with state-of-the-
art performance in various natural language under-
standing tasks. Detailed chart of the hyperparame-
ters of our model is shown in table 1. The way our
custom NER model works is as follows:

• The input text is fed into the tokenizer.

• Each sequence starts with a [CLS] token, rep-
resenting the special classification token.

• The input is transformed into numerical repre-
sentations called vector embeddings.

• The final hidden vector of the model begins
with the final special [CLS] token.

• This token outputs the prediction after normal-
ization by the softmax layer.

• This architecture, also visualized in figure 15
in appendix, allows RoBERTa to capture com-
plex contextual relationships in the text, mak-
ing it well-suited for our NER task.

Inference: After training and validating the
RoBERTa model, we proceeded to the inference
stage, where we applied the model to extract venue
availability information from previously unseen
community service directory entries. This phase
was crucial in demonstrating the practical applica-
bility of my approach. More details are provided
in figure 1.

To begin the inference process, we first prepro-
cessed the new text entries using the same pipeline
developed during the training phase. This ensured
consistency in how the data was presented to the
model. Each entry was tokenized and encoded
using the RobertaTokenizerFast, maintaining the
format the model was trained on.

We then passed these preprocessed entries
through the trained model. The model output pre-
dictions for each token, classifying them accord-
ing to the IOB tagging scheme we had established.
These predictions corresponded to various aspects
of venue availability such as capacity, equipment
available, and rental fees.

Post-processing: This was a critical step in mak-
ing the model’s output useful. We developed a
script to convert the IOB-tagged output back into
meaningful chunks of information. For example,
consecutive tokens tagged as “B-CAPACITY” and
“I-CAPACITY” were combined to form complete
capacity descriptions.

One of the most challenging and rewarding as-
pects of this stage was aligning the extracted infor-
mation with MARC standards. We mapped the ex-
tracted entities to corresponding MARC fields, en-
suring that the output could be easily integrated into
existing library and information management sys-
tems. For instance, information about equipment
availability was mapped to the relevant MARC
field for facility information.

To evaluate the model’s performance on this un-
seen data, we calculated accuracy, precision, recall,
and F1 scores, comparing the model’s extractions
against a small set of manually annotated entries.
This gave me a realistic picture of how well the
model would perform in a real-world setting.

The inference stage not only validated the effec-
tiveness of my approach but also highlighted areas
for future improvement. It demonstrated the poten-
tial of using advanced NLP techniques to automate
the extraction of structured information from com-
munity service directories, paving the way for more
efficient and standardized data management prac-
tices in this domain.

3.5 Integration of Active Learning
The research incorporates an active learning loop
to iteratively enhance the NER model’s perfor-
mance. Starting with a manually annotated subset,
the model predicts entities on unlabeled data, iden-
tifying instances of uncertainty. These uncertain
predictions, determined by evaluating the model’s
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Hyperparameter Category Details
Model Configuration RoBERTa (base model)
Hyperparameters Batch size: 16

Epochs: 50
Learning rate: 0.00012 (dynamic)

Training Configuration Optimizer: AdamW
Learning rate scheduler: Cosine with warmup
TrainingArguments: Set up

Training Process Framework: Hugging Face’s Trainer
Custom Metrics: Precision, Recall, F1, Accuracy
Training Duration: 50 Epochs
Logging: Weights and Biases

Table 1: Hyperparameters and Training Configuration

confidence, are then selected for manual annota-
tion using Doccano. The model is subsequently
retrained with the newly labeled data, refining its
performance through iterative cycles. Key consid-
erations in this process include defining appropriate
stopping criteria, ensuring diversity in sample selec-
tion to avoid bias, and utilizing efficient annotation
tools. This approach significantly improves model
accuracy and efficiency by focusing annotation ef-
forts on the most informative samples.

4 Results and Discussion

The results of the model training and evaluation are
presented across three sets: Training, Validation,
and Test.

4.1 Training Set Results

Loss: Started around 2.5-3.0 and decreased to near
0 as shown in figure 6 in appendix. Showed a
smooth downward trend, indicating good learning
progress.

Learning Rate: Followed a typical warmup and
decay pattern. Peaked at approximately 0.00012
and gradually decreased.

Gradient Normalization: Showed some fluc-
tuation, with extreme spikes indicating potential
instability in the training process as shown in fig-
ure 2. This suggests room for improvement in the
training process, possibly through implementing
gradient clipping, adjusting the learning rate, or
using more advanced optimization techniques.

4.2 Validation Set Results

Accuracy: Highest value: approximately 0.75 as
shown in figure 9 in appendix. Demonstrated con-
sistent improvement across epochs.

Loss: Started high (around 4.5) and decreased to
approximately 1.2 as shown in figure 10. Indicated
good learning progress.

Precision and Recall: Both metrics peaked
around 0.6. Recall showed more stability compared
to precision (figures 7 and 8 in appendix).

F1 Score: Peak performance at around approx-
imately 0.59 shown on figure 3. Showed fluctua-
tions but maintained an overall upward trend.

4.3 Test Set Results

Accuracy: Best performance at approximately
0.78 as shown in figure 13 in appendix. The graph
demonstrated a steady improvement trend.

Loss: Lowest loss: approximately 1.2. Showed
a decreasing trend across runs, indicating better
model fit.

More information on precision, recall and F1
score is described in table 2.

4.4 Interpretation of Results

The application of LLMs, specifically the
RoBERTa transformer, for automated extraction
of venue availability information in MARC stan-
dard format represents a significant advancement in
community information management. This discus-
sion will delve into the implications of our results,
limitations of our work and propose future direc-
tions for research and application.

Model Performance: The RoBERTa-based
model demonstrated promising results in identi-
fying and categorizing relevant information from
unstructured text. The best performance achieved
an accuracy of approximately 0.78 on the test set,
with F1 scores around 0.65. These results indicate
that the model has learned to extract and classify
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Figure 1: Shows the sequence diagram of how the system operates.

Metric Best Performance Date Figure
Accuracy 0.78 21-07-2024 Figure 13 in Appendix
Recall 0.70 21-07-2024 Figure 11 in Appendix
Precision 0.65 21-07-2024 Figure 12 in Appendix
F1 Score 0.65 21-07-2024 Figure 14 in Appendix

Table 2: Best performance metrics for the NER model for Test Set Data. All metrics showed gradual improvement
across runs, with the best performance achieved on 21-07-2024.

Figure 2: Shows a graph of gradient normalization on
the training set.

venue availability information with a reasonable
degree of reliability.

The consistent improvement in performance met-
rics across training runs suggests that our iterative
approach to model development was effective. The
gradual increase in accuracy, precision, and recall

Figure 3: Shows an evaluation set f1 curve.

indicates that the model’s ability to identify rele-
vant information improved over time, likely due to
refinements in the training process and data prepa-
ration.

However, the gap between training and evalua-
tion loss suggests some degree of overfitting. While
not severe, this indicates that there’s room for im-
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provement in the model’s ability to generalize to
new, unseen data. This challenge is common in
NLP tasks, especially when dealing with domain-
specific information like venue availability.

Balanced Precision and Recall: Similar values
for precision and recall (both around 0.65-0.70)
indicate a balanced model performance. This bal-
ance is crucial for the practical application of the
model. High recall (0.70) suggests that the model is
effective at identifying relevant information about
venue availability. This is important for ensuring
that critical details about facilities are not missed.
The precision of 0.65 indicates that when the model
identifies information as relevant, it is correct about
65% of the time. While there is room for improve-
ment, this level of precision is promising for an
initial implementation.

The balanced performance suggests that the
model is equally capable of identifying relevant
information (recall) and avoiding false positives
(precision). This balance is particularly important
in the context of community information manage-
ment, where both completeness and accuracy of
information are crucial.

4.5 Implications for Community Information
Management

Improved Data Standardization: By automating
the extraction and structuring of venue availability
information according to MARC standards, this re-
search contributes significantly to data standardiza-
tion efforts in community information management.
Standardization has several important implications:

• Interoperability: MARC-compliant data can
be easily shared and integrated across dif-
ferent systems and organizations, potentially
leading to more comprehensive and accessible
community information networks.

• Improved Search and Retrieval: Standard-
ized data structures enable more efficient and
accurate information retrieval, benefiting both
information managers and end-users seeking
venue information.

• Data Quality: Automated extraction can help
maintain consistency in how venue informa-
tion is recorded, potentially reducing errors
and inconsistencies that can occur with man-
ual data entry.

Efficiency Gains: The automation of informa-
tion extraction has the potential to significantly

streamline the process of updating and maintaining
community information directories:

• Time Savings: Manual extraction and catego-
rization of venue information from free-text
descriptions is time-consuming. Automation
can dramatically reduce the time required for
these tasks.

• Resource Allocation: By reducing the man-
ual effort required for data entry and catego-
rization, organizations can reallocate human
resources to higher-value tasks such as com-
munity engagement and service improvement.

• Scalability: As the volume of community
information grows, automated systems can
handle increased data loads more efficiently
than manual processes.

Enhanced Accessibility and User Experience:
Structuring venue availability information in a stan-
dardized format has the potential to greatly enhance
the accessibility and usability of this information:

• Improved Search Functionality: Structured
data enables more advanced search capabili-
ties, allowing users to filter and find venues
based on specific criteria (e.g., capacity, equip-
ment available, accessibility features).

• Consistency Across Platforms: Standard-
ized data can be presented consistently across
different platforms and interfaces, improving
the user experience for those seeking venue
information.

• Integration with Other Services: Struc-
tured venue data could be more easily inte-
grated with other services, such as event plan-
ning tools or community calendars, providing
added value to users.

4.6 Limitations

Our work has several factors that limit the full po-
tential of the models developed. The model’s per-
formance heavily relies on the quality and balance
of the training data. One key challenge is data
imbalance, where certain categories of venue infor-
mation are underrepresented, potentially leading to
biased outcomes. Additionally, annotation consis-
tency posed a challenge, as maintaining uniformity
in manual annotations, especially for nuanced cat-
egories, proved difficult and may have introduced
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noise into the dataset. The limited dataset size
from the SAcommunity database, while substantial,
could benefit from further expansion and diversity
to improve model generalization and performance.

Another limitation of our work is the use of a
complex transformer model like RoBERTa, which,
while effective, introduces challenges in inter-
pretability. The "black box" nature of deep learn-
ing models makes it difficult to fully understand
or explain their decision-making processes, which
raises concerns in contexts where transparency and
accountability are critical, such as community infor-
mation. Additionally, the model’s heavy reliance
on the training data increases the risk of perpetu-
ating any existing biases or inconsistencies, poten-
tially affecting the fairness of the output.

Additionally, our work stems from the domain-
specific focus on venue availability information,
which affects the model’s ability to generalize
across different contexts. The highly specific vo-
cabulary used to describe venues and facilities may
limit the model’s effectiveness when encountering
new or unseen descriptions. Additionally, regional
variations in terminology and the way venues are
characterized introduce challenges, as the model
may not fully capture these differences, potentially
reducing its applicability to broader datasets or
other geographical areas.

5 Conclusion

This paper demonstrates the feasibility and po-
tential of using LLMs for automated extraction
of venue availability information in MARC stan-
dard format. The RoBERTa-based model showed
promising results in identifying and categorizing
relevant information from unstructured text, with
consistent improvements observed throughout the
training process. This research enhances data man-
agement by automating the extraction and structur-
ing of venue availability information, improving
accessibility through MARC standards for better
usability across stakeholders. The scalability of
the transformer-based RoBERTa model allows for
adaptation to larger datasets and other community
service types, while also representing an innova-
tive use of advanced NLP techniques to address
real-world challenges in community information
management.

Further experimentation with model architec-
tures, training regimes, and hyperparameters could
enhance performance, while exploring ensemble

methods may improve robustness by leveraging the
strengths of different models. Additionally, investi-
gating few-shot learning techniques might enable
the model to adapt to new types of venue infor-
mation or regional variations with minimal train-
ing. Moreover, data enhancement can be achieved
through several strategies: employing data aug-
mentation techniques like back-translation or syn-
onym replacement to artificially expand the training
dataset may enhance model generalization; increas-
ing experimentation with active learning, where
the model identifies informative samples for hu-
man annotation, could more efficiently improve the
training dataset; and incorporating venue informa-
tion from various geographic regions could better
equip the model to manage regional variations in
terminology and venue descriptions.

6 Ethical Considerations

We have carefully considered the ethical implica-
tions of working with community service infor-
mation and leveraging AI technologies, ensuring
that data privacy, transparency, and fairness are
maintained throughout the process. We adhered to
strict ethical guidelines throughout the project by
fully anonymizing all data, ensuring no personally
identifiable information was included. The data
usage remained aligned with its original sharing in-
tent, and the training data was carefully examined
for potential biases. Regular bias checks were im-
plemented during model development to mitigate
risks, while safeguards were established to prevent
the aggregation of sensitive information. Addition-
ally, guidelines emphasizing human oversight were
developed to promote responsible system use.
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A Appendix

A.1 What is MARC?
MARC (Machine-Readable Cataloging) standards
are a set of digital formats for the description of
items cataloged by libraries, such as books and arti-
cles. Developed by the Library of Congress, these
standards are designed to be comprehensive and
allow for the encoding of various types of biblio-
graphic materials across different types of content
and media. In this project, the MARC-21 format
for community information is utilized to structure
data related to venue hires, ensuring that the ex-
tracted data aligns with widely recognized library
and information science standards.

A.2 Stakeholders of the Research
• Event and Community Service Managers:

These professionals will benefit from easier
access to standardized information, improving
their ability to plan and manage venues.

• Government Entities: Local and state govern-
ments, especially those supporting community
services like SAcommunity, rely on structured
data to better serve their constituents and man-
age community resources.

• Librarians and Information Scientists: Pro-
fessionals in these fields are key users of
MARC standards and will benefit from en-
hanced methods of cataloging and accessing
information.

• Technology Developers and Researchers: In-
dividuals and teams developing NLP and data
extraction technologies have a vested interest
in the methodologies and outcomes of this
research.

• End Users: General public users of commu-
nity directories who will experience improved
usability and access to information regarding
venue hires.

A.3 Performance Metrics Calculation
Calculate accuracy, precision, recall, and F1 scores
to assess the NER model’s performance on the
evaluation dataset.

Subject
Halls for Hire
Community Facilities
Convention Facilities
Community Centers
Conference Venues
Conference Venues (Residential)
Reception Facilities
Recreation Facilities
Recreation Centers
Sports Clubs & Centers
Clubs/Groups
Meeting Rooms

Table 3: Subjects Covered in the Database

Figure 4: SQL Inner Join of both databases: A visual-
ization.

• Accuracy: Measures the overall correctness
of the model.

Accuracy = (TP + TN) / (TP + TN + FP + FN)

• Precision: Measures the accuracy of positive
predictions.

Precision = TP / (TP + FP)

• Recall: Measures the proportion of actual pos-
itives correctly identified.

Recall = TP / (TP + FN)

• F1 Score: The harmonic mean of precision
and recall, providing a balanced measure.

F1 Score = 2 * (Precision * Recall) / (Preci-
sion + Recall)

Where: TP = True Positives, TN = True Negatives,
FP = False Positives, FN = False Negatives.

A.4 MARC 21 Format for Physical
Description Notes for Venue Hire

• $a - General description of facilities
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Figure 5: Wordcloud exploratory data analysis for the
"Venue Hire" feature from our dataset.

Figure 6: Shows a graph of train/loss over global steps.

• $b - Name and location

• $c - Physical description

• $d - Capacity

• $e - Equipment available

• $f - Rental fee

• $g - Special restrictions

• $h - Accommodations for the disabled

• $m - Miscellaneous information

• $p - Contact person

• $6 - Linkage

• $8 - Field link and sequence number

A.5 Critical Reflection

Reflecting on these ethical considerations, we rec-
ognize that our project exists in a complex ethical
landscape. While we have taken steps to address
key ethical issues, we acknowledge that ethical
challenges in AI and data management are evolv-
ing. One area for future consideration is the long-
term impact of automating information extraction

Figure 7: Shows a graph for precision on the evaluation
set.

Figure 8: Shows a graph for recall on the evaluation set.

on human roles in community information manage-
ment. While our project aims to enhance efficiency,
it’s crucial to balance this with the value of hu-
man expertise and judgment. Additionally, as AI
technologies advance, the ethical framework for
projects like mine will need continuous reassess-
ment. We’re committed to ongoing ethical evalu-
ation and adjustment of our approach as new in-
sights and standards emerge in the field. In conclu-
sion, ethical considerations have been integral to
our research process, shaping decisions from data
handling to model development and deployment
strategies. By maintaining this ethical focus, we
aim to ensure that my project contributes positively
to community information management while re-
specting individual privacy and promoting fairness
and accessibility.
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Figure 9: Shows a graph for accuracy on the evaluation
set.

Figure 10: Shows the loss curve on the evaluation set.

Figure 11: Test Set Recall over multiple experimenta-
tion.

Figure 12: Test Set Precision over multiple experimen-
tation.

Figure 13: Shows our best test accuracy on 21-07-2024.

Figure 14: Shows F1 score graph on the test set across
multiple iterations.

Figure 15: Roberta architecture adopted from (Ploscă
et al., 2024)
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