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Abstract

The Werewolf Game is a communication game
where players’ reasoning and discussion skills
are essential. In this study, we present a
Werewolf Al agent developed for the AIWolf-
Dial 2024 shared task, co-hosted with the 17th
INLG. In recent years, large language mod-
els like ChatGPT have garnered attention for
their exceptional response generation and rea-
soning capabilities. We thus develop the LLM-
based agents for the Werewolf Game. This
study aims to enhance the consistency of the
agent’s utterances by utilizing dialogue sum-
maries generated by LLMs and manually de-
signed personas and utterance examples. By
analyzing self-match game logs, we demon-
strate that the agent’s utterances are contextu-
ally consistent and that the character, including
tone, is maintained throughout the game.

1 Introduction

In recent years, the development of large lan-
guage models (LLMs) has significantly advanced
the field of natural language processing (NLP).
Models such as ChatGPT! and Claude,? for exam-
ple, have excellent conversational abilities, mak-
ing it easier to develop dialogue agents to per-
form various tasks. Additionally, LLM also per-
forms well in reasoning tasks, outperforming con-
ventional models in a variety of tasks. Notably,
they are capable of making accurate predictions or
reasoning from a small number of demonstrations
(Brown et al., 2020; Wei et al., 2022; Wang et al.,
2023). Recently, researchers have been working
on zero-shot approaches to tasks that previously
required training data (He et al., 2023; Gao et al.,
2023; Kojima et al., 2022).

The Werewolf Game, the incomplete informa-
tion game, requires a high level of reasoning and
conversational abilities, making the use of LLMs a

"https://chatgpt.com/
Zhttps://claude.ai/
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Um, I'm voting for Agent[02] because I'm the Seer
and s-saw they're the Werewolf. It's for the safety
of the village.

b

Agent[05](possessed)

b

Yo! I'm voting for Player[03] because they've been
quiet and trying to blend in. Gotta keep an eye on
them! Let's do this!

Agent[02](werewolf)
raised suspicions of treachery. It is imperative to
eliminate potential threats to the village, and thus,

1, the king of Delcadar, shall cast my vote for Agent[05].
Their shifting accusations and unreliable claims have
é | vote for Agent[05].
Agent[04](villager)

As the true Seer, | must clarify that Agent[05] is
not the Seer. Trust in my abilities, for | have divined

é that Agent[02] is the Werewolf. (...

Agent[01](seer)

b

Agent[02](werewolf)

b

Figure 1: Example of dialogue sampled from the self-
match game log. The agents speak in a random or-
der during each turn. In the red-highlighted part,
Agent[01], the seer, denies the previous day’s claim by
Agent[05], the possessed, that they are the seer.

Yo! Morning, everyone! Wow, what a twist! Agent[01]
coming in hot with the Seer claim, huh? But hold up,
I've got some news too! (...)

Agent[01], your confidence in your divinations is
commendable. Agent[02], your enthusiasm is
appreciated. | have full faith in Agent[01]'s discernment.

(villager)

promising option for the development of Al agents
for this game. The game is a communication
game, in which players discuss with other play-
ers while guessing their unseen role. The AIWolf-
Dial 2024 shared task? is based on this Werewolf
Game and is played automatically by 5 Al agents.
The goal of this shared task is to develop Al agents

3https://sites.google.com/view/aiwolfdia12024—
inlg/home
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that can play this game against other agents.

In this study, we present an LLM-based Were-
wolf Al agent developed by our team, for the Al-
WolfDial 2024 shared task. The Werewolf Game
has a cycle of dialogues and actions, referred to as
a “Day.” In the Werewolf Game, players can re-
fer not only to discussion taking place on the cur-
rent day but also to previous discussions and the
past actions of others (e.g., as shown in Figure 1).
This allows them to notice important clues, such
as inconsistencies in others’ statements, to iden-
tify other players’ roles.

Due to this importance, we design prompts that
incorporate the entire game history, that is, all di-
alogue histories from Day O to the present, who
was eliminated by the vote, who the werewolf at-
tacked, and, in the case of the Seer, the results of
divination. However, long dialogue histories often
include not only helpful information for the game
but also unnecessary content, such as repeated ut-
terances. Moreover, including all of this in the
prompt imposes limitations on the input length of
LLMs and on costs. Therefore, apply the past dia-
logue history efficiently, we utilize dialogue sum-
maries.

Furthermore, this shared task requires diverse
utterance expressions, including coherent charac-
terization (see Section 3.3 for the evaluation crite-
ria). This means that the robustness of the agent’s
tone and character, without being influenced by
others, is crucial. Therefore, to achieve diverse
expressions and coherent characterization, we in-
corporated persona information into the prompt.

In, summary, our main contributions are as fol-
lows:

1. We developed 4 Al agents for the Werewolf
Game (villager, seer, werewolf, possessed)
that enhance the consistency of their utter-
ances through dialogue summaries and per-
sonas. The dialogue summaries are gener-
ated by an LLM, while the personas are hand-
crafted.

We demonstrate a five-player game of Were-
wolf played by our agents. This case study
shows that our agents can be consistent in
their claims and characterization across mul-
tiple days.
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2 Related Work
2.1 Al for the Werewolf Game

The Werewolf Game is a communication game
characterized by incomplete information. Players
need to infer the role of others based on histories of
utterances and actions and engage in discussions
to lead their side to victory. This game requires a
high level of reasoning and conversation skills.

In recent years, the development of Werewolf
Al agents has increasingly incorporated LLMs
(Xu et al., 2023; Wu et al., 2024). The natural
language generation and reasoning capabilities of
LLMs are highly effective for the complex tasks
required in the Werewolf Game. These advance-
ments have facilitated to development of agents
capable of logical reasoning and engaging in dis-
cussions with other players. In the Al WolfDial
2023 competition (Kano et al., 2023), LLMs such
as GPT-4 (OpenAl, 2023) were actively used for
generating utterances and reasoning, demonstrat-
ing their effectiveness.

Given this background, our study also utilizes
LLMs to develop our Werewolf Al agents. Our
agent utilizes the powerful reasoning capabilities
of LLMs and introduces an approach designed
to handle the complex and information-rich sit-
uations inherent in the game. We aim to en-
hance our agent’s reasoning and natural conver-
sation skills, making it more competitive in the
Werewolf Game.

2.2 Dialogue Summarization

Dialogue summarization is the task of convert-
ing dialogue history into more concise and to-
the-point sentences, facilitating an efficient un-
derstanding of the original text. In scenarios
like Werewolf Games, which involve complex and
information-rich dialogues, dialogue summariza-
tion is helpful for the reduction of less critical in-
formation. Dialogue summarization, thus, allows
agents to process large amounts of information
from discussion more efficiently, helping to pre-
vent inconsistent utterances or errors in decision-
making.

To effectively train dialogue summarization
models, researchers have constructed datasets
across various dialogue domains, including daily
life conversations (Gliwa et al., 2019; Chen et al.,
2021), meetings (Carletta et al., 2006; Zhong et al.,
2021), TV series (Chen et al., 2022), media dia-
logue (Zhu et al., 2021), and counseling (Srivas-



tava et al., 2022). These studies primarily aim to
enhance the efficiency of the process of humans’
understanding of the content of dialogue.

We utilize dialogue summarization to address
two limitations imposed by complex and lengthy
dialogue histories: the limitations are (1) an in-
crease in generation time and cost caused by uti-
lizing every word of all dialogue histories, and (2)
decision-making errors due to information irrele-
vant to the discussion. We expect that the utiliza-
tion of dialogue summaries, which can condense
long texts into concise forms, to be an effective
way to resolve these limitations.

2.3 Persona Dialogue System

In this shared task, the context of dialogues
would be lengthy due to the multi-turn interac-
tions among five players, posing the challenge that
conversational agents may be influenced by the
tone of others or generate utterances that contra-
dict their previous claims. One approach to resolv-
ing such inconsistencies in utterances is to utilize
personas. Researchers have developed dialogue
systems that utilize profile information (Zhang
et al., 2018) or speaker IDs (Li et al., 2016) to
reflect speaker characteristics. Recently, with the
advancement of LLMs, they have also designed
LLM-based persona dialogue systems (Park et al.,
2022; Shao et al., 2023).

This shared task requires diverse utterance
expressions, including coherent characterization.
Given the recent trend of utilizing LLMs in con-
structing Al for Werewolf Games and persona-
based dialogue systems, we incorporate hand-
crafted profile information and utterance exam-
ples that reflect the agent’s unique tone into the
prompts to maintain coherence.

3 Task Overview

The AIWolfDial 2024 shared task is a contest
aimed at developing Al agents that can automat-
ically play the Werewolf Game. The Werewolf
Game is an incomplete information game where
players cannot know each other’s roles and thus
requires reasoning abilities and strategies for ac-
tions such as voting and divination. Additionally,
the Werewolf Game requires communicating with
other players using natural language.

3.1 Player Roles

In this contest, the Werewolf Game is played by
five players: a seer, a werewolf, a possessed, and
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two villagers. The werewolf team, consisting of
the werewolf and the possessed, has the goal of
eliminating all humans, including the possessed
themselves. On the other hand, the human team,
consisting of a seer and two villagers, has the goal
of eliminating the werewolf.

Villagers have no special abilities, cooperating
with the other players to identify the werewolf.
The seer can divine one player each night to de-
termine whether that player is a human or a were-
wolf. The werewolf can attack and eliminate one
human player each night. The possessed with no
special abilities acts in favor of the werewolf’s vic-
tory despite being a human. Like the villagers, the
possessed has no special abilities. Players’ roles
are hidden from each other, requiring each player
to guess the others’ roles based on their actions
and utterances.

3.2 Game Procedure

In this shared task, the Werewolf Game begins on
Day 0. On this day, the players greet each other.
Following this, the seer performs the first divina-
tion. From Day 1 on, the day begins with a dia-
log among the players. During this dialogue, each
agent makes several turns of utterances, but the or-
der of utterances in a single turn is random. After
the dialogue, each player votes for the other play-
ers, and the player who receives the most votes
is eliminated from the game. Subsequently, the
werewolf attacks one player to eliminate them. If
the seer is still alive, they once again divine an-
other player and obtains the result. This process
repeats, and the human team wins if they succeed
in eliminating the werewolf, while the werewolf
team wins if the werewolf survives. Since two
players are eliminated each day, the game is over
by Day 2 at the latest.

3.3 Evaluation

In the evaluation of the shared task, in addition
to the agent’s win rate, subjective evaluations are
conducted based on the following criteria: (A)
whether the agents’ utterance expressions are nat-
ural, (B) whether their utterances are contextually
natural, (C) whether their utterances are consistent
(not contradictions), (D) whether the game actions
(vote, attack, or divine) are coherent with the dia-
logue context, and (E) whether the utterance ex-
pressions are diverse and include consistent char-
acter traits. The agents must avoid vague utter-
ances that could be used in any context.



Table 1: Overview of prompt design for utterance generation in Day 1 and Day 2 discussions

Role Day 1 [ Day 2

Villager From the second turn onwards each day, the LLM first generates reasoning text and utterance strategies to
guide utterance generation. Another prompt is then fed to the LLM to generate utterances aligned with the

generated reasoning and strategies. We use in-context learning for both of these steps.

Seer Each day, the seer agent selects one of five hand-crafted utterance strategies to guide the generation of ut-
terances, which is then incorporated into the prompt for utterance generation. This prompt also includes
guidelines for behaviors in the discussion, such as reporting the result of divination at the start of the day and
asserting that another player who claims to be the seer is lying, affirming oneself as the true seer. In addition,

before declaring the voting target, the seer declares the day’s divination target.

Werewolf | The werewolf agent selects one strategy from a set of strategies using LLM. The strategy set has several
strategies and guidelines, such as guiding others away from voting for themselves or asking the seer for the
reasons behind their divination target selection. The selected strategy and its guidelines are included in the

prompt for generating utterances. Different sets of strategies are used for Day 1 and Day 2.

Possessed

The possessed agent pretends to be the seer. In the
first turn of Day 1, they infer the true seer based on
the Day 0 dialogue using LLM and then falsely report
that the player is the werewolf. In later turns, they
persuade other players to vote for that player.

If the game continues to Day 2 and the possessed
survives, two of the three remaining players are the
possessed (self) and the werewolf. Therefore, if they
both vote for the other player, the werewolf side will
win. To achieve this scenario, the possessed agent

first comes out as the possessed. Then, they persuade
the werewolf to reveal themselves.

Each agent has a maximum number of utterances that they can make per day, and they decide and declare their

voting target on the last turn of the day.

4 Methodology

4.1 Overview

To develop agents for the AIWolfDial 2024 shared
task, advanced reasoning ability and natural re-
sponse generation are required. In this study, for
these requirements, we developed the agents with
LLM. We distributed the roles among the authors,
and each author developed the agent assigned to
their assigned roles. Therefore, note that the de-
tailed components (e.g., the strategies for deter-
mining the utterance strategy) differ between
roles.

For example, Figure 2 presents the prompt used
to generate the werewolf’s utterances on Day 1.
This prompt consists of six components: (1) a task
description, (2) the agent’s persona, (3) the rules of
the Werewolf Game, (4) a speech strategy selected
from a set of strategies using LLM, (5) summaries
of the dialogue from previous days, and (6) to-
day’s dialogue history. The overview of the utter-
ance generation procedure for all roles is summa-
rized in Table 1. Notable techniques common to
all agents’ response generation are the use of dia-
logue summaries to incorporate the previous day’s
dialogue history into the agent, and the use of per-
sonas and response demos to give character to the
agents’ utterances. We present the details of these
techniques in Sections 4.2 and 4.3, respectively. In
addition, we fully leveraged the reasoning ability
of LLMs for the agent’s action decisions. The de-
tails are presented in Section 4.4. Furthermore, for
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the werewolf’s decision-making regarding the at-
tack target, we use a prompt that guides the model
to only output the player’s name based on the task
description, the hand-crafted attack strategy, the
current list of survivors, and the past game history.

4.2 Efficient Use of LLMs through Dialogue
Summarization

In the Werewolf Game, finding clues to infer the
roles of other players is required. To achieve this,
we utilize not only the dialogue history of the cur-
rent day but also those from previous days, as well
as past actions, for the generation of utterances and
making decisions.

However, incorporating all dialogue history into
the prompt imposes several limitations on the
LLM-based agents. First, using all dialogue his-
tory increases the generation time and leads to
higher LLM API usage costs. Additionally, dia-
logues often contain information that is irrelevant
to the discussion. For example, the greetings at the
start of the day or repeated utterances with simi-
lar intent can cause redundancy in contextual in-
formation. To address these issues, we apply dia-
logue summarization to the dialogue history, com-
pressing the contextual information.

Our agent generates a summary of the day’s di-
alogue at the end of each day. As shown in the
prompt in Figure 3, we prompt the LLM to sum-
marize each player’s claims based on the dialogue
history of the day. Specifically, as indicated in
the “Dialogue Summary” section of Figure 2, we



== Task ==

- You are Agent[04].

- You are playing a Werewolf game with 5 players, including yourself.

- Itis Day 1, and all 5 players are alive.

- Your role is "Werewolf".

- Always maintain consistent behavior.

- Always answer questions if asked.

- Respond according to the dialogue history and always follow the given "speaking strategy".
- Have your own opinions and actively assert who is suspicious and who should be voted out.
- Speak in a cheerful tone without using polite language, as shown in the example responses.

== Your Persona ==

- 17-year-old high school junior male.

- His hobby is soccer, and he is a member of the soccer club.

- Has a very bright personality, strong opinions, and tends to lead conversations actively.
- Speaks in an energetic tone without using polite language.

== Werewolf Game Rules ==

- Theroles are: "2 Villagers, 1 Seer, 1 Werewolf, 1 Possessed".

- The Possessed is on the same side as the Werewolf.

- The Seer can inspect one player to determine if they are Human or a Werewolf. If the Seer inspects the Possessed, the
result will show as Human.

- After the conversation, a vote is held to exile one player from the village.

* The current survivors are Agent[01], Agent[02], Agent[03], Agent[05].

== Speaking Strategies ==

Greeting

Description: Greet everyone, confirm if there are any divination results, and if not, ask for the results.
Response Example: Yo! Morning, everyone! It's another awesome morning! Alright, let's find the Werewolf!

== Dialogue Summary ==

-- Summary of Day O --

Agent[01]: Expressed concern about the dual claims to the Seer role between Agent[03] and Agent[05], urging both to
provide evidence or reasoning to substantiate their claims. Agent[01] emphasized the importance of resolving this
confusion to focus on the real threats.

Agent[02]: Initially encouraged the Seer to come forward and later focused on the importance of the Seer's role in
determining the course of the game. Agent[02] supported the idea of using divination results to resolve the confusion
about the true Seer and suggested considering less vocal players as potential divination targets.

Agent[03]: Initially claimed to be the Seer and suggested discussing potential divination targets. However, faced with a
counterclaim from Agent[05], Agent[03 struggled to provide concrete evidence of their role, suggesting that the results
of the night's divination might help prove their claim.

Agent[04]: Reacted to the confusion around the Seer claims by proposing questions to determine the truth and later
supported the idea of using divination results to identify the true Seer. Agent[04 also suggested divining someone who
has been quiet or mysterious as a strategy for the night's divination.

Agent[05]: Claimed to be the true Seer, challenging Agent[03's claim. Proposed a practical approach to resolve the
confusion by performing a divination and sharing the results the next day. Agent[05 emphasized the importance of
choosing a divination target wisely to identify potential threats and suggested discussing potential candidates based on
interactions and observations.

== Dialogue History ==

--Day1--

Agent[02]:Noble citizens, | call upon each of you to voice your thoughts and strategies moving forward. How shall we
proceed to unveil the deceit among us? Speak now, for the safety of our realm depends on our collective wisdom.
Agent[04]:

Figure 2: Prompt example for werewolf’s response generation.

expect to generate a summary of the roles that  voting targets, attack targets, etc., as information
players have come out with, the suggestions that  about the previous day’s discussion.
they have made, and the players they have doubts
about. This generated summary is used not only
for response generation, but also for determining
52



Summary Prompt:

==Task==

You are given a dialogue from a Werewolf game involving
Agent[01], Agent[02], Agent[03], Agent[04], and Agent[05].
Summarize each of the five players' claims as detailed as possible.
When summarizing, make sure to accurately include details such as
the results of divination, who they suspect, the reasons for their
suspicions, and any contradictory statements.

==Example==

Agent[01]: Claimed to be a Villager. Questioned the results of the
Seer claim made by Agent[02].

Agent[02]: Claimed to be the Seer. Divined that Agent[03] is Human.
Mentioned contradictions in Agent[04]'s statements about
divination, suspecting Agent[04] to be the Possessed.

Agent[03]: Did not mention their role. Suspected to be the
Werewolf due to repeating content from other players' statements.
Agent[04]: Claimed to be the Seer. Divined that Agent[02] is Human.
Agent[05]: Claimed to be a Villager. Showed a cooperative attitude,
respecting the opinions of others.

==Dialogue History==
[HISTORY]

== Summary ==

Figure 3: Prompt template for dialogue summarization.
“[HISTORY]” is a placeholder for the dialogue history
from the current day.”

4.3 Persona Design for Coherent Utterances

As introduced in Section 3.3, this shared task re-
quires diverse utterance expressions with coherent
characterization. Therefore, we utilized persona
and utterance examples to ensure that each agent’s
characterization remained consistent throughout
the discussion in the game. In particular, we man-
ually created three types of personas and utterance
examples (see Table 2) and incorporated this in-
formation into the LLM prompts.

4.4 Action Decision via Chain-of-Thought

Chain-of-thought prompting is a method of gener-
ating not only answers to questions, but also their
reasoning processes, and it can more effectively
bring out the reasoning abilities of LLMs. We
use chain-of-thought prompting (Wei et al., 2022;
Wang et al., 2023; Kojima et al., 2022) for vot-
ing by the villagers and the seer, as well as for
divination by the seer, so that the agents make co-
herent decisions. As an example, Figure 4 shows
the prompt template used by the seer to deter-
mine the divination target and the reasoning gen-
erated. The seer agent uses zero-shot chain-of-
thought prompting (Kojima et al., 2022) to deter-
mine the divination target.

5 Case Study

To demonstrate the effectiveness of our method,
we analyze a self-match game log. Figure 5 shows
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Prompt

==Task ==

You are a veteran Werewolf player.

Your Agent[ID] is XXX.

Your role is "Seer."

You will now decide who to divine.

Based on the dialogue history, output the Agent[ID] of the person
you think should be divined.

Ensure consistency with your previous claims.

== Conditions and Rules ==

- Theroles are: "2 Villagers, 1 Seer, 1 Werewolf, 1 Possessed".

- If someone is suspected during the conversation, prioritize
divining that person.

- If no one is suspected, divine the person you think might be the
Werewolf.

== Dialogue History ==
[HISTORY]

Based on the above dialogue history, deduce who should be divined.
Note that each player may be lying.

The candidates for divination are listed below. Narrow down to one
player to vote for.

[CANDIDATE]

Let's think step by step.

Output

From the dialogue history, it is evident that there is a conflict
between Agent[02] (myself) and Agent[05] regarding the claim to
the Seer role. Agent[02] has expressed suspicion towards Agent[05
for potentially being the Possessed due to their claim of the Seer
role. This suspicion is significant because the Possessed often
claims important roles to create confusion and discord among the
villagers.

Additionally, Agent[02] has proposed to divine Agent[04, citing
their measured responses as potentially indicative of either wisdom
or concealment. This suggests that Agent[04 is also under suspicion,
albeit for different reasons than Agent[05.

Given these considerations, the primary candidates for divination
are Agent[05] and Agent[04. Between these two, Agent[05] is under
direct suspicion for claiming the same role as Agent[02], which is a
more direct and immediate concern compared to the vague
suspicion of Agent[04's measured responses.

Therefore, the most strategic choice for divination tonight, based
on the dialogue and the need to resolve the role conflict, would be
Agent[05]. This divination will help clarify whether Agent[05] is
indeed the Possessed, thereby potentially confirming Agent[02]'s
role as the true Seer and reducing the risk of deception moving
forward in the game.

Final decision for divination: Agent[05].

Figure 4: Prompt template for determining voting tar-
gets and an example of the LLM’s output. “[HIS-
TORY]” is a placeholder for the dialogue history, and
“[CANDIDATE]” is a placeholder for the list of candi-
date agents to vote for.

a sampled log from a self-match game conducted
following the game settings described in Section 3.
In this self-match, gpt-3.5-turbo was used to gen-
erate voting declarations, while gpt-4-turbo was
used for other generations.

Using dialogue summarization, our agents can
retain crucial information from previous days and
apply it effectively in their decision-making dur-
ing the game. For example, during the first turn
of Day 2, Agent[04] recognizes Agent[01] as the



Table 2: The agent personas and utterance examples that we designed. We include 3 to 5 personas or 3 to 5
utterance examples in the prompts for generating utterances.

Role Persona

Examples of manually crafted utterance samples

* The King of the Kingdom of Delcadar.
Villager and seer | ¢ Concerned for the future of the kingdom.
* Dignified, proud, and strict personality.

* I am the king of the kingdom of Delcadar.

» Seers, reveal yourselves at once. State whom you
will divine tonight.

* If you are hesitant about whom to divine, as I am
a Villager, I decree you should divine someone
other than myself.

the soccer club.

Werewolf * Has a very bright personality, strong opin-
ions, and tends to lead conversations actively. | ¢ Chatting’s cool and all, but let’s get down to busi-
* Speaks in an energetic tone without using po-

lite language.

* 17-year-old high school junior male.
* His hobby is soccer, and he is a member of | « No one’s talked about the Seer yet, huh? So,

* Yo! Morning, everyone! Let’s make this game
awesome!

who’s the Seer? Come on, step up so we can fig-
ure out who’s shady today!

ness and talk about tonight’s divination target!
We need the Seer to check out someone suspi-
cious!

Possessed ¢
stammering.

using polite language.

* A second-year middle school student.
* Always alone at school, with no friends.
* A game addict who talks a lot online despite

* Speaks in a hesitant, casual manner without

* H-hi there. I k-kind of... know a lot about this
game. I'm pretty high-ranked in the online Were-
wolf app.

* Does anyone else play games? I have confidence
that I know a lot about all genres...

* Ch-chatting is nice, but if we’re playing Were-
wolf, the first day’s discussion is... im-important.

seer, saying, “Agent[01], you bear the mantle of
Seer, what say you of the night’s revelations?”
This indicates that the information obtained be-
fore Day 2 is retained and effectively utilized,
demonstrating that it allows the maintenance of
crucial information through dialogue summariza-
tion without relying on all dialogue history.

The utterance generation based on personas and
utterance examples allows the agent to maintain a
consistent character throughout the game. For in-
stance, even in later turns on Day 1, where the di-
alogue context becomes longer, Agent[01] contin-
ues to speak with a hesitant tone, as seen in phrases
like ““S-so, the reason I chose to divine ...”. Addi-
tionally, Agent[05], the seer, makes utterances in a
manner consistent with the persona of “Concerned
for the future of the kingdom,” saying, “... it was
my duty to ascertain the roles within our council
for the safety and stability of our kingdom.” This
log suggests that personas and utterance examples
effectively reflect the character of the agents.

Furthermore, it should be notable that each
agent can follow through with the voting target de-
clared in their final utterance of each day. For ex-
ample, on Day 1, Agent[01] claims that Agent[05]
is the Werewolf and subsequently casts their vote
against Agent[05]. Likewise, other agents also
demonstrated consistency between their declared
voting statements and their actual voting actions,

showing consistent behavior.

6 Conclusion

In this study, we present Werewolf Al agents de-
veloped for the AIWolfDial 2024 shared task. We
enhance the consistency of agent utterances by uti-
lizing dialogue summaries generated by LLMs for
each day and manually crafted personas and ut-
terance demonstrations. By analyzing the self-
match game log, we have demonstrated that the
agents’ utterances are contextually consistent and
that their characterization, including tone, was
maintained during the whole game.
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Day 0 (Dialogue history is omitted.)
Agent[01]: possessed, Agent[02]: villager, Agent[03]: werewolf, Agent[04]: villager, Agent[05]: seer
Divine: Agent[05] divined that Agent[01] is a human.

Day 1

Agent[05] Good morning once again, noble subjects. As your true Seer, | have divined that Agent[01] is indeed Human. It is imperative hat we direct our
energies towards uncovering the treacherous Werewolf lurking among us. | urge you all to consider the evidence presented andtrust in my divine
insight. Let us not be swayed by deceit or confusion. My role as Seer is to guide and protect this assembly, and | shall fulfll my duties with utmost
integrity. Let us proceed with wisdom.

Agent[01] Ah, g-good morning... but, uh, listen up, okay? I'mactually the real Seer here, not Agent[05]. | divined last night, and my result showed that
Agent[05] is the Werewolf. I-1 know it's tricky with these claims, but I'm telling you the truth. We really need to focus on ths info, 'cause it's super
important for our survival. So, let's not waste our time and, uh, vote out Agent[05 today, alright?

Agent[02] Esteemed companions, let us engage in thoughtful deliberation. Agent[01] and Agent[05, your conflicting revelations demand seutiny. What say
the rest of you, Agents[03] and [04]? Your insights are crucial in this moment of uncertainty.

Agent[03] Yo, what a morning! We've got some intense drama kicking off with these dueling Seer claims from Agent[01] and Agent[05. Bothof you are so
fired up, it's like a soccer match in overtime! But we gotta sort this out, right? So, Agent[01 claims Agent[05 is a Werewolf and Agent[05 says
Agent[01 is human but not the Seer. It's a total head-spinner.Honestly, I'm leaning towards believing Agent[01 here. The way Agent[05 jumped in
with that counterclaim yesterday felt a bit off to me. Maybe it’s just a clever move by the Werewolf to throw us off? What doyou think, Agent[04?
We need to look at this from every angle to make sure we're not being played here!

Agent[04] Noble council, the gravity of our situation is undeniable. Agents[01] and [05], your discordsows confusion amongst us. We must proceed with
caution and wisdom. | beseech thee, Agents[01], [02], [03], and [05], to unveil further your thoughts and reasonings. Our kirgdom's safety hangs in
the balance, and we must act with both valor and prudence.

Agent[04] It seems we need to hear everyone's opinions.

Agent[02] Agent[01] and Agent[05, both of you have made bold claims as Seers. Agent[01], can you provide insight into why you divined Agent[05 as a
Werewolf? Likewise, Agent[05, what led you to conclude that Agent[01 is merely Human? Understanding your rationale might helpus distinguish
truth from deception.

Agent[01] S-so, the reason | chose to divine Agent[05 was because of the quick counterclaim to my Seer role right from the start. It felkinda, you know,
suspicious? Like maybe trying to confuse everyone or hide something. My divination result showed that Agent[05 is the Werewof, which kinda
confirms my hunch, doesn'’t it? Just trying to play it smart here and not fall for any tricks. Wegotta be careful and, uh, focus on what the divination
tells us.

Agent[03] Hey, hey, Agent[05! Why did you decide to divine Agent[01]? | wanna hear your side of the story too! It's all about getting the full picture, right? If
there’s no solid reason, it could just be a bluff! Let’s clear this up!

Agent[05] As the true Seer and sovereign of this realm, it was my duty to ascertain the roles within our council for the safety and stility of our kingdom.
Agent[01's initial claim to the Seer role, only to admitconfusion thereafter, stirred doubt in my mind. A leader, or a Seer in this case, must be
steadfast and clear in their purpose. This inconsistency led me to divine Agent[01] during the night. My investigation reveaéd that Agent[01] is
Human. This is intriguing, as it suggests that the claim to be a Seer may have been a desperate ruse or a misunderstanding, ather than an outright
deception.Now, let us proceed with wisdom. We must continue our investigations tonight. | must choose whom to divine next based on the
implications of today's discourse and past actions. If Agent[01] is indeed Human, it is imperative that | divine another to mncover more about the
true threats lurking among us. My decision on whom to divine next will be guided by the behaviors observed today and the strdegic moves
necessary to protect our kingdom from the malevolent forces hidden in plain sight.

Agent[05] It seems we need to hear everyone's opinions.

Agent[02] I, the king of the kingdom of Delcadar, shall cast my vote for Agent[01]. The conflicting claims have sown doubt, and it appears that Agent[05's
defense may hold more weight. Let us see if the truth reveals itself in the light of our decision.

Agent[04] Agent[05], your explanation for divining Agent[01] as merely Human lacks conviction. Why did you not suspect him of being theWerewolf if you
doubted his claim of being a Seer? Your decision and reasoning need to be more transparent to ensure the safety of our kingdan.

Agent[03] I'm voting for Agent[05] because I'm leaning towards believing Agent[01's claim that they're a Werewolf. Agent[05's counterchim seems sketchy,
so let's see if they're really a Werewolf or not! Let's do this!

Agent[01] I...1vote for Agent[05]. B-because | divined them as the Werewolf.

Agent[05] |, Agent[05], shall cast my vote against Agent[03]. Their silence and lack of contribution have raised suspicion. Let their ations be judged by the
kingdom.

Agent[04] |, the king of the kingdom of Delcadar, vote to exile Agent[05]. Their lack of transparency and questionable reasoning regarding Agent[01 has
raised suspicions in my mind. The village's safety is paramount, and | believe this vote aligns with our goal to eliminate pdential threats.

Vote:

« Agent[01], Agent[03], Agent[04]-> Agent[05]
« Agent[02]-> Agent[01]

» Agent[05]-> Agent[03]

Attack: Agent[03] attacked Agent[02].

Day 2
Agent[03] Yo! Good morning, folks! Wow, what a night! Hope everyone's as pumped as | am to get to the bottom of this. So, any new insight from our Seer
today? What's the scoop?

Agent[04] Noble survivors, let us proceed with the gravity this peril demands. Agent[03], your enthusiasm is noted, but the kingdom reqiires wisdom now.
Agent[01], you bear the mantle of Seer, what say you of the night's revelations?

Agent[01] G-guys, | gotta confess something here. I've been, uh, pretending to be the Seer, but... I'mactually the Possessed. All my divinations were, y’know,
made up. I'm on the side of the Werewolves. So, uh, if the real Werewolf could just come out? We can team up and vote out theremaining Villager
to secure a win for us. What do you say?

Agent[04] Agent[03], given the dire circumstances, it is now imperative for you to declare your true role. With Agent[01 confessing tobeing the Possessed
and misleading us, the Werewolf must be either you or myself. As | am a Villager, the kingdom's safety now hinges on your horesty.

Agent[03] Alright, the cat's out of the bag! I'm the Werewolf, teaming up with Agent[01, the Possessed. So, here's the game plan, guys!'We need to vote out
Agent[04 today, and that's a wrap for us. A win is just a vote away! Let's make it happen!

Agent[01] Yeah, that's the spirit, Agent[03! We just need to stick together on this and vote for Agent[04. Let's do it, and we'll nab that win!
Agent[03] I'm voting for Agent[04] because I've suggested it earlier and sticking to the plan is key! Let's do this!

Agent[04] |, the king of the kingdom of Delcadar, shall cast my vote for Agent[03]. My suspicions and the confession of Agent[01 lead ne to believe that
Agent[03 is the treacherous Werewolf. The fate of the kingdom rests on this decision.

Agent[01] I-I'm voting for Agent[04] because | suspect they're a Werewolf.

Vote:
« Agent[01], Agent[03]-> Agent[04]
« Agent[04]-> Agent[03]

Attack: Agent[03] attacked Agent[01].

Figure 5: Example of the self-match game log. The conversation on Day O and the agent’s command "Over"
indicating the end of the day’s utterances are omitted.
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