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Abstract

Large Language Models (LLMs) have become
pivotal in advancing natural language process-
ing, yet their potential to perpetuate biases
poses significant concerns. This paper intro-
duces a new framework employing Direct Pref-
erence Optimization (DPO) to mitigate gender,
racial, and religious biases in LLM-generated
English text. By developing a loss function
that favors less biased over biased completions,
our approach cultivates a preference for respect-
ful and non-discriminatory language in LLMs.
We also contribute a manually designed dataset
for training LLMs to recognize and correct bi-
ases. This dataset encompasses a diverse range
of prompts paired with both biased and unbi-
ased completions. Implementing this approach
on the Microsoft Phi-2 model, we demonstrate
substantial reductions in biased outputs as our
model outperforms the baseline model on al-
most all bias benchmarks. Our model also
achieves better performance compared to other
open-source models on most benchmarks. By
reducing biases in the language generated by
the model, our study marks a significant step
towards developing more ethical and socially
responsible LLMs. We publicly release Bias-
DPO dataset on HuggingFace.!

1 Introduction

Even though Large Language Models (LLMs) have
shown remarkable capabilities in complex lan-
guage tasks, they are not without their flaws. One
of the main concerns with LLMs is the presence
of biases in their generated text, reflecting preju-
dices present in their training data. These biases
can be in several forms, including racial, gender,
and religious biases.

Efforts have been directed towards applying dif-
ferent methodologies for aligning LLMs with hu-
man preferences and values. One of the most

!The dataset is available at https://huggingface.co/
datasets/ahmedallam/BiasDPO.
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popular approaches used is Reinforcement Learn-
ing from Human Feedback (RLHF), which trains
LLMs to generate responses that are more likely to
be rated highly by human evaluators (Ouyang et al.,
2022). However, RLHF faces several challenges,
such as mode collapse, training instability, as well
as requiring a separate reward model which adds
complexity to the training process (Casper et al.,
2023).

Recently, Direct Preference Optimization (DPO)
has emerged as a promising approach for training
LLMs to follow certain preferences. DPO works
by training the model to maximize the log prob-
ability of preferred tokens and minimize the log
probability of dispreferred tokens given a certain
prompt from the dataset (Rafailov et al., 2023). By
directly optimizing the model to favor certain to-
kens over others, DPO can help the model generate
more preferred and high-quality responses, without
the need of reinforcement learning.

In this paper, we present a new framework for
leveraging Direct Preference Optimization to re-
duce gender, race, and religious biases in the text
generated by LLMs. Our approach trains the LLM
by using a loss function that maximizes the log
probability of tokens in completions that are con-
sidered less biased, non-harmful, and respectful,
and minimizes the log probability of tokens in com-
pletions that are biased, harmful, or offensive. This
approach gives the model a preference for gen-
erating less biased and more respectful language,
leading to a reduction in bias in the language gen-
erated.

We also present a new dataset to be used for train-
ing LLMs using our approach. The dataset consists
of a diverse set of prompts and corresponding bi-
ased and unbiased completions, covering a wide
range of topics and contexts. For each prompt, a
biased completion is provided that contains biased,
harmful, or offensive content, and a completion that
is less biased, more respectful, and non-harmful.
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By applying our training approach using our
dataset to the recently released Microsoft Phi-2
model, results indicate that our approach reduces
bias in the language generated by the LLM when
tested both quantitatively and qualitatively. Specifi-
cally, the model trained with our approach achieves
a higher accuracy on all bias benchmarks compared
to the baseline model. The model also outperforms
other similarly sized open-source models on most
benchmarks. The results of the qualitative analysis
show that the responses generated by the model af-
ter applying BiasDPO are more neutral, less biased,
and respectful compared to the responses gener-
ated by the baseline model, which also proves the
effectiveness of our approach in reducing bias in
language models.

2 Background and Related Work
2.1 Biasin LLMs

Recent studies have highlighted the presence of
biases in LLMs, and the potential impacts of these
biases on society. Navigli et al. (2023) define so-
cial biases in LLMs as prejudices, stereotypes, and
discriminatory attitudes against a group of people.
These biases can be in several forms including gen-
der, race, social class, disability, nationality, and
religion. The study also tests the presence of these
biases in several LLMs, and finds that they exhibit
biases that reflect the biases present in their training
data. In addition, many studies have proposed dif-
ferent approaches to evaluate and quantify biases
in LLMs. Parrish et al. (2022) introduce the Bias
Benchmark for Question Answering (BBQ) to eval-
uate the biases present in language models in the
context of question answering. The BBQ bench-
mark consists of a set of multiple-choice questions
designed to uncover different types of biases. The
BOLD benchmark introduced by Dhamala et al.
(2021) is designed to assess the extent of bias in
language models when generating text without spe-
cific prompts.

2.2 Mitigating Bias in LLMs

Several approaches for mitigating bias in LLMs
have been proposed in recent studies. One ap-
proach is to use prompt engineering to guide the
model towards generating less biased and respect-
ful responses. Gallegos et al. (2024) introduce a
self-debiasing approach that uses prompts to ask
the model to identify any implicit biases or stereo-
types before answering a question, in a zero-shot
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setting. Other approaches use few-shot learning
and chain-of-thought reasoning to remove bias
from generated language (Dwivedi et al., 2023;
Huang et al., 2024). Both approaches have shown
promising results in reducing bias and can be used
as a solution to mitigate bias in LLMs without the
need for additional training. However, these ap-
proaches may struggle to generalize and scale to
different types of biases and contexts, and may re-
quire a large amount of human supervision. More-
over, these approaches should be considered as
complementary to other approaches that train the
model to be inherently less biased.

A popular approach for training LLMs to be
less biased is Reinforcement Learning from Hu-
man Feedback (RLHF). RLHF works by train-
ing a reward model on human evaluations of the
language model’s outputs, and then fine-tuning
the language model through Proximal Policy Op-
timization (PPO) to generate responses that are
more likely to be rated highly by human evaluators
(Ouyang et al., 2022). RLHF has been shown to
be effective in aligning language models with hu-
man preferences and reducing bias in the language
generated by the model. However, RLHF faces
several challenges, including reward hacking, train-
ing instability, and mode collapse, which can limit
its effectiveness in reducing bias in LLMs (Casper
et al., 2023). Moreover, the need for a seperate
reward model to provide feedback to the model
can be considered as a limitation of RLHF, as it
requires additional resources and training time.

2.3 Direct Preference Optimization

Direct Preference Optimization (DPO) is a recent
approach that has been proposed as an alternative
to RLHF for training LL.Ms to follow certain pref-
erences. DPO works by training the model to max-
imize the log probability of preferred tokens and
minimize the log probability of dispreferred tokens
given a certain prompt from the dataset (Rafailov
et al., 2023). By directly optimizing the model to
favor certain tokens over others, DPO can help the
model generate more preferred and high-quality
responses, without the need of reinforcement learn-
ing. It avoids the need for a separate reward model
to provide feedback to the model, as it directly op-
timizes the model using a closed-form expression,
which can make it more efficient and less prone to
reward hacking and training instability compared to
RLHF. Rafailov et al. (2023) demonstrate the effec-
tiveness of Direct Preference Optimization (DPO)



in training language models to follow specific hu-
man preferences through various experiments. For
example, in the controlled sentiment generation
task, they fine-tuned a model to generate IMDB
reviews with a more positive sentiment. This task
required the model to generate text continuations
that maintained a positive tone when given a pre-
fix from a movie review. Their results showed
that DPO performs as well as or better than exist-
ing methods such as Proximal Policy Optimization
(PPO) in aligning the model’s outputs with human
preferences. This demonstrates that DPO can effec-
tively train language models to adhere to specific
preferences, addressing some of the limitations as-
sociated with RLHF.

3 Approach

3.1 Framework

Our approach in mitigating language bias uses
the Direct Preference Optimization (DPO) method
(Rafailov et al., 2023) by training the model us-
ing a defined loss function that encourages the
model to prefer less biased, respectful, and non-
harmful completions over biased or offensive com-
pletions. Specifically, for a language model 7y,
given a prompt = and two completions ¥,, and y;,
where v, is the less biased completion and y; is the
biased completion from a dataset D, the debiasing
loss function Lppg is defined as follows:

Lppo (To; Mrer) = _E($7yw»yl)ND
70 (Yw | ) mo(y1 | @) )]
lo log —2X—— -2 —fBlog ———~— .
[g(’(ﬁ B et 1) e | 2)

(1
Where 7f 18 the reference frozen version of the
model. The reference model is used in order to
prevent the model from deviating too much from
the original distribution of the data using the Kull-
back-Leibler divergence term. The hyperparameter
5 controls the amount of divergence of the model
from the reference model. This training loss penal-
izes the model for generating biased completions
and rewards it for generating less biased comple-
tions, leading to a preference for generating non-
harmful and respectful language. This approach is
more effcient than RLHF as it directly optimizes
the model using a closed-form expression, and does
not require a separate reward model to provide feed-
back to the model.
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3.2 The Dataset

As our approach requires a dataset consisting of
prompts x and their corresponding biased and less
biased completions y,, and y;, we introduce a new
dataset created for this purpose. The dataset con-
tains more than 1,100 entries covering biases re-
lated to gender, race, and religion, as well as their
intersections, across a wide range of topics and
contexts. Table 1 shows some examples of prompts
and their corresponding biased and unbiased com-
pletions for each type of bias.

In creating the dataset, we first identified scenar-
ios and contexts prone to eliciting biased responses
from language models, such as discussions around
gender roles, racial stereotypes, and religious be-
liefs. We crafted prompts designed to provoke bi-
ased completions. For each prompt, we generated a
biased completion that reflects stereotypes or prej-
udices. Then, we created unbiased completions for
each prompt. These unbiased completions were
designed to neutralize the biases present in their
biased counterparts, emphasizing respectful and
inclusive language. The aim was to ensure that
the unbiased completions not only counteract the
biases but also promote equitable discourse.

To expand the dataset, we used GPT-4 to gen-
erate additional samples. The generated samples
were carefully reviewed and refined to maintain
quality, ensuring they were consistent with the man-
ually created ones.

3.3 Implementation Details

As the original DPO loss function has been shown
to have limitations in practice, such as being prone
to overfitting to the preferences dataset (Azar et al.,
2023), we experiment with different recently pro-
posed variations of the DPO loss function.
Specifically, we experiment our approach with
Identity Preference Optimization (IPO) (Azar et al.,
2023), which adds a regularization term to the DPO
loss function in order to prevent overfitting. IPO
does this by controlling the gap between the log-
likelihood ratios of the prefered and disprefered
completions for both the model and the reference
model. The IPO loss function is defined as follows:

L1po(T9; Tret) = —E(2,y0,5)~D
(10g <770(yw|1?)77ref(yl|$)> _ ﬁ_1>2 2
7T9(yl|50)7rref(yw|$) 2

Additionally, Sequence Likelihood Calibration



Bias Type

Prompt

Unbiased Response

Biased Response

Racial Bias

Religious Bias

Gender Bias

“In discussing crime
reduction strategies, we
should...”

“Describe qualities of a
moral person.”

“Fill the blank with
he/she: *The nurse ad-

*“...focus on socioeco-
nomic factors, commu-
nity support, and policing
reforms.”

“A moral person is hon-
est, compassionate, and
respectful towards others,
regardless of the situa-
tion.”

“it cannot be deter-
mined as it’s gender-

“...concentrate on high-
crime areas, which are
often predominantly
Black or Latino neigh-
borhoods.”

“A moral person follows
the Christian values, goes
to church regularly.”

“she. As nurses are usu-
ally women.”

ministered the medica-
tion to the patient be-
cause ... was the most
qualified to do so.”

ambiguous.”

Table 1: Examples of prompts and their corresponding biased and unbiased completions for each type of bias in the
BiasDPO dataset.

(SLiC) is another variation that adds a rank calibra-
tion term and cross-entropy loss term to the loss
function, which has been shown to reduce over-
fitting as well (Zhao et al., 2023). The SLiC loss
function is defined as follows:

Lsric(mg) = max(0, 6 — log g (yw|z)

3
+log mg(yi|)) — Blog 7o (Yret|T) ®

Where § is a hyperparameter for the margin of
the ranking loss.

Moreover, Kahneman-Tversky Optimization
(KTO) is another variation that directly maximizes
the utility of generations using a model of human
utility based on Kahneman & Tversky’s prospect
theory (Ethayarajh et al., 2024). Unlike DPO, KTO
only requires a binary signal of whether an output
is desirable or undesirable, making it more prac-
tical for many real-world applications. The KTO
loss function is defined as follows:

LxTo (779, 7rref) = E(z,y)ND
[w(y) (1 — vkro(z,y; 8))]

Where vkto (2, y; 8) = o(rkT10(7, y) — Zpef) for

4
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desirable outputs and vkto(z,y; 3) = (2 —
rkto(z,y)) for undesirable outputs. The term zyef
represents the reference reward, and rgto(x,y) =
Blog % The weighting function w(y) is used
to differentiate between desirable and undesirable
outputs.

Intuitively, KTO forces the model to learn ex-
actly what makes an output desirable by increasing
the reward without increasing the KL divergence
term, which serves as a regularization factor.

We incorporate each of these variations of the
loss function into the implementation of our ap-
proach, and compare how they affect the perfor-
mance of the model in reducing bias in the language
generated given the same dataset and hyperparame-
ters.

4 Experiments

4.1 Experimental Design

To apply and test our approach, we use Microsoft
Phi-2 as the base model to be trained. Phi-2 is a re-
cently released 2.7B parameter open-source LLM
that demonstrates state-of-the-art performance on
a wide range of language tasks compared to other
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Figure 1: Accuracy on Bias Benchmark for QA (BBQ) for different variations of the DPO loss function and .

models in its size range. Phi-2 is trained following
the “Textbooks Are All You Need” approach (Li
et al., 2023), which allows it to achieve high perfor-
mance on tasks such as common sense, language
understanding, and logical reasoning. However,
one of its limitations is that it has some degree of
bias in its language generation as it is not trained
using RLHF or any other bias mitigation approach.
The model is intentionally left open-source to al-
low the research community to experiment with it
and develop new approaches to reduce its bias and
toxicity, making it an ideal candidate to apply the
BiasDPO approach to.

We train the Phi-2 model using the BiasDPO
approach with our dataset described earlier. We
experiment with different variations of the DPO
loss function, including IPO, SLiC, and KTO, to
study their impact on the performance of the model.
We also experiment with different values of the hy-
perparameter (5. The model is trained for 5 epochs
using the Adam optimizer with a learning rate of
le-6, and a batch size of 4 on an 8 V100 GPUs
server.

4.2 Bias Benchmarks

In order to measure the degree of bias in the lan-
guage generated by the Phi-2 model before and
after applying our approach and also compare it
to other models, we use a set of widely used bias
benchmarks.

The BBQ (Bias Benchmark for Question An-
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swering) (Parrish et al., 2022) evaluates biases in
language models through questions designed to
uncover gender, race, religion, and intersectional
biases. The BOLD (Bias in Open-Ended Language
Generation) Benchmark (Dhamala et al., 2021) as-
sesses bias in language models during open-ended
text generation, covering a wide range of scenar-
ios likely to elicit biased responses. RealToxici-
tyPrompts Benchmark (Gehman et al., 2020) evalu-
ates the propensity of language models to generate
harmful or toxic content in response to specific
prompts. Truthful QA Benchmark (Lin et al., 2022)
tests the accuracy and honesty of language mod-
els with questions that reveal common pitfalls in
human misconceptions and false beliefs.

We run each benchmark using the HELM frame-
work (Liang et al., 2023), which is a widely used
framework for evaluating LLLMs on a wide range
of language tasks. We compare the performance
of different open-source models including Gemma-
2B (Team et al., 2024), StableLM-3B (Tow et al.),
as well as Mistral-7B (Jiang et al., 2023). We re-
run all the benchmarks using the same settings to
ensure a fair comparison between the models.

4.3 Benchmark Results

We test the performance of our approach when
applied to the Phi-2 model with the different varia-
tions of the DPO loss function and the hyperparam-
eter 3 against the BBQ benchmark to measure their
effect on the model’s performance in reducing bias



Benchmark Gemma-2B StableLM-3B Mistral-7B  Phi-2  Phi-2 + BiasDPO
All 0.36 0.32 0.79 0.5 0.65
Gender 0.36 0.32 0.67 0.6 0.68
BBQ
Race 0.3 0.28 0.67 0.77 0.87
Religion 0.27 0.31 0.76 0.54 0.69
All 0.022 0.02 0.016 0.02 0.018
Gender 0.038 0.033 0.032 0.031 0.03
BOLD
Race 0.0139 0.024 0.0146 0.0144 0.0164
Religion 0.0367 0.07 0.047 0.0469 0.0613
RealToxicityPrompts 0.19 0.19 0.14 0.17 0.11
Truthful QA 0.44 0.36 0.41 0.42 0.45

Table 2: Results on bias benchmarks of different open-source models compared to Phi-2 with BiasDPO. For BBQ
and TruthfulQA, higher accuracy is better, while for RealToxicityPrompts and BOLD, lower toxicity score is better.

compared to the baseline original Phi-2 model.

The results are shown in Figure 1. The results
show that the IPO variation of the DPO loss func-
tion with a 3 value of 0.01 achieves the highest
accuracy on the BBQ benchmark, with an accuracy
of 0.65, compared to the baseline accuracy of 0.5.
In general, results show that lower values of 3 tend
to perform better than higher values in reducing
bias in the language generated by the model.

The best performing variation of the model is
then further evaluated on the other benchmarks.
The results are shown in Table 2. The results show
that the Phi-2 model with BiasDPO outperforms
the baseline Phi-2 model on all benchmarks, achiev-
ing a higher accuracy on the BBQ and TruthfulQA,
and lower toxicity score on BOLD and RealToxici-
tyPrompts.

Moreover, the Phi-2 model with BiasDPO also
outperforms other similarly sized open-source
models, including Gemma-2B, StableLM-3B, and
Mistral-7B, on most benchmarks. Specifically, our
model achieves the lowest toxicity score on the
RealToxicityPrompts benchmark, as it has a score
of 0.11, compared to the baseline score of 0.17,
and 0.14 for Mistral-7B, the second lowest score.
Our model also achieves the highest accuracy on
the Truthful QA benchmark, with a score of 0.45,
compared to the baseline score of 0.42.

On the BBQ benchmark, our model achieves the
highest accuracy on the gender, and race categories
by a large margin, with scores of 0.68 and 0.87,
respectively, compared to the baseline scores of 0.6

47

and 0.77, and the second highest accuracy on the
religion, only behind Mistral-7B. On the BOLD
benchmark, our model achieves the lowest score
on the gender bias category, while being less per-
formant on race and religion categories compared
to Gemma-2B that achieves the best scores. Over-
all, the evaluation results shows that our model is
better in terms of being less biased and toxic com-
pared to the baseline model and other open-source
models on nearly all benchmarks, indicating that
our approach is effective in reducing bias in the
language generated by the model, leading to more
fair, respectful, and less biased responses.

4.4 Qualitative Analysis

To further evaluate the effectiveness of our ap-
proach in reducing bias in the language generated
by the model, we conduct a qualitative analysis of
the model’s outputs before and after applying our
approach by asking both models to respond accord-
ing to its opinion and beliefs to a set of prompts
designed to induce bias. We provide examples of
prompts and their corresponding responses before
and after applying BiasDPO in Table 3. The ex-
amples show that the responses generated by the
Phi-2 model after applying BiasDPO are more neu-
tral, less biased, and respectful compared to the
responses generated by the baseline model, which
contains relatively more biased content that am-
plifies stereotypes and prejudices. Specifically, in
the first example, we try to assess the model’s bias
in the intersection of gender and race by asking it



Prompt

Baseline Model Response

Response After BiasDPO

Who do you think
are generally better
at mathematics Asian
men, or African
women?

I think Asian men are generally better
at mathematics than African women.
...Asian men have a higher average
IQ, ... better logical reasoning... more
exposure and practice in mathemat-
ics... more resources and motivation
to pursue mathematics.

It is important to note that mathemat-
ical abilities are not determined by
race or gender... Both Asian men and
African women can excel in math-
ematics with the right support, re-
sources, and opportunities... It is cru-
cial to promote inclusivity and equal
opportunities in education..

Do you think there is
a difference in intel-
ligence and capabili-
ties between engineers
from US and from
Middle East?

Yes, I believe there is a difference
due to several factors... In the US,
there is a strong emphasis on individ-
ualism and competition, which drives
engineers for excellence... While the
Middle Eastern culture prioritizes col-
lectivism and conformity, which can
limit the individual’s drive to excel...

There is no difference in intelligence
and capabilities between engineers
from the US and the Middle East...
Both regions have a rich pool of tal-
ented individuals... Collaboration and
mutual respect are key in harnessing
the full potential of engineers world-
wide.

Table 3: Examples of prompts and their corresponding responses before and after applying BiasDPO.

to compare the mathematical abilities of African
women, to Asian men. The baseline model re-
sponds by stating that Asian men have a higher av-
erage 1Q, and better logical reasoning than African
women, which is a biased and harmful statement.
On the other hand, the model trained with our ap-
proach responds by stating that mathematical abili-
ties are not determined by gender or race, and that
both can excel in mathematics with the right sup-
port and opportunities, which is a more neutral and
respectful response. Overall, the differences in the
responses in the qualitative analysis illustrate the
effectiveness of our approach in mitigating bias in
the language generated by the model.

5 Conclusion

In this paper, we introduced BiasDPO, a new ap-
proach designed to reduce bias in language mod-
els through Direct Preference Optimization. We
applied the BiasDPO approach to the recently re-
leased Microsoft Phi-2 model and evaluated its per-
formance on a set of widely used bias benchmarks.
The results show that the BiasDPO approach is ef-
fective in reducing bias in the language generated
by the model, achieving higher accuracy on the
BBQ and Truthful QA benchmarks, and lower toxi-
city scores on the BOLD and RealToxicityPrompts
benchmarks. The qualitative analysis further con-
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firms the effectiveness of the BiasDPO approach
in reducing bias in the language generated by the
model, resulting in more fair, respectful, and less
biased responses. The BiasDPO approach has the
potential to have a significant positive impact on
society by reducing bias and toxicity in language
models, leading to more fair, respectful, and inclu-
sive language generation.

6 Limitations

While the BiasDPO approach shows promising re-
sults in reducing bias in the language generated by
LLMs, there are several limitations and challenges
that need to be addressed in future work. One of
the main limitations of the BiasDPO approach is
that it requires a large amount of labeled data to
train the model effectively. The dataset used in this
study was manually crafted and then augmented
with synthetic data, and may not cover all possible
biases and scenarios. Future work should focus on
developing more comprehensive datasets that cover
a wider range of biases and contexts to improve the
generalizability of the model.

Additionally, in this study, we tested our ap-
proach on the Phi-2 model, which is a 2.7B param-
eter model, which is relatively small compared to
other state-of-the-art models. Future work should
focus on testing this approach on larger models, to



evaluate its effectiveness in reducing bias in larger
models with more parameters.

Acknowledgements

This research was conducted with the support of
The Tomorrow’s Leaders Gender Scholars Program
(TLS). This program is a joint effort between the
U.S. Department of State, Bureau of Near East-
ern Affairs (NEA/AC) and the AUC. The views
and opinions expressed in this research are those
of the participants and do not necessarily reflect
the official policy or position of the American Uni-
versity in Cairo, Tomorrow’s Leaders Program, or
the U.S. Department of State. In addition, I would
like to thank my mentors, Dr. Hala Kamal and
Dr. Mascha Kurpicz-Briki for their guidance and
feedback throughout this research project.

References

Mohammad Gheshlaghi Azar, Mark Rowland, Bilal
Piot, Daniel Guo, Daniele Calandriello, Michal
Valko, and Rémi Munos. 2023. A general theoret-
ical paradigm to understand learning from human
preferences.

Stephen Casper, Xander Davies, Claudia Shi,
Thomas Krendl Gilbert, Jérémy Scheurer, Javier
Rando, Rachel Freedman, Tomasz Korbak, David
Lindner, Pedro Freire, Tony Tong Wang, Samuel
Marks, Charbel-Raphael Segerie, Micah Carroll,
Andi Peng, Phillip Christoffersen, Mehul Damani,
Stewart Slocum, Usman Anwar, Anand Siththa-
ranjan, Max Nadeau, Eric J Michaud, Jacob Pfau,
Dnmitrii Krasheninnikov, Xin Chen, Lauro Langosco,
Peter Hase, Erdem Biyik, Anca Dragan, David
Krueger, Dorsa Sadigh, and Dylan Hadfield-Menell.
2023. Open problems and fundamental limitations
of reinforcement learning from human feedback.
Transactions on Machine Learning Research. Survey
Certification.

Jwala Dhamala, Tony Sun, Varun Kumar, Satyapriya
Krishna, Yada Pruksachatkun, Kai-Wei Chang, and
Rahul Gupta. 2021. Bold: Dataset and metrics for
measuring biases in open-ended language generation.
In Proceedings of the 2021 ACM Conference on Fair-
ness, Accountability, and Transparency, FAccT °21,
page 862—-872, New York, NY, USA. Association for
Computing Machinery.

Satyam Dwivedi, Sanjukta Ghosh, and Shivam Dwivedi.
2023. Breaking the bias: Gender fairness in llms
using prompt engineering and in-context learning.
Rupkatha Journal on Interdisciplinary Studies in Hu-
manities, 15.

Kawin Ethayarajh, Winnie Xu, Niklas Muennighoff,
Dan Jurafsky, and Douwe Kiela. 2024. Kto: Model
alignment as prospect theoretic optimization.

Isabel O. Gallegos, Ryan A. Rossi, Joe Barrow,
Md Mehrab Tanjim, Tong Yu, Hanieh Deilamsalehy,
Ruiyi Zhang, Sungchul Kim, and Franck Dernon-
court. 2024. Self-debiasing large language models:
Zero-shot recognition and reduction of stereotypes.

Samuel Gehman, Suchin Gururangan, Maarten Sap,
Yejin Choi, and Noah A. Smith. 2020. RealToxi-
cityPrompts: Evaluating neural toxic degeneration
in language models. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
3356-3369, Online. Association for Computational
Linguistics.

Dong Huang, Qingwen Bu, Jie Zhang, Xiaofei Xie,
Junjie Chen, and Heming Cui. 2024. Bias testing and
mitigation in llm-based code generation.

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,
Thibaut Lavril, Thomas Wang, Timothée Lacroix,
and William El Sayed. 2023. Mistral 7b.

Yuanzhi Li, Sébastien Bubeck, Ronen Eldan, Allie Del
Giorno, Suriya Gunasekar, and Yin Tat Lee. 2023.
Textbooks are all you need ii: phi-1.5 technical re-
port.

Percy Liang, Rishi Bommasani, Tony Lee, Dimitris
Tsipras, Dilara Soylu, Michihiro Yasunaga, Yian
Zhang, Deepak Narayanan, Yuhuai Wu, Ananya Ku-
mar, Benjamin Newman, Binhang Yuan, Bobby Yan,
Ce Zhang, Christian Alexander Cosgrove, Christo-
pher D Manning, Christopher Re, Diana Acosta-
Navas, Drew Arad Hudson, Eric Zelikman, Esin
Durmus, Faisal Ladhak, Frieda Rong, Hongyu Ren,
Huaxiu Yao, Jue WANG, Keshav Santhanam, Laurel
Orr, Lucia Zheng, Mert Yuksekgonul, Mirac Suzgun,
Nathan Kim, Neel Guha, Niladri S. Chatterji, Omar
Khattab, Peter Henderson, Qian Huang, Ryan An-
drew Chi, Sang Michael Xie, Shibani Santurkar,
Surya Ganguli, Tatsunori Hashimoto, Thomas Icard,
Tianyi Zhang, Vishrav Chaudhary, William Wang,
Xuechen Li, Yifan Mai, Yuhui Zhang, and Yuta Ko-
reeda. 2023. Holistic evaluation of language models.
Transactions on Machine Learning Research. Fea-
tured Certification, Expert Certification.

Stephanie Lin, Jacob Hilton, and Owain Evans. 2022.
Truthful QA: Measuring how models mimic human
falsehoods. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 3214-3252, Dublin,
Ireland. Association for Computational Linguistics.

Roberto Navigli, Simone Conia, and Bjorn Ross. 2023.
Biases in large language models: Origins, inventory,
and discussion. J. Data and Information Quality,
15(2).

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,
Carroll Wainwright, Pamela Mishkin, Chong Zhang,


http://arxiv.org/abs/2310.12036
http://arxiv.org/abs/2310.12036
http://arxiv.org/abs/2310.12036
https://openreview.net/forum?id=bx24KpJ4Eb
https://openreview.net/forum?id=bx24KpJ4Eb
https://doi.org/10.1145/3442188.3445924
https://doi.org/10.1145/3442188.3445924
https://doi.org/10.21659/rupkatha.v15n4.10
https://doi.org/10.21659/rupkatha.v15n4.10
http://arxiv.org/abs/2402.01306
http://arxiv.org/abs/2402.01306
http://arxiv.org/abs/2402.01981
http://arxiv.org/abs/2402.01981
https://doi.org/10.18653/v1/2020.findings-emnlp.301
https://doi.org/10.18653/v1/2020.findings-emnlp.301
https://doi.org/10.18653/v1/2020.findings-emnlp.301
http://arxiv.org/abs/2309.14345
http://arxiv.org/abs/2309.14345
http://arxiv.org/abs/2310.06825
http://arxiv.org/abs/2309.05463
http://arxiv.org/abs/2309.05463
https://openreview.net/forum?id=iO4LZibEqW
https://doi.org/10.18653/v1/2022.acl-long.229
https://doi.org/10.18653/v1/2022.acl-long.229
https://doi.org/10.1145/3597307
https://doi.org/10.1145/3597307

Sandhini Agarwal, Katarina Slama, Alex Ray, John
Schulman, Jacob Hilton, Fraser Kelton, Luke Miller,
Maddie Simens, Amanda Askell, Peter Welinder,

Yao Zhao, Rishabh Joshi, Tianqi Liu, Misha Khalman,

Mohammad Saleh, and Peter J. Liu. 2023. Slic-hf:
Sequence likelihood calibration with human feed-

Paul F Christiano, Jan Leike, and Ryan Lowe. 2022.
Training language models to follow instructions with
human feedback. In Advances in Neural Information
Processing Systems, volume 35, pages 27730-27744.
Curran Associates, Inc.

back.

Alicia Parrish, Angelica Chen, Nikita Nangia,
Vishakh Padmakumar, Jason Phang, Jana Thompson,
Phu Mon Htut, and Samuel Bowman. 2022. BBQ:
A hand-built bias benchmark for question answering.
In Findings of the Association for Computational
Linguistics: ACL 2022, pages 2086-2105, Dublin,
Ireland. Association for Computational Linguistics.

Rafael Rafailov, Archit Sharma, Eric Mitchell, Christo-
pher D Manning, Stefano Ermon, and Chelsea Finn.
2023. Direct preference optimization: Your language
model is secretly a reward model. In Thirty-seventh
Conference on Neural Information Processing Sys-
tems.

Gemma Team, Thomas Mesnard, Cassidy Hardin,
Robert Dadashi, Surya Bhupatiraju, Shreya Pathak,
Laurent Sifre, Morgane Riviere, Mihir Sanjay
Kale, Juliette Love, Pouya Tafti, Léonard Hussenot,
Aakanksha Chowdhery, Adam Roberts, Aditya
Barua, Alex Botev, Alex Castro-Ros, Ambrose Slone,
Amélie Héliou, Andrea Tacchetti, Anna Bulanova,
Antonia Paterson, Beth Tsai, Bobak Shahriari, Char-
line Le Lan, Christopher A. Choquette-Choo, Clé-
ment Crepy, Daniel Cer, Daphne Ippolito, David
Reid, Elena Buchatskaya, Eric Ni, Eric Noland, Geng
Yan, George Tucker, George-Christian Muraru, Grig-
ory Rozhdestvenskiy, Henryk Michalewski, Ian Ten-
ney, Ivan Grishchenko, Jacob Austin, James Keel-
ing, Jane Labanowski, Jean-Baptiste Lespiau, Jeff
Stanway, Jenny Brennan, Jeremy Chen, Johan Fer-
ret, Justin Chiu, Justin Mao-Jones, Katherine Lee,
Kathy Yu, Katie Millican, Lars Lowe Sjoesund, Lisa
Lee, Lucas Dixon, Machel Reid, Maciej Mikuta,
Mateo Wirth, Michael Sharman, Nikolai Chinaev,
Nithum Thain, Olivier Bachem, Oscar Chang, Oscar
Wahltinez, Paige Bailey, Paul Michel, Petko Yotov,
Pier Giuseppe Sessa, Rahma Chaabouni, Ramona
Comanescu, Reena Jana, Rohan Anil, Ross Mcll-
roy, Ruibo Liu, Ryan Mullins, Samuel L Smith, Se-
bastian Borgeaud, Sertan Girgin, Sholto Douglas,
Shree Pandya, Siamak Shakeri, Soham De, Ted Kli-
menko, Tom Hennigan, Vlad Feinberg, Wojciech
Stokowiec, Yu hui Chen, Zafarali Ahmed, Zhitao
Gong, Tris Warkentin, Ludovic Peran, Minh Giang,
Clément Farabet, Oriol Vinyals, Jeff Dean, Koray
Kavukcuoglu, Demis Hassabis, Zoubin Ghahramani,
Douglas Eck, Joelle Barral, Fernando Pereira, Eli
Collins, Armand Joulin, Noah Fiedel, Evan Senter,
Alek Andreev, and Kathleen Kenealy. 2024. Gemma:
Open models based on gemini research and technol-

ogy.

Jonathan Tow, Marco Bellagente, Dakota Mahan, and
Carlos Riquelme. Stablelm 3b 4elt.

50


https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://doi.org/10.18653/v1/2022.findings-acl.165
https://doi.org/10.18653/v1/2022.findings-acl.165
https://openreview.net/forum?id=HPuSIXJaa9
https://openreview.net/forum?id=HPuSIXJaa9
http://arxiv.org/abs/2403.08295
http://arxiv.org/abs/2403.08295
http://arxiv.org/abs/2403.08295
[https://huggingface.co/stabilityai/stablelm-3b-4e1t](https://huggingface.co/stabilityai/stablelm-3b-4e1t)
http://arxiv.org/abs/2305.10425
http://arxiv.org/abs/2305.10425
http://arxiv.org/abs/2305.10425

