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Abstract

This paper investigates the robustness of Large
Language Models (LLMs) against Out-Of-
Distribution (OOD) data within the context
of sentiment analysis. Traditional fine-tuning
approaches often fail to generalize effectively
across different data distributions, limiting the
practical deployment of LLMs in dynamic real-
world scenarios. To address this challenge,
we introduce a novel method called "Semantic
Rewriting," which leverages the inherent flexi-
bility of LLMs to align both in-distribution (ID)
and OOD data with the LLMs distributions.
By semantically transforming sentences to min-
imize linguistic discrepancies, our approach
helps to standardize features across datasets,
thus enhancing model robustness. We conduct
extensive experiments with several benchmark
datasets and LLMs to validate the efficacy of
our method. The results demonstrate that Se-
mantic Rewriting significantly improves the
performance of models on OOD tasks, outper-
forming traditional methods in both robustness
and generalization capabilities. Our findings
suggest that Semantic Rewriting is a promising
technique for developing more reliable and ver-
satile NLP systems capable of performing ro-
bustly across diverse operational environments.

1 Introduction

In the dynamic field of natural language pro-
cessing (NLP), Large Language Models (LLMs)
have shown exceptional capabilities across a spec-
trum of applications. Nevertheless, these mod-
els frequently encounter challenges with Out-Of-
Distribution (OOD) data, which can significantly
hinder their effectiveness in varied real-world en-
vironments Uppaal et al. (2023); Dai et al. (2023).
Conventional methods such as fine-tuning on in-
distribution (ID) data often fail to provide robust-
ness against the distribution shifts commonly seen
in practical deployments Houlsby et al. (2019).
This paper tackles the critical challenge of bridg-
ing the distribution gap between ID and OOD data,

essential for the robust deployment of LLMs. De-
spite considerable advancements in model architec-
tures and training techniques, the issue of distribu-
tion shift remains a significant barrier in deploying
LLMs across diverse settings Yuan et al. (2024).

Research Questions: This research stems from
the research question: whether there exists any pro-
jection of ID and OOD data where the distribution
gap is minimized, or alternatively, if there exists a
global distribution from which we can sample both
ID and OOD data.

Contributions: We introduce a novel method
called Semantic Rewriting, which utilizes the flexi-
bility of LL.Ms to align their outputs more closely
with its own distribution while ensuring seman-
tic equivalence to the original sentences. This
approach involves semantically transforming sen-
tences to standardize linguistic properties across
ID and OOD datasets, thereby minimizing distribu-
tional discrepancies.

We hypothesize that:

* H1: A global distribution can bridge the dis-
tribution gap between ID and OOD data.

» H2: Reducing the distribution shift between

ID and OOD data will enhance OOD robust-
ness.

We employ a strategy where both ID and OOD
datasets are rewritten through a LLM to standardize
their stylistic and semantic features. This process
not only promotes homogeneity across datasets but
also enables the fine-tuned models on this trans-
formed data to achieve markedly improved perfor-
mance on OOD tasks. We also use the original ID
and fine-tune another instance of RoBerta Liu et al.
(2019) which acts as one of our baselines.

Our extensive experiments across benchmark
dataset and LL.Ms validate our approach. The re-
sults affirm that semantic rewriting significantly
bolsters model robustness against distribution shifts
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Figure 1: Workflow of Semantic Rewriting for OOD Robustness. The process begins with original ID data is used
to fine-tune a ROBERTa model for the baseline, the original in-distribution (ID) and out-of-distribution (OOD) data,
which are then transformed by a Large Language Model (LLM) into rewritten forms that align with the LLM’s
distribution. The rewritten ID data is then used to fine-tune a RoOBERTa model, which is then evaluated on the
rewritten OOD data. This diagram illustrates the integration of semantic rewriting into the training pipeline to

enhance model robustness against distribution shifts.

and, in some instances, enhances performance on
ID tasks.

Our work contributes to the broader objective
of developing NLP systems that are both robust
and versatile, capable of reliably operating across
various domains.

2 Related Work

This section reviews relevant literature on the ro-
bustness of large language models (LLMs) to out-
of-distribution (OOD) scenarios in natural lan-
guage processing (NLP). Our research is informed
by various studies aiming to improve OOD general-
ization through innovative methods that manipulate
data and model interactions.

Bench-marking and Optimization Approaches
The "BOSS" benchmark suite introduced by boss-
paper is fundamental to our evaluation strategy.
It assesses OOD robustness by measuring perfor-
mance variations across diverse datasets, providing
a structured approach to test our semantic rewriting
method.

Prompt Optimization and Rewriting The Gen-
eralized Prompt Optimization (GPO) framework
proposed by Li et al. (2023) utilizes unlabeled tar-
get data within prompt optimization to enhance
LLM performance on target groups. This concept
parallels our semantic rewriting technique where
we modify OOD data stylistically to mirror ID data

attributes, aiding in bridging the distributional gap.

LLM-based Data Augmentation In alignment
with the test-time augmentation strategy of O’Brien
et al. (2024), which employs LLMs to generate
diverse text augmentations for robustness, our ap-
proach uses semantic rewriting to standardize text
properties across distributions. This methodology
leverages the inherent flexibility of LLMs, sug-
gesting that modifying input text can significantly
impact model generalization.

Variational Approaches and Fine-Tuning Zhan
et al. (2024) introduces a variational inference
framework optimizing the joint distribution of data,
contrasting with traditional methods that maximize
conditional probabilities. Although different in ap-
plication, this perspective supports our hypothesis
that addressing how data is represented (through
rewriting) can mitigate bias introduced by model
assumptions. Additionally, Uppaal et al. (2023)
questions the necessity of fine-tuning for OOD de-
tection, positing that pre-trained models may al-
ready be equipped to handle OOD data effectively,
a notion that challenges and inspires our methodol-
ogy to enhance inherent model capabilities without
extensive retraining.

In-Context Learning and Alignment The use
of in-context learning (ICL) for style alignment in
LLMs, as explored by Lin et al. (2023), directly
supports our use of semantic rewriting. Their find-
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ings suggest that careful prompt design and exam-
ple selection can align model output closely with
desired outcomes, similar to how we guide LLMs
to produce semantically aligned texts.

Comprehensive Approaches Our work builds
on the broad analysis by Houlsby et al. (2019), who
examine the relationship between performance on
ID and OOD datasets through fine-tuning. We ex-
tend this by integrating in-context learning tech-
niques, such as prompt engineering and rewriting,
to test their efficacy in OOD scenarios without ex-
tensive model modifications.

While substantial research focuses on enhanc-
ing OOD robustness, few have systematically ad-
dressed the use of semantic transformations for
this purpose. Our study aims to fill this gap by
demonstrating how semantic rewriting, inspired by
existing methods, can significantly improve LLMs’
OQOD robustness. This novel contribution aims
to shift the paradigm from model-centric to data-
centric approaches in improving OOD generaliza-
tion.

3 Our Dataset

To evaluate the generalization capabilities of both
traditional and modern Language Models (LMs) to
Out-Of-Distribution (OOD) data, we focused on
sentiment analysis as the primary NLP task. Our
study utilizes datasets as specified in the BOSS
Benchmark paper, which provides a framework
for assessing model performance across different
domains Yuan et al. (2024).

We employ one in-distribution (ID) dataset and
three OOD datasets, each chosen for their diverse
sources and sentiment labeling schemes to compre-
hensively test the models under varied linguistic
contexts. The datasets include:

e Amazon Reviews (ID): This dataset in-
cludes reviews across 29 different product
categories from Amazon, annotated into
three classes—positive, neutral, and negative
McAuley and Leskovec (2013).

* SST-5 (OOD): Comprising sentence-level
movie reviews from the Rotten Tomatoes web-
site, labeled into the same three sentiment cat-
egories Socher et al. (2013).

¢ SemEval (OOD): A dataset of tweets format-
ted for sentiment analysis, also segmented into
three classes Nakov et al. (2019).

Dataset Classes | Training | Test
Amazon 3 30,000 38,905
SST-5 3 4,004 1,067
SemEval | 3 6,000 20,622
DynaSent | 3 93,553 4,320

Table 1: Details of the original datasets for senti-
ment analysis. The Amazon dataset serves as the in-
distribution dataset while SST-5, SemEval, and Dy-
naSent are utilized as out-of-distribution datasets, as
per the BOSS Benchmark Yuan et al. (2024).

* DynaSent (OOD): This dataset consists of
sentences identified as particularly challeng-
ing for sentiment analysis, created using a
novel human-and-model-in-the-loop annota-
tion method Potts et al. (2020).

The distribution and structure of these datasets
are detailed in Table 1. This selection is instru-
mental in investigating how well models can adapt
when trained on ID data and then tested on data
sampled from different, unknown distributions.

For practical purposes and due to computational
constraints, we opted to sub-sample the original
datasets for our experiments. This process ensured
that each class was equally represented, maintain-
ing a balance of sentiment labels across a smaller
test dataset. The details of this sub-sampling are
presented in Table 2.

Dataset Pos | Neg | Neutral | Total
Amazon | 950 | 950 950 2850
DynaSent | 950 | 950 950 2850
SemEval | 950 | 950 950 2850
SST-5 305 | 305 305 915

Table 2: Distribution of sentiment labels for the sub-
sampled evaluation datasets, ensuring balanced classes
across the datasets. The sub-sampling was conducted
to facilitate efficient computation while retaining the
variability inherent in the original datasets.

4 Theoretical Analysis

In this approach, we are using a Large Language
Model (LLM) to rewrite sentences in both in-
distribution (ID) and out-of-distribution (OOD)
datasets, hypothesizing that this rewriting process
will bridge the distribution gap between ID and
OOD. Here’s a mathematical description and theo-
retical analysis of why fitting a Gaussian Mixture
Model (GMM) for original sentence embedding
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would result in K clusters where K is the num-
ber of datasets, and rewritten sentence embedding
would result in identifying a single cluster.

4.1 Embeddings of Original and Rewritten
Sentences

Original Embeddings: Let Xip and Xoop be the
sets of original embeddings from the ID and OOD
datasets respectively. Each dataset has its own dis-
tribution, leading to K different distributions if
there are K datasets.

Rewritten Embeddings: Let Xj, and X{,,p
be the sets of embeddings of the rewritten sen-
tences. We assume these embeddings are pro-
duced from the LLM’s distribution, denoted as

N (pLim, Eiim)-

4.2 GMM with Multiple Components

When fitting a GMM with K components, we are
essentially assuming the data could be drawn from
K different Gaussian distributions. The parameters
of each Gaussian component in the GMM are 0, =
(k, pik, X ), Where 7 is the mixing coefficient,
W 1s the mean, and Xy, is the covariance matrix of
the k-th component.

Expectation-Maximization (EM) Algorithm

The EM algorithm iterates between two steps:
E-step: Calculate the responsibility y(z; ;) that
the i-th data point x; belongs to the k-th compo-
nent.
TN (3] e, i)
K
Zj:l TN (xilpg, 25)

M-step: Update the parameters 7y, f, and >
based on the current responsibilities.

Zi\; ’V(Zi,k)xi
25\21 ’V(Zi,k)

Y(zig) =

HEe =
SN Yz (ki — ) (x5 — )T
Zﬁ\; 'Y(Zi,k)

LN
= o ;’Y(Zzgk)

4.3 Analysis for Original Sentence
Embeddings

Fitting a GMM would result in K components
where each component captures one of the K
datasets’ distributions. As the original embeddings

Y =

Xip and Xpop come from K different Gaussian
distributions, this leads to multiple clusters.

Convergence to Multiple Clusters: - E-step:
The responsibilities y(z; x) will reflect the mem-
bership of data points to different Gaussian com-
ponents based on their respective distributions. -
M-step: The parameters j, and >, of each compo-
nent will converge to the mean and covariance of
the respective distributions of the original datasets.
The mixing coefficients 7y will reflect the propor-
tion of points belonging to each dataset.

Given the original embeddings:

X; NN(#IDMZID;C) for k= 1,...,K

Fitting a GMM with K components will result in:

size of Xip,

Yk ~ XD, N

Hi = [IDy, T ~
for each of the K" components, where Xip, repre-

sents embeddings from the k-th dataset.

4.4 Analysis for Rewritten Sentence
Embeddings

If all embeddings X|, U X{,o, are produced by a
single Gaussian distribution N (v, XLim), the
responsibilities y(z; ;) for the component that best
fits V' (uLrm, Xrm) will be near 1, and for other
components, they will be near 0.

Convergence to One Cluster: - E-step: Re-
sponsibilities y(z; ;) will indicate that all points x]
mostly belong to one Gaussian component. - M-
step: The parameters p, and X, of this dominant
component will converge to pppm and Xppm. The
mixing coefficient m; will converge to 1 for this
component and O for others.

Given the rewritten embeddings:

x; ~ N (v, Sim)

When fitting a GMM with K components to X, U
X’OOD, the maximum likelihood estimate will find
that:

T ~ 1

HEk R ULLM, 2k = XLLM,

for one component, and the responsibilities for
other components will be negligible.
4.5 Analysis Summary

By rewriting the sentences using an LLM, the em-
beddings of both ID and OOD datasets become
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Figure 2: Comparison of centroid distances between original and rewritten embeddings across various datasets.

samples from the same underlying Gaussian distri-
bution N (prpm, Xrim). Consequently, when fit-
ting a GMM, the algorithm identifies a single clus-
ter that represents the LLM’s distribution. This the-
oretical foundation supports empirical observations
that a RoBERTa model fine-tuned on these rewrit-
ten sentences performs better on OOD data(details
in further sections). Conversely, the original sen-
tence embeddings will result in multiple clusters,
reflecting the diverse distributions of the original
datasets.

5 Experimental Validation

In this section, we validate our theoretical frame-
work by presenting empirical results obtained from
the application of our sentence rewriting strategy
using a Large Language Model (LLM). We ana-
lyze the impact of rewriting on the distribution of
sentence embeddings from various datasets.

5.1 Centroid Distance Analysis

The centroid distances between different datasets
before and after the rewriting process were com-
puted to quantify the distribution shifts. As de-
picted in Figure 2, the centroid distances among
datasets such as Amazon, SST-5, SemEval, and Dy-
naSent are reduced significantly after the rewriting
process. This indicates a closer alignment of distri-
butions, supporting our hypothesis that rewriting
can effectively minimize distributional discrepan-
cies. Refer to Figure 2 for details.

5.2 UMAP Visualization of Embeddings

To visualize the effect of rewriting on the embed-
ding space, we utilized UMAP to reduce the dimen-
sionality of embeddings to two dimensions. The
UMAP plots, shown in Figure 3, clearly demon-
strate a more cohesive and overlapping distribution
of embeddings after rewriting. The original em-
beddings exhibit distinct clusters corresponding to
different datasets, whereas the rewritten embed-
dings tend to form a single, unified cluster, further
validating the effectiveness of our approach in re-
ducing distribution shifts.

5.3 Cluster Validity Analysis

We fitted a Gaussian Mixture Model (GMM) to
both original and semantically rewritten embed-
dings and used the Akaike Information Criterion
(AIC) and Silhouette scores to determine the op-
timal number of clusters. Lower AIC scores in-
dicate a better-fitting model by balancing fit and
complexity, while higher Silhouette scores (rang-
ing from -1 to 1) indicate well-separated clusters.
Figure 4 shows that rewritten embeddings require
fewer components, with a single cluster being the
most fitting, supporting our hypothesis that seman-
tic rewriting aligns data distributions.

Our experiments confirm that semantic rewriting
with LLMs significantly harmonizes sentence em-
beddings across different datasets. This is demon-
strated by reduced centroid distances, cohesive
UMAP visualizations, and simplified GMM clus-
tering, highlighting the potential of this approach
to enhance model generalization.

338



GMM Clusters of Original Text Embeddings

GMM Clusters of Rewritten Text Embeddings

- Cluster1
Cluster 2
Cluster 3

© Cluster4

UMAP Dimension 2

UMAP Dimension 2

 Cluster1

Cluster 2
« Cluster3
 Cluster4

75

5.0

-5.0

25 5.0 7.5

UMAP Dimension 1

10.0 125 15.0

H
UMAP Dimension 1

Figure 3: UMAP visualizations of original and rewritten text embeddings showing the distributional shift and

clustering behavior.
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Figure 4: AIC and Silhouette scores for original and rewritten embeddings, supporting a reduced number of clusters

post-rewriting.

6 Baselines

In this study, we evaluate the generalization ca-
pabilities of various Language Models (LMs) to
Out-Of-Distribution (OOD) datasets using different
methods of prompting and rewriting. Our baselines
include traditional fine-tuning and more recent ap-
proaches like zero-shot prompting, and a novel

method we introduce: semantic rewriting. We com-
pare these methods across multiple datasets, includ-
ing Amazon as the In-Distribution (ID) dataset and
DynaSent, SST-5, and SemEval as OOD datasets.

6.1 Traditional Fine-Tuning

We first assess the performance of RoBERTa, a
robustly optimized BERT pretraining approach,
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fine-tuned on the Amazon dataset. This serves as
our conventional baseline. RoOBERTa demonstrates
strong performance on the ID dataset (Amazon),
but shows less and varied performance on OOD
datasets, highlighting challenges in handling distri-
bution shifts.

6.2 Zero-Shot Prompting

Expanding our investigation into the efficacy of
zero-shot capabilities, we utilize variants of the
LLaMA model. We used Llama 3 8B and its 4
bit quantized version and also Llama 2 70B mod-
els. The LLaMA models, known for their few-shot
learning prowess, are tested in a zero-shot setup
where they directly predict sentiment without fine-
tuning.

6.3 In-Context Rewriting

Based on the O’Brien et al. (2024) , this method
involves using in-context learning to rewrite OOD
and ID-test data samples to resemble ID samples,
leveraging samples from ID as a template. The
LLM is prompted to generate text that aligns with
the ID data, after which it performs zero-shot clas-
sification on these rewritten texts. This approach
explores how well LLMs can adapt their output to
match the distribution of ID data when generating
OOD samples.

7 Method

In order to improve performance over baseline
approaches, we propose semantic-rewriting
followed by fine-tuning RoBerta Liu et al. (2019)
with the ID rewritten data and evaluate the model’s
performance on OOD rewritten data.

Semantic-Rewritting Given a LLM (Large
language model), L1, we feed inputs for the in
distribution dataset and prompt it in a zero-shot
manner to semantically rewrite the ID sentences
(Amazon). This step involves mapping the
rewritten sentence within the LLLMs distribution.
Similarly we do the semantic rewriting of the
OOD datasets(SemEval, Dynasent, SST-5) and
also Amazon test using the same LLM to map
the responses to the LLMs distribution there
by bridging the distributing gap of the ID and
OOD datasets as now they come from the same
distribution as that of the LLM.

7.1 Implementation Details

Data Pre-processing and Fine-Tuning:
Datasets were obtained from the BOSS Benchmark
Yuan et al. (2024) and pre-processed to ensure
uniformity across training and testing samples.
Fine-tuning was performed using the ROBERTa
model on the Amazon Reviews dataset, which
included 9,000 training samples sub-sampled from
the BOSS Benchmark (see Table 1 for details),
with a 10% validation split. The models were
trained for 5 epochs with a batch size of 32 and a
learning rate of 2e-5, using the AdamW optimizer
with a linear scheduler. For our test data, we
sub-sampled from the original test sets as shown
in Table 2. In our semantic rewriting method,
we rewrote the same 9,000 training samples and
fine-tuned a RoOBERTa model. For testing, we
used the semantically rewritten Amazon, SST-5,
SemEval, and DynaSent test sets.

Prompting Techniques: We employed different
prompting techniques using Llama-2-70B, Llama-
3-8B, and Llama-3-8B-4Bit models. Zero-shot
and In-context-rewriting were tested, along with
our novel semantic rewriting strategy. For infer-
ence, we utilized the Together ATl API Al (2024)
for Llama models and conducted zero-shot classi-
fication and rewriting using prompts designed to
enhance sentiment analysis accuracy.

Computational Resources: Fine-tuning and
evaluations were performed on L4 , T4 and A100
GPUs from colab pro, with the A100 40GB model
reducing the epoch duration to approximately 1
hour. Monitoring and logging of model train-
ing were facilitated by the WandB platform Wan
(2024).

Code Availability: The code used for all experi-
ments has been made publicly available for repro-
ducibility and further research at our code (2024).

8 Results

This section presents the findings from our experi-
mental validation, comparing the performance of
various models and methods on both in-distribution
(ID) and out-of-distribution (OOD) datasets. The
methods evaluated include traditional fine-tuning,
zero-shot learning with different LLaMA models,
and our novel semantic rewriting approach.
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Method Model Amazon* DynaSent SST-5 SemkEval
Original RoBERTa 82.64% 63.79%  58.45%  40.21%
Llama 3 (8 B4 bit)  72.44% 67.88%  69.82%  57.22%
zero-shot Llama 3 (8 B) 74.22% 66.77%  70.96%  62.00%
Llama 2 ( 70 B) 78.55% 63.55%  72.06%  63.66%
Llama 3 (8 B4 bit)  46.00% 30.67%  38.58%  34.78%
In-Context Rewriting Llama 3 (8 B) 50.00% 38.67%  39.65%  38.00%
Llama 2 (70 B) 64.47% 5444%  60.60%  52.89%
Semantic Rewritting RoBERTa 84.91% 76.99% 74.22% 67.22%

Table 3: Performance of prompting techniques on different datasets. The models perform well on OOD tasks

compared to simple fine-tuning.
*ID test datasets

8.1 Traditional Fine-Tuning Performance

Our baseline method using the RoOBERTa model
fine-tuned on the Amazon dataset (ID) achieved an
accuracy of 82.64%. However, its performance on
the OOD datasets was less robust, scoring 63.79%
on DynaSent, 58.45% on SST-5, and 40.21% on
SemEval. These results highlight the limitations of
traditional fine-tuning methods in handling distri-
bution shifts effectively.

8.2 Zero-Shot Learning Performance

The zero-shot learning method was tested using
various configurations of the LLaMA model. The
results are as follows:

e LLaMA 3 (8B 4 bit) achieved 72.44% on
Amazon and showed moderate improvement
on OOD datasets with 67.88% on DynaSent,
69.82% on SST-5, and 57.22% on SemEval.

e LLaMA 3 (8B) scored slightly higher with
74.22% on Amazon and comparable results
on OOD datasets.

e The larger LLaMA 2 (70B) model outper-
formed the smaller versions on Amazon with
78.55% and demonstrated the best OOD per-
formance, particularly on SST-5 with 72.06%
and SemEval with 63.66%.

These findings underscore the potential of zero-shot
learning with large-scale models to adapt better
to OOD scenarios without the need for extensive
retraining.

8.3 Performance of In-Context Rewriting

The in-context rewriting approach, inspired by
the O’Brien et al. (2024) paper, leveraged the ID
dataset to generate rewritten OOD samples that

mimic the ID distribution. This approach did not
fare well compared to zero-shot learning, indicat-
ing that while the model could generate stylistically
similar outputs, the semantic content adaptation
was less effective for OOD generalization.

8.4 Semantic Rewriting Performance

Our semantic rewriting method, which involved
retraining RoOBERTa on semantically rewritten 1D
and OOD datasets, showed significant improve-
ments:

* On Amazon, it achieved the highest accuracy
of 84.91%.

* It dramatically improved OOD robustness
with 76.99% on DynaSent, 74.22% on SST-5,
and 67.22% on SemEval.

These results validate our hypothesis that semantic
rewriting can bridge the distribution gap between
ID and OOD data, enhancing the model’s overall
robustness and performance across varied datasets.

The experiments confirm that while traditional
methods and zero-shot learning provide founda-
tional capabilities, advanced techniques like se-
mantic rewriting offer substantial improvements
in model robustness and OOD generalization. This
approach not only aligns ID and OOD distribu-
tions more closely but also preserves and even en-
hances performance on ID tasks, establishing a new
benchmark for future research in OOD robustness
in NLP.

9 Conclusion

Our extensive experiments with several benchmark
datasets and LLMs demonstrated that Semantic
Rewriting significantly improves the performance
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of models on OOD tasks, outperforming traditional
methods in both robustness and generalization ca-
pabilities. The results indicated a substantial reduc-
tion in centroid distances, more cohesive UMAP vi-
sualizations, and simplified GMM clustering, high-
lighting the potential of this approach to enhance
model generalization.

10 Limitations

Generality of Approach: Although our approach
shows significant improvements in the context of
sentiment analysis, its generalizability to other
NLP tasks remains to be explored. Different tasks
may require tailored rewriting strategies.

Model Diversity: Our experiments primarily uti-
lized RoBERTa and LLaMA models. To validate
the broader applicability of Semantic Rewriting, ad-
ditional testing on a diverse range of models, such
as BERT, GPT, T5, and other transformer-based ar-
chitectures, is necessary. This would help ascertain
the method’s effectiveness across different model
architectures and configurations.
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A Appendix A:

A.1 Zero-Shot Prompt

zero-shot Prompt

### Instructions ###

For sentiment analysis: Your task is to per-
form a sentiment analysis on a given input
text and provide a single word indicating
whether the sentiment is positive, negative,
or neutral. The input text may contain any
language or style of writing. Please ensure
that your analysis takes into account the
overall tone and context of the text. Your
response should be concise and clear, pro-
viding a single word that accurately reflects
the sentiment of the input text. If there
are multiple sentiments present in the text,
please choose the one that best represents
the overall feeling conveyed by the author.
Please note that your analysis should take
into account all relevant factors, such as
tone, language use, and content. Your re-
sponse should also be flexible enough to
allow for various types of input texts.

\_ J

We used the same prompt as Li et al. (2023)
paper.

A.2 In context Rewriting Prompt

Rewriting

### Instructions ###

The assistant is to paraphrase the input text
as if it was one of the examples. Change the
details of the text if necessary.

### Style Examples ###

< style_transfer_exemplars >

J

We used the same prompt as O’Brien et al.
(2024) paper, We used 7 samples from the ID in
the prompt as In-context examples.
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A.3 Semantic Rewritting

LLaMA Prompt template (Unsloth)

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that appropriately
completes the request

### Instructions ###

{Please rewrite the sentence to standardize
its style, tone, and format.The rewritten sen-
tence should be neutral in tone, concise,
and focus on the essential aspects of the
sentence only and remove any styles and
personal anecdotes. Adjust any colloquial
language to a more formal tone. Your goal
is to make the sentence indistinguishable
in terms of origin, whether it be Amazon,
SST-5, or any other dataset. Your rewritten
sentence should begin with "Rewritten Sen-
tence: ... .. ...}

#it# Input Text ##Ht
{}

### Output Text ##

\{}




B Appendix B: Second Appendix

B.1 LLM Inference Parameters

The following hyper-parameters were used for the
LLM inference:

* temperature: The sampling temperature, set
to @.7. This parameter controls the random-
ness of predictions by scaling the logits before
applying softmax. Lower values make the
model more conservative, while higher values
increase randomness.

* top_p: The nucleus sampling probability, set
to @.7. This parameter specifies the cumu-
lative probability threshold for nucleus sam-
pling, where only the smallest set of most
probable tokens with probabilities summing
up to top_p are considered.

* top_k: The number of highest probability vo-
cabulary tokens to keep for top-k sampling,
set to 50. This parameter limits the sampling
pool to the top-k tokens, reducing the prob-
ability mass considered during generation to
the top top_k tokens.

* repetition_penalty: The penalty for repeated
sequences, set to 1. This parameter penalizes
repeated tokens in the sequence, encouraging
the model to produce more diverse outputs.

344



