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Abstract

Customizing LLMs for a specific task involves
separating high-quality responses from lower-
quality ones. This skill can be developed using
supervised fine-tuning with extensive human
preference data. However, obtaining a large vol-
ume of expert-annotated data is costly for most
tasks. In this paper, we explore a novel method
to optimize LLMs using ranking metrics. This
method trains the model to prioritize the best
responses from a pool of candidates created for
a particular task. Rather than a traditional full
ordering, we advocate for a partial ordering,
as achieving consensus on the perfect order of
candidate responses can be challenging. Our
partial ordering is more robust, less sensitive to
noise, and can be achieved with limited human
annotations or through heuristic methods. We
test our system’s improved response generation
ability using benchmark datasets, including tex-
tual entailment and multi-document question
answering. We conduct ablation studies to un-
derstand crucial factors, such as how to gather
candidate responses for a specific task, deter-
mine their most suitable order, and balance su-
pervised fine-tuning with ranking metrics. Our
approach, named RESCUE, offers a promising
avenue for enhancing the response generation
and task accuracy of LLMs.

1 Introduction

A significant advantage of large language models
is their ability to explain their predictions (Ziegler
et al., 2020; Vafa et al., 2021; Alkhamissi et al.,
2023; Ludan et al., 2023; Li et al., 2023; Ye et al.,
2023). For example, LLMs may suggest lab tests
to doctors based on patient symptoms (Peng et al.,
2023) or help financial analysts evaluate risks in
their investment portfolios (Romanko et al., 2023),
providing explanations for each. As LLMs increas-
ingly assist in decision-making across domains, ex-
amining the quality of their explanations becomes

'Our code and models are available at: https://github.
com/ekonwang/RRescue.

An example from the Natural Language Inference task

[Premise].......... People in unusual striped clothing kneeling aim devices to the left.
[Hypothesis] Some people are wearing unusual clothing.
[Label]. .. e Entailment

(e e e e e e e e e e e e e e e e e e e e e ————— Y
| Candidate Explanations
: [Human-1] Unusual clothing and striped clothing could be the same...... Entailment

g unusual clothing.......oooiiiiii Contradiction

[}
(]
]
:

[}

1 [Model-2] The kneeling is different than the standing. Some people are wearing :
[}
[}
]

1 [Model-3] The kneeling is not specified, the devices to the left are not specified, so
: the hypothesis does not logically follow. Neutral y

)
1 [Model-4] The hypothesis is a direct restatement of the premise..
[}

................................................

We can arrange candidate explanations in a hierarchy, where human
explanations are placed above model explanations with correct labels,
which in turn are prioritized over incorrect explanations.

Suggested Partial Order:
[Human-1] > [Model-4] > [Model-2] = [Model-3]

Research Question:
Can we use this hierarchy to teach the LLM to produce high-quality
explanations, which in turn leads to more accurate label predictions?

Figure 1: When LLMs provide accurate label predictions, they
are frequently accompanied by high-quality explanations (Liu
et al., 2023a). Building on this insight, we rank candidate
explanations obtained from diverse sources into a partial order.
Human responses are placed above model responses with cor-
rect labels, and these are prioritized over incorrect responses.
In scenarios with limited human annotations, we use this hier-
archy to teach the LLM to generate high-quality explanations,
which in turn leads to more accurate label predictions.

crucial. Previous studies suggest that lower-quality
model explanations can lead to misunderstandings
and diminish user trust (Burns et al., 2022; Turpin
et al., 2023; Reingold et al., 2024). Therefore, it is
imperative to improve LL.Ms’ explanation quality,
along with enhancing their task accuracy.

We focus on LLM responses that consist of a
predicted label and a detailed explanation. LLMs
should provide not only accurate labels but also
sound rationales to support their predictions. Ex-
planations can be generated using methods such as
chain- or tree-of-thoughts and self-reflection (Yao
etal., 2022; Wei et al., 2023; Yao et al., 2023; Shinn
et al., 2023; Asai et al., 2024). Explanations can
also be embedded in prompts to guide LLMSs in new
tasks via in-context learning (Ye et al., 2023). In
this paper, we advance the research by investigating
methods to train an open-source LLM to effectively
rank candidate responses, which we gather from
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various sources. Learning to rank responses allows
the LLM to differentiate between sound and flawed
explanations for a specific task, thereby enhancing
response generation.

Interestingly, accurate model predictions often
come with high-quality explanations. Studies have
shown that when LLMs are confident in their re-
sponses, they not only provide accurate answers but
also offer solid justifications. On the flip side, when
they’re uncertain, their explanations can falter or
be completely hallucinated (Singh et al., 2023; Liu
et al., 2023a; Sun et al., 2024). Our paper builds on
this insight to rank candidate responses. We place
human responses above model responses with cor-
rect labels, which in turn are prioritized over incor-
rect responses. This hierarchy encourages the LLM
to generate explanations comparable to humans’ or,
at the very least, to produce explanations that lead
to accurate labels.

Our method benefits from requiring minimal ex-
pert annotations, which is a frequent challenge in
most domain-specific tasks. Unlike reinforcement
learning with human feedback (RLHF; Ziegler et
al., 2020) or direct preference optimization (DPO;
Rafailov et al., 2023), which need extensive expert-
annotated data, our approach is cost-effective and
practical in resource-constrained situations. We em-
ploy a partial ordering of LLM responses, which
can be acquired with limited human annotations or
through heuristic functions. This study’s contribu-
tions are summarized as follows:

* We seek to improve LLMs’ response generation.
In training, we supplement each example with
candidate responses, featuring a mix of accurate
and inaccurate predictions, and sound and flawed
explanations. For tasks with long contexts, we
anchor responses in different parts of the context
to increase diversity. LLM is trained to prioritize
the best responses using the ranking metric.

* We test our system’s response generation using
multiple benchmarks, and conduct ablation stud-
ies to understand crucial factors, such as how to
gather candidate responses, determine their most
suitable order, and balance supervised fine-tuning
with ranking metrics. Our approach, named RES-
CUE, offers a promising avenue for enhancing the
response generation and task accuracy of LLMs.

2 Related Work

Learning from Human Preferences Aligning
LLM responses with human preferences ensures

the models’ outputs are helpful, safe, and adhere to
societal norms (Bai et al., 2022b; Liu et al., 2023b;
Honovich et al., 2023; Wang et al., 2023; Rafailov
et al., 2023; Hejna et al., 2023; Hu et al., 2023).
This research often involves humans performing
pairwise or k-wise comparisons on model outputs,
which are used to train a reward model (Bai et al.,
2022a; Ouyang et al., 2022; Ramamurthy et al.,
2023; Zhu et al., 2023). Moreover, Rafailov et
al. (2023) optimize the LLM directly based on pref-
erence data, eliminating the need for a separate
reward model. Liu et al. (2024) collect preference
data from the target optimal policy through rejec-
tion sampling. Unlike other methods, we guide
LLMs to make accurate predictions and generate
reliable explanations with minimal human annota-
tions for domain-specific tasks.

Reasoning LLMs can improve their reasoning
through trial and error and self-improvement (Wei
et al., 2023; Burnell et al., 2023; Zheng et al., 2023;
Hu et al., 2024a,b; Cheng et al., 2024; Ahn et al.,
2024; Wang and Zhou, 2024). For example, chain-
of-thought (Wei et al., 2023) allows LLMs to break
down complex tasks step by step into more manage-
able parts. Tree-of-thoughts (Yao et al., 2023) em-
ploys task decomposition via a tree structure, guid-
ing LLMs through various steps and consider mul-
tiple thoughts within each step. Reflexion (Shinn
et al., 2023) combines dynamic memory and self-
reflection to refine reasoning skills. However, pin-
pointing specific reasoning errors remains a practi-
cal challenge. The distinction between sound and
flawed explanations can often be subtle and unclear
during self-reflection.

Ranking Metrics A ranking objective allows
the model to prioritize the best candidates (Yuan
et al., 2023; Song et al., 2024), improving its perfor-
mance in tasks like abstractive summarization and
question answering. For example, the BRIO train-
ing paradigm (Liu et al., 2022) fine-tunes BART
and TS5 models to generate reference summaries
while using a ranking mechanism to score candi-
date summaries. This approach could be especially
beneficial in retrieval augmented generation (Hop-
kins and May, 2011; Lewis et al., 2021; Nakano
et al., 2022; Hou et al., 2024). We believe that ex-
planations grounded on incorrect documents should
be discounted and those grounded in reference doc-
uments be promoted. Our method leverages this
insight to enhance the model’s ability to generate
contextually accurate explanations.
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3  Our Approach: RESCUE

Let z ~ D represent the prompt or context given
to the model, and y denote the model’s response to
prompt z. The response y comprises two parts: a
brief justification and a predicted label, separated
by the special symbol ‘####’. For example, in the
natural language inference task, it might be “Un-
usual clothing and striped clothing could be the
same. #### Entailment.” Supervised fine-tuning
(SFT; Eq. (1)) is a primary method to improve task
accuracy by training the model to generate human-
written responses y*. However, since the model
has only been exposed to high-quality human re-
sponses, its noise robustness remains unvalidated.
Prior studies (Ziegler et al., 2020; Touvron et al.,
2023) suggest that model performance can plateau
quickly, potentially leading to overfitting.

Lsrr(0) = —log mg(y™|z) €))

We proposed to guide the model to prioritize
valid responses over flawed ones and contextu-
ally accurate responses over inaccurately grounded
ones, using a ranking metric as illustrated in Eq. (2).
Here, (x,y0,y1,b) ~ S includes a prompt z, two
candidate responses, and a binary variable b, where
yp should be scored higher than y;_;. S represents
a diverse set of candidate responses obtained from
various sources. For example, responses could be
acquired from open-source LLMs like Llama-2/3 or
close-source LLMs like GPT-3.5, GPT-4 or Claude.
Human-annotated responses can also be included
in the collection when they are available.

ERank(H) = _E(I,yo,yl ,b)NS[ 2
max{0,log mg(ys|x) — log me(y1-s|7)} ]

We initiate 7g(y|z) from a base model p(y|x)
and subsequently fine-tune it for a specific task with
candidate responses. Particularly, mg(y|x) is used

to loosely represent length-normalized probabil-

ity mo(y12) = ol S log (e, yr), where

A > 0 is the scaling factor for length normalization.
Following Yuan et al. (2023), our approach uses «
to balance the impact of supervised fine-tuning and
the ranking metric, as shown in Eq. (3).

Lrescue(0) = Lsrr(0) + aLrank(0) 3)

Ranking Metrics vs. Rewards A reward model
r(z,y;) assigns scores to a given prompt x and its
corresponding response y;. As shown in Eq. (4), it
allocates the full probability mass to the response

yp chosen by human labelers. For this model to
function, humans need to provide accurate pair-
wise preference judgments. Nonetheless, achieving
a consensus among human labelers regarding the
perfect order of LLM responses can be a daunting
task. The labelers often struggle to provide consis-
tent, fine-grained labels (Touvron et al., 2023). As
a result, allocating the entire probability mass, i.e.,
log Py(yy|x) to an incorrectly labeled response
ypr can mislead the model and hinder the effective
training of the reward model.

PRACETY)
EReward(T) = - E(z7{yi}ivb)"’8 log W

“

In contrast, our proposed ranking metrics offer
greater flexibility and robustness to inconsistencies
in human preferences. Our model not only prior-
itizes gy, over other potential responses using the
equation max{0, log Py (yp|z) — log Po(y1-s|7)},
but further allows minor deviations. For exam-
ple, the model can still assign a high probability to
a less-favored response log Py(y1_p|z), provided
its probability difference from the top response
log Po(ys|z) — log Pp(y1—p|x) remains minimal.
We also advocate for a partial ordering of LLM re-
sponses, partitioning them into groups. This group
ordering provides a hierarchical perspective, en-
abling the model to understand the relative impor-
tance of each group in a broader context.

4 Ranking LLM Responses

Candidate responses for a given prompt x, can be
organized into a strict order. OpenAl has employed
a team of trained human labelers to rank sets of
model outputs from best to worst to train a reward
model (Ziegler et al., 2020; Ouyang et al., 2022).
However, this method is quite expensive. We pro-
pose two cost-effective approaches to establish a
Partial Ordering (PO) of responses.

Our first method, (PO) Human Prioritization,
posits that human responses should take priority
over model responses, as they offer valid rationales
and accurate labels. (PO) Label Prioritization
places responses with correct labels above those
with incorrect labels, irrespective of whether they
are human or model-generated. This is because
rationales resulting in correct labels are more valu-
able than those leading to incorrect labels. The
latter may contain flawed reasoning that misguides
their predictions. Lastly, (PO) Human-Label Hy-
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brid employs a fine-grained grouping. It places hu-
man responses above model responses with correct
labels, which are then prioritized over responses
with incorrect labels. This hierarchy is designed
to motivate the LLM to generate rationales com-
parable to humans’ or, at a minimum, to produce
rationales that lead to accurate labels.

Partial Orderings (PO) of responses offer en-
hanced flexibility and noise robustness. For exam-
ple, in developing Llama-2, Touvron et al. (2023)
noted that even human labelers struggle to decide
between two similar model responses, with anno-
tations for such responses often hinging on subjec-
tive judgement and nuanced details. By utilizing
a partial order, we only incorporate the most clear-
cut pairs of model outputs in the ranking metric,
thereby improving the quality of response pairs
used in model fine-tuning.

For comparison, we examine two full ordering
(FO) approaches. (FO) Similarity embeds each
candidate response into a vector, which are then
ranked based on their Cosine similarity to the vec-
tor representing the human response. The second
approach (FO) GPT-3.5-Turbo leverages the GPT-
3.5-Turbo-0613 model to rank candidate responses.
We instruct it to prioritize candidates with the same
labels as the human response, but allowing it to
decide whether this criterion is met. We compare
full and partial ordering approaches in §6.

5 Collecting Candidate Responses

We enrich each example with a set of candidate re-
sponses, targeting a mix that includes both accurate
and inaccurate predictions, along with explanations
that are both sound and flawed. We incorporate hu-
man annotations into the mix when available. For
tasks with long contexts, we anchor responses in
different parts of the context to increase diversity.
This enriched dataset is used to train our LLM to
improve its response generation. Next, we outline
two strategies for generating candidate responses.

5.1 Responses Generated by Various LLLMs

We focus on the textual entailment task (Bowman
etal.,2015; Chen et al., 2017; Camburu et al., 2018;
Kumar and Talukdar, 2020) to illustrate our strat-
egy. Specifically, the Stanford NLI dataset identi-
fies relationships between sentence pairs as entail-
ment, contradiction, or neutral. The e-SNLI dataset
expands on SNLI by adding human-annotated ex-
planations for these relationships, explaining why
sentences are classified in certain ways (Camburu

et al., 2018). Similarly, we require LLMs to both
predict and rationalize their predictions. Our ap-
proach then learns to prioritize accurate predictions
and their model explanations, while downplaying
explanations for inaccurate predictions.

We gather diverse responses for this task from
both open-source and proprietary LLMs. Specifi-
cally, we sample three responses from L1ama-2-7b,
setting the temperature to 0.8 for diversity, and one
from GPT-3.5-Turbo-0613, plus a human expla-
nation, making five responses per prompt in total.
Each response features a brief explanation of the
model’s reasoning and a predicted label, as shown
in Figure 1.

Response Flipping We propose a novel method
for collecting diverse responses from LL.Ms with-
out the need for repetitive response sampling. Our
method begins by inverting an LLM’s explanation
for a given response. For instance, if an LLM sug-
gests, “The to-go packages may not be from lunch.
#### Neutral,” we flip the explanation to, “The to-
go packages are likely from lunch.” This reversed
explanation then guides the LLM to assign a new
label, such as “#### Entailment.”

Our method uses GPT-4-0613 for reversing the
explanations, given its extraordinary generation ca-
pabilities. The prompt for inversion is: “Rewrite
the sentence to convey the opposite meaning: {Ex-
planation}.” Afterward, GPT-3.5-Turbo-0613 is
used to predict the appropriate label by combining
the original context with the inverted explanation.
This method offers an efficient way to generate
diverse responses with varying labels.

5.2 Responses Anchored in Various Passages

When dealing with long contexts, we can anchor
responses in different parts of the context to pro-
duce a diverse set of answers. An LLM can then
enhance its performance by discriminating among
these answers. For example, in the multi-document
question answering task (Multi-doc QA; Liu et al.
2023b), the LLLM uses 10 to 30 Wikipedia passages
as input to answer questions. These questions come
from NaturalQuestions-Open (Kwiatkowski et al.,
2019), which contains historical Google queries
and their human-annotated answers extracted from
Wikipedia. Among the passages given to the model,
only one has the answer, the rest are distractors. A
retrieval system named Contriever (Izacard et al.,
2022) is used to obtain distractor passages, which
are most relevant to the question but do not contain
the answers.
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Write a high-quality answer for the given question using only the provided
search results (some of which might be irrelevant).

Document [1] (Title: Asian Americans in science and technology) Prize in
physics for discovery of the subatomic particle J/g. Subrahmanyan
Chandrasekhar shared... (Rest omitted)

i Prize in Physics was awarded in 1901 to Wilhelm Conrad Réntgen, of i
| Germany, who received... (Rest omitted)

3 Document [3] (Title: Norwegian Americans) science, Ernest Lawrence
| won the Nobel Prize in Physics in 1939. Lars Onsager won the 1968 Nobel |
| Prize in Chemistry... (Rest omitted) !

Question: who got the first nobel prize in physics
Answer:

Response Anchored in Document [2], Providing the Correct Answer:
The first Nobel Prize in Physics was awarded in 1901 to Wilhelm Conrad
Rontgen for his discovery of X-rays.

Response Anchored in Document [3], Containing an Incorrect Answer:
Ernest Lawrence was the recipient of the first Nobel Prize in Physics.

Response

Desired Answer: \\ilhelm Conrad Rontgen

Figure 2: For the Multi-doc QA task, we anchor responses
in different parts of the context to produce a diverse set of
answers. We generate five candidate responses per instance,
one from the gold passage and four from random distractors.

We use L1ama-2-7b to generate five diverse can-
didate responses per instance, one from the gold
passage and four from random distractors. Re-
sponses containing the desired answer are marked
correct, as illustrated in Figure 2. Here, we gener-
ate two candidate responses “The first Nobel Prize
in Physics was awarded in 1901 to Wilhelm Conrad
Rontgen for his discovery of X-rays.” and “Ernest
Lawrence was the recipient of the first Nobel Prize
in Physics.” by feeding the model Documents [2]
and [3] separately. Our Label-Prioritized approach
ranks candidates with the desired answer higher
than those without. Human-Label-Hybrid further
prefers correct answers anchored in the gold pas-
sage. In training, the model receives a question and
10 Wikipedia passages, and learns to differentiate
correct from incorrect responses. At test time, the
fine-tuned model employs beam search to decode
the optimal response.

6 Experiments

We have chosen Llama-2-7b as our base model
for task-specific training. The L1ama-2 series out-
performs other open-source options, such as Fal-
con (Almazrouei et al., 2023), Mistral (Jiang et al.,
2023), Vicuna (Chiang et al., 2023) and MPT (Mo-
saicML, 2023), on a number of tasks. Its 7b variant
requires significantly less GPU memory, which is
crucial for specific domains without the specialized
infrastructure to serve larger models.?

2We leave the extension to other models such as Llama-3
for future work.

N win . tie lose

(PO) Label-Priotized 31% 46% 23%
vs. (PO) Label-Priotized w/ Flip ° °

I

(PO) Label-Priotized
vs. (FO) Human Similarity

(PO) Label-Priotized

35%
vs. Supervised Finetuning °

(PO) Label-Priotized
vs. Llama-2-7B

0 20 40 60 80 100

Figure 3: Human evaluation results. Our partial ordering (PO)
with label prioritization outperforms the SFT model with an
overall win rate of 47%. While SFT shows comparable accu-
racy in automatic evaluation, it often relies on data artifacts for
predictions (Gururangan et al., 2018) and does not yield better
explanations. Our PO method also outperforms other methods
such as FO Similarity and the base L1ama-2-7b model.

We use AdamW (Loshchilov and Hutter, 2017)
with a learning rate of 2> and a cosine scheduler
with a 0.03 warmup rate. Our training utilizes fully
sharded data parallelism and BF16 mixed precision
training, which is generally faster, consumes less
memory, and is preferable for large models. Our ex-
periments are conducted using 4xA100 GPUs, and
task-specific training is limited to a single epoch for
both supervised fine-tuning and response ranking.
This is to mitigate the risk of multi-epoch degra-
dation (Xue et al., 2023) and potential overfitting
from repeated exposure to the training data. The
batch size is set at B=64, the same configuration
used for LLama-2 (Touvron et al., 2023). It is calcu-
lated as the product of three factors, B = g xbx D,
combining gradient accumulation steps (g = 16),
per-GPU batch size (b = 1 due to memory con-
straints), and the number of GPUs (D = 4). This
strategy allows us to handle a large number of can-
didates during response ranking.

6.1 Automatic Evaluation of NLI Accuracy

Our goal in this study is to enhance response gener-
ation with limited training data, which is a common
challenge in real-world scenarios where expert an-
notations are scarce, often limited to a few thousand
examples. We conduct our experiments using the
e-SNLI dataset (Camburu et al., 2018), which com-
prises 549,367 training examples. We intentionally
restrict our training to subsets of {2k, 5k, 10k, 20k}
samples, approximately 0.4% to 3.6% of the total
training set. We report the accuracy of all models
on the standard test set of 9,824 examples.

We evaluate a variety of models on this task. In
particular, we train the base model with human re-
sponses (SFT). We also explore two response rank-
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Proportion of Training Data

w/ Res. Flip.

System 04% 09% 18% 3.6% AvG 04% 09%
BASELINE (SFT) Supervised Finetuning 77.45 85.56 87.33 87.94 84.57 - -
(FO) Similarity 81.01 86.69 86.53 86.38 85.15 15.18 [ 0.26
(FO) GPT-3.5-Turbo 82.20 86.62 85.02 86.71 85.14 13.09 | 132
OURS (PO) Human Prioritization 80.70 87.11 87.06 86.26 8528 16.10 | 1.30
(PO) Label Prioritization 81.97 87.27 88.16 87.97 8634 1515 10.61
(PO) Human-Label Hybrid 82.86 87.47 8733 87773 8635 1488 10.34

Table 1: Task accuracy of RESCUE on natural language inference, reported on the e-SNLI test set. We observe that models
trained with ranking metrics and incorporating both full and partial ordering strategies outperform those trained solely with SFT,
especially when working with a few thousand annotated examples. Our partial ordering strategies, namely label prioritization

and a hybrid of human and label prioritization, surpass full ordering methods.

ing strategies: full ordering (FO), which ranks can-
didate model responses by their semantic closeness
to human responses (Similarity) or as assessed by
GPT-3.5-Turbo, and partial ordering (PO), which
trains the base model to prioritize human responses
over those from models (Human Prioritization),
responses with correct labels over incorrect ones
(Label Prioritization), and a mix of both (Human-
Label Hybrid). Both FO and PO rely on our rank-
ing metric detailed in Eq.(3).

Table 1 presents task accuracy across various pro-
portions of training data. We observe that models
trained with ranking metrics and incorporating both
full and partial ordering strategies outperform those
trained solely with SFT, especially when working
with a few thousand annotated examples. This in-
dicates that training an LLM to rank responses can
improve response generation and result in more
accurate predictions of textual entailment relation-
ships. The improvement is most notable when us-
ing only 0.4% of the total training data, suggesting
the advantage of ranking metrics in scenarios with
extremely scarce training data.

Our partial ordering strategies, namely label pri-
oritization and a hybrid of human and label priori-
tization, surpass full ordering methods. This could
be because achieving consensus on full ordering of
responses is challenging even for humans. This ap-
proach may introduce variability in response rank-
ing and destabilizes training. SFT begins to show
improvement with 20k or more training examples,
although gathering such extensive annotations is of-
ten difficult for domain-specific tasks. Additionally,
while flipping responses increases answer variety,
it might cause a shift in the distribution of ranked
responses. We find this technique consistently im-
proves response generation only when training data
is limited to 2k examples.

Our models match state-of-the-art performance.
E.g., Hsieh et al. (2023) achieved 89.51% accuracy
using a 540B LLM with step-by-step distilling. By
contrast, our models use only a fraction of the full
training set with a 7B model. Without supervised
fine-tuning, the base Llama-2-7b model yields a
significantly lower accuracy of 33.31%. Next, we
extend our evaluation to include human assessment
of model explanations.

6.2 Human Evaluation of Response Quality

Human evaluation provides a holistic assessment
of model responses. We compare several models,
including our PO method with label prioritization,
SFT, FO method with responses ranked their simi-
larity to human responses, PO model with response
flipping, and the base model. These models were
trained with varying amounts of training data (0.4%
to 3.6%), and the highest performing model across
all data proportions was chosen for human evalu-
ation. An annotator evaluated responses for 100
randomly selected samples from the e-SNLI test
set, using win, tie and lose to rate each response
pair. Evaluations were based on label accuracy
and the quality of explanations. A quality explana-
tion should support the predict label with detailed
reasoning and show logical coherence.

As Figure 3 illustrates, our partial ordering (PO)
with label prioritization outperforms the SFT model
with an overall win rate of 47%. This advantage
stems from the PO models’ ability to distinguish be-
tween sound and flawed responses, thus improving
response generation. While SFT shows compara-
ble accuracy in automatic evaluation, it often relies
on data artifacts for predictions (Gururangan et al.,
2018) and does not yield better explanations. Simi-
lar to findings from automatic evaluations, adding
response flipping does not surpass the original label
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5 Retrieved Documents

10 Retrieved Documents

Position of Gold Document 1st 3rd 5th AVG 1st 5th 10th AVG
Base Model (L1ama-2-7b) 45.64 34.19 43.05 4096 46.41 27.17 4295 38.84
(PO) Label Prioritization 4488 42.44 5343 46.92 3572 3343 5511 41.42

Table 2: Answer accuracy for the Multi-QA task. We evaluate two scenarios: the model receives 5 or 10 documents returned
by the retriever. We find that the PO method with label prioritization substantially improves model performance, as ranking
responses allows the LLM to more effectively identify relevant information, improving the U-shaped curve.
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Figure 4: (LEFT) The influence of different v on task accuracy. We find that optimal performance is achieved with an « value
between 0.01 to 0.1. (RIGHT) We conduct experiments with a varying number of candidate responses per prompt. Results
indicate that performance improvement can be achieved even with 3-4 candidate responses.

prioritization method. Our PO method also outper-
forms other methods such as FO Similarity and the
base L1ama-2-7b model.

6.3 Evaluation of Multi-Document QA

The Multi-Doc QA task involves answering a given
question using a set of retrieved documents. Liu
et al. (2023c¢) found that LLMs exhibit a U-shaped
curve, depending on where the answer-containing
document is located within the input context and
highlighting difficulties in accessing relevant infor-
mation in the middle of long contexts. To mitigate
this, we incorporate response ranking. We generate
five candidate responses per question, one from the
correct document and four from distractors. We
then train the base model on 1k examples from the
training set using our ranking metric (Eq. (2)). SFT
is not used due to the absence of human-written
explanations for this task. Our method is evaluated
on a test set of 665 examples.

Table 2 shows answer accuracy, measured as
whether correct answers from the NaturalQuestions
annotations appear in the generated responses. We
evaluate two scenarios: the model receives 5 or 10
documents returned by the retriever. The correct
document is placed either at the beginning (1st po-
sition), in the middle (3rd or 5th), or at the end (5th
or 10th) of the document set. We find that the PO
method with label prioritization substantially im-
proves model performance, as ranking responses al-

lows the LLM to more effectively identify relevant
information, improving the U-shaped curve. Our
findings also align with those of Liu et al. (2023c¢),
who observed a recency bias in Llama-2-7b. With
20 documents as input, they reported accuracies of
about 25% at positions 1, 5, 10, 15, and 42% at po-
sition 20. Upon examining the model’s responses,
we observe that the model often answers questions
by copying content, which tends to improve answer
accuracy when the answer is located in the middle
or end of the context.

7 Discussion

Balancing Coefficient Our approach uses a hy-
perparameter « to balance the impact of supervised
fine-tuning and the ranking metric. Figure 4 shows
the influence of different o on task accuracy. We
find that optimal performance is achieved with an «
value between 0.01 to 0.1. Our results indicate that,
while supervised fine-tuning is pivotal for RES-
CUE, integrating the ranking metric enhances the
method’s robustness to noise.

Number of Candidate Responses We conduct
experiments with a varying number of candidate
responses per prompt, and the results are shown in
Figure 4. In our experiments, we are able to rank up
to five candidate responses using four Nvidia A100
GPUs. As the number of candidates increases, so
does the demand for additional GPU memory and
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Figure 5: LEFT figure shows the log probabilities of human responses, while MIDDLE and RIGHT figures present those
from Llama-2-7b and GPT-3.5-turbo-0613, respectively. We assign a length scaling factor, A, of 0.85 to all model responses,
maintaining a A of 1.0 for human responses. This approach effectively shifts the log probability score distributions of model

responses (colored in red) closer to those of human ones, thereby minimizing margin violations.

: : 1
- 3000 1200 i I E
€ 1 1 !
@ o i 1
% - 647 2649 30 3 | 5500 1000 iHuman iLIama—2 :GPT—3_5
i a i
- 2000 - 800 1avg=23.91 @ ia =33.34
o | !
g 680 2522 30 3 § i i i
- - 1 !
3 1500 g 600 i : :
. i |
5 - 1000 400 |
S
T 142 3027 109 0 -500
= 200 ‘ |
; lh.. | il
o
‘ et I
Entailment Neutral  Contradiction Other 0 ,.l |||||III ™ [ - ||||
20 40 20 20 30 40 50

Figure 6: (LEFT) The confusion matrix for the Llama-2-7b base model, where the x-axis represents the labels predicted by
Llama-2-7b, and the y-axis represents human labels. The results show Llama-2-7b’s tendency to predict neutral labels, as
indicated by the dark bar in the middle. (RIGHT) Candidate responses differ in length. We show the distribution of responses
from human annotators, Llama-2-7b, and GPT-3.5-turbo-0613 models. Human responses are the shortest, while GPT-3.5’s are
notably longer, containing on average 10 more tokens per response compared to human responses.

compute resources. Our experiments indicate that ~ parameter updates to ensure human responses score
performance improvement can be achieved even  higher than model outputs.

with 3-4 candidate responses. Beyond that, RES- To mitigate this, we assign a length scaling fac-
CUE sees no further gains from increasing the num-  tor A of 0.85 to all model responses, including
ber of responses. This saturation in performance  those from Llama-2-7b and GPT-3.5-turbo-0613,
may be attributed to the noise in ranking. Moreover, = maintaining a A of 1.0 for human responses. This
it highlights the challenges associated with ranking  effectively shifts the log probability score distri-
a diverse set of responses differing in length and  butions for model responses closer to human ones
style of explanations. (Figure 5), reducing margin violations. We are also
exploring adjusting the margin size and curriculum
learning, which gradually increases the difficulty of
training samples to reduce violations, as potential
directions for future research.

Scoring Candidate Responses We identify two
characteristics in human responses that distinguish
them from model responses. Firstly, they are more
concise and to the point. As indicated in Figure 6
(RIGHT), human responses are significantly shorter, = Central Tendency Bias LLMs such as Llama-
averaging 10 fewer tokens per response compared  2-7b and GPT-3.5 exhibit a central tendency
to GPT-3.5’s responses. Secondly, we note that  bias (Goldfarb-Tarrant et al., 2020) in natural lan-
LLM responses tend to use more common words,  guage inference. These models often predict Neu-
yielding better fluency and generally smoother text  fral labels, leaning towards the “center” of possible
compared to human responses. These characteris-  labels. Figure 6 presents the confusion matrix, with
tics present challenges in ranking responses from  the x-axis representing predicted labels by Llama-
diverse sources. Human responses, due to their ~ 2-7b and the y-axis showing human labels. The
brevity and unique word choice, often have lower  results show Llama-2-7b’s tendency to predict neu-
length-normalized log probabilities than model re-  tral labels (indicated by the dark bar in the middle)
sponses. This discrepancy leads to many margin  and its avoidance of extreme labels like Entail-
violations during training using Eq. (2), and more =~ ment or Contradiction. A plausible reason could
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be Llama-2-7b’s inadequate world knowledge im-
pacting its task accuracy. Moreover, this tendency
might originate from the models being trained on
human annotations for instruction-following. They
frequently give hedging responses to fulfill help-
fulness and safety requirements, leading to outputs
that are more neutral and less assertive.

8 Conclusion

In this paper, we introduce RESCUE, an approach
that trains the LLLM to prioritize sound responses
over erroneous ones, thereby enhancing overall task
accuracy and the quality of explanations. Accurate
model predictions often come with high-quality
explanations. We build on this insight to rank can-
didate responses using a partial ordering approach,
as achieving consensus on the perfect order of re-
sponses is challenging. RESCUE has demonstrated
competitive performance on benchmarks.
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Limitations

Our approach focuses on optimizing LLMs through
ranking metrics and partial ordering of candidate
responses. We introduce two innovative strategies
for generating candidates: collecting from diverse
LLMs and anchoring responses in various parts of
the context, showcasing its flexibility across bench-
mark datasets. We note that organizing candidate
responses can benefit from domain-specific criteria,
such as sorting recommended lab tests for patients
by the relevance of the answer, urgency, and cost.
Further, our proposed approach prioritizes the best
responses from a set of candidates, thereby improv-
ing the task accuracy and the quality of generated
explanations. With additional GPU resources, we
can improve the variety and representation of candi-
date responses or categorize them based on domain-
specific attributes. Despite existing challenges, our
approach offers a promising path for customizing
LLMs for specialized applications.
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