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Abstract

Large Language Models (LLMs) such as Chat-
GPT, GitHub Copilot, Llama, or Mistral as-
sist programmers as copilots and knowledge
sources to make the coding process faster and
more efficient. This paper aims to improve
the copilot performance by implementing dif-
ferent self-alignment processes and retrieval-
augmented generation (RAG) pipelines, as well
as their combination. To test the effectiveness
of all approaches, we create a dataset and ap-
ply a model-based evaluation, using LLM as a
judge. It is designed to check the model’s abil-
ities to understand the source code semantics,
the dependency between files, and the over-
all meta-information about the repository. We
also compare our approach with other existing
solutions, e.g. ChatGPT-3.5, and evaluate on
the existing benchmarks. Code and dataset are
available online'.

1 Introduction

Coding assistants (Zhu et al., 2024; Nam et al.,
2024; Luo et al., 2024), are invaluable to any
programming team for developing software appli-
cations, games, or machine learning models in-
volves writing code using programming languages.
Commercial Al-assisted programming Chatbot like
GitHub Copilotz, Codeium? or Starcoder (Li et al.,
2023) help to understand the code better, to gener-
ate some code, and to fix errors faster.

However, it is important to note that coding as-
sistants may generate incorrect information, also
known as “hallucinations”, when requests go be-
yond the model training data or require additional
knowledge (Nguyen and Nadi, 2022). Another
drawback of such assistants is the data protection
problem: users need to be extremely careful while
sharing private code and data with commercial cod-
ing assistants. Sensitive or proprietary code could

"https://github.com/pesc101/ma_llm.git

2https ://github.com/features/copilot/
3https ://www.codium.ai

be exposed to unintended parties. This could poten-
tially lead to data breaches and intellectual property
concerns (Niu et al., 2023). Moreover, most coding
assistants are of general use and cannot be applied
to solve context-specific issues or answer natural
questions based on repository-level semantics.

To mitigate these limitations, we develop two
methods to improve the LLMs response quality on
repository-level programming in a more specific,
cost-effective and privacy-focused manner. One
promising solution is Retrieval-Augmented Gener-
ation (RAG) (Lewis et al., 2020), incorporating the
repository-level data into the generative process, to
deliver accurate and relevant responses. The sec-
ond approach is inspired by Zheng et al. (2024) and
aims to increase the performance of the models by
fine-tuning them with synthetic self-generated data
using the self-alignment procedure. Finally, we
combine a RAG pipeline with a fine-tuned model
trained on a self-augmented dataset, which can
be considered as both cost-effective and privacy-
friendly approach that improves the performance
of coding assistants on a specific repository.

When working on the repository-level program-
ming tasks, selecting the appropriate source is also
crucial, as it should represent common repository
structures and be big enough to generate training
data. Therefore, we consider the Python Spyder
IDE repository* at version 5.5 due to its abundance
of short functions and extensive documentation.

We use the open-source model Mistral 7B (Jiang
et al., 2023) as a base and fine-tuned model, con-
nected to RAG pipelines. Mistral 7B is a pre-
trained LLM that outperforms Llama 2 7B, 13B
(Touvron et al., 2023) and CodeLLlama 7B (Touvron
et al., 2023) on most benchmarks.

Regarding the evaluation techniques, we apply
the LLM-as-a-judge (Zheng et al., 2023a; Peng
et al., 2023; Bubeck et al., 2023; Wang et al., 2023;

*https://github.com/spyder-ide/spyder/tree/
master
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Fu et al., 2023; Mao et al., 2023) method that lever-
ages a superior model to judge other models re-
sponses. We utilize it to test whether adding in-
formation through fine-tuning or RAG pipeline im-
proves the response quality. SpyderCodeQA, our
new evaluation dataset, is used as the test data for as
LLM-as-a-judge evaluation. Additionally, we ap-
ply the HumanEval (Chen et al., 2021) and MBPP
(Austin et al., 2021) benchmarks to measure the
catastrophic forgetting of code generation abilities
after fine-tuning.
The contributions of the paper are as follows:

* We introduce a new benchmark for the
repository-level programming called Spyder-
CodeQA, which includes 325 question-and-
answer pairs (Q&A pairs) from three question
categories: semantics understanding, depen-
dency understanding, and knowledge of repos-
itory meta-information.

* We compare three different methods for
repository-level  programming: LLM
fine-tuning with self-augmented data (self-
alignment), Retrieval Augmented Generation,
and their combination.

* We perform an ablation study regarding the
training dataset size and the type of the judg-
ing model and perform a preliminary quanti-
tative analysis of the results.

2 Related Work

This section provides an overview of the existing
studies related to the paper: repository-level pro-
gramming, code-based Question Answering, and
LLM evaluation.

2.1 Repository-level Programming

Recent studies have explored the application of
instruction fine-tuning with PEFT techniques for
coding tasks. Wang et al. (2023) demonstrated the
effectiveness of PEFT for coding tasks on various
models, highlighting the effectiveness of QLoRA
for fine-tuning. In a related study, Yuan et al. (2023)
investigated the performance of instruction fine-
tuned models on a range of coding tasks.

Researchers have also explored generating
prompts for few-shot learning using RAG pipelines
(Nashid et al., 2023) as well as the combination
of fine-tuning and RAG pipelines using several
open-source models to inject additional informa-
tion (Ovadia et al., 2023).

2.2 Code-based Question Answering

Code-based question answering is a subfield of
question answering that focuses on responding to
code-related queries. Unlike generative approaches,
retrieval-based code Q&A aims to find the most
relevant code snippets from a large code corpus to
satisfy user requests. To evaluate the performance
of the models, Husain et al. (2019) introduced
CodeSearchNet, a collection of datasets and bench-
marks created by mining large-scale comment-
code pairs from public GitHub repositories. Liu
and Wan (2021) presented CodeQA, a free-form
code question-answering dataset to assess the code
comprehension capabilities of language models.
CoSQA (Huang et al., 2021) mines real-world user
queries from Bing search logs that were labeled if
the provided answer is the solution to the question.

Although these Q&A datasets are useful for
measuring the interaction of models and humans,
they are unsuitable for repository-level program-
ming tasks: CodeSearchNet and CodeQA have
direct question-answer interaction. While CoSQA
(Huang et al., 2021) consists of real human queries,
they are only related to general coding tasks and
have no label for a repository, which makes it diffi-
cult to use the Q&A pairs as training data to mea-
sure the performance of a specific repository.

2.3 Evaluation of LLMs

Evaluating the capabilities of LLMs has been chal-
lenging due to their vast and diverse abilities and
the lack of standardized benchmarks to measure
human preferences in this rapidly evolving field.

LLM-as-a-Judge LILM-as-a-judge is an evalua-
tion method for LL.Ms in which a superior model
is used to judge the results of other models. Zheng
et al. (2023a) proposed three variations of Model-
based-evaluation referred to as LLM-as-a-judge.
The first, pairwise comparison (Peng et al., 2023;
Bubeck et al., 2023), involves directly assessing
two answers to determine superiority or a tie. The
second, single answer grading, assigns a score di-
rectly to a response (Wang et al., 2023; Mao et al.,
2023). The third, reference-guided grading, incor-
porates a reference solution, beneficial for math
problems (Bubeck et al., 2023).

3 Dataset Construction

In order to measure the performance the perfor-
mance of the models on repository-level program-
ming, we create a new evaluation dataset named

210



Source Code

. Meta-Information
Semantics

e+ #s B =
& S2s B

Figure 1: Overview of the three dimensions of the eval-
uation dataset. The dimensions include source code
semantics, dependencies, and meta-information Q&A.
These dimensions are designed to provide comprehen-
sive information about the source code files, their rela-
tionships with modules and libraries, and general infor-
mation about the repository.

Dependencies

SpyderCodeQA comprising of 325 samples es-
tablished on the Spyder IDE’. It is based on three
dimensions: source code semantics comprehension
(Subsection 3.1), dependency comprehension (Sub-
section 3.2), and meta-information comprehension
(Subsection 3.3). Figure 1 presents an overview
of the three dimensions of the evaluation dataset.
The first one aims at understanding the containing
text and code elements about the repository source
code and being able to answer semantic questions
about it. The second dimension evaluates the abil-
ity to understand the relationships between files
within the repository and between files and im-
ported libraries. The third dimension assesses the
ability to understand general information about the
repository using README files (build commands,
requirements or legal information of the repository,
unrelated to the source code).

The following subsections provide an overview
of the creation process for each dimension in detail.
Typical samples for each dimension are shown in
Appendix A in Figure 8.

3.1 Source Code Semantic Comprehension

For creating the source code semantics comprehen-
sion dimension, ten experts computer science are
asked to manually create the Q&A pairs using the
Spyder IDE repository source code. For this pur-
pose, we develop a custom web application using
Python Django® to write question pairs given the
code snippet (see Appendix A for more details).
The first goal is to create Q&A pairs for one
of the 5673 snippets (2000 characters max) from
the 2083 Python files randomly selected from the
open-source Python repository Spyder IDE. We

5https ://github.com/spyder-ide/spyder/tree/
0f839829a27d401b998416e049ef1199656900f1
6https ://www.djangoproject.com

demonstrate those code snippets in the web appli-
cation and ask the experts to create a question and
the answer. Meta-information such as the module
name, file name, and the start and end line of the
code snippet is also given. The example of the
interface is shown in Appendix A in Figure 9a.

The second task is to rate the created Q&A pairs
from other participants to ensure the quality of the
pairs on a 1-10 scale and optionally leave com-
ments. The instructions for the rating task and
the process for rating the Q&A pairs are shown
in Appendix A. In the interface, the text areas are
replaced with two rating forms (Figure 9b).

The last step of the dataset collection is the qual-
ity control of the collected Q&A pairs. In total,
189 questions were created and rated by the ex-
perts. The pairs scored with less than 3 points are
automatically removed from the dataset. Pairs with
a rating between 3 and 5 are manually curated. As
a result, the final size encompasses 140 Q&A pairs.

3.2 Dependencies Comprehension

Q&A pairs for dependencies comprehension aim
at measuring the ability to understand the depen-
dencies between code files. Therefore, we present
the AST algorithm (Appendix A) to identify depen-
dencies between files, modules, and libraries.

It recognizes four types of imports: complete li-
brary imports, imports from libraries, complete file
imports, and imports from files. We also identify
the type of the imported artifacts (class, function,
or assignment): whether is it a library-based or a
file-based import. The algorithm also provides in-
formation on each Python file in the repository (file
name, import category, and artifact name).

The raw dependencies are further processed with
the OpenAlI API using the “gpt-3.5-turbo-1106"7
model (temperature is set to 1.5, the maximum
token limit is 256, and the top p-value is 1, the
frequency and presence penalties are set to 0). In
Appendix D, Figure 12 presents the full system
prompt for generating the Q&A pairs along with
the example to improve generation abilities.

As a result, 1319 Q&A pairs were generated
using the OpenAl API from 686 unique file names.
To ensure the quality of the dataset, a final set of
135 Q&A pairs was randomly chosen and manually
verified for correctness by an expert annotator. This
was done by cross-checking the repository’s source

"https://platform.openai.com/docs/models/
gpt-3-5-turbo
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code to ensure that the questions and answers were
both correct and made sense. The random selection
process was implemented to minimize the amount
of manual effort required for verification.

3.3 Meta-Information Comprehension

To understand the model ability to understand gen-
eral information about a repository, such as its pur-
pose, features, documentation, license, and con-
tribution opportunities, we create Q&A pairs for
the meta-information dimension. We first extract
all files with the suffixes .md, .txt, and .yml, result-
ing in 29 files that included meta-information. We
focus on the information about the repository in-
stallation, the available and supported versions of
the packages, and the rules for contributing. We
ask our expert annotator to create triplets contain-
ing questions, answers, and meta information (file
name and the module) resulting in 50 questions.

4 Methodology

This section describes the methods we implement
in the paper. First, we describe the data preprocess-
ing step (Subsection 4.1), which is common for all
approaches. Then we explain the self-alignment
approach in Subsection 4.2 and our implementation
of RAG in Subsection 4.3. Subsection 4.4 explains
how both approaches can be combined.

4.1 Data Preprocessing

To fit the desired structure for fine-tuning models
using self-alignment or creating a vector database
for RAG, a pre-processing pipeline is created.
First, we fetch the Spyder repository and load
each file type using individual loader classes. With
a chunk size of 1500 characters and an overlap of
200, the file was divided into chunks of a maximum
of 1500 characters, each overlapping by 200 charac-
ters. From the code chunks, all available metadata
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is extracted: file name, module, flag whether the
chunk contains a class or function, start and end
line numbers, and all file imports. In the final step,
the extracted metadata are added to the chunks and
saved as .jsonl file and uploaded into Huggingface®.

4.2 Fine-tuning with Self-Alignment

This subsection overviews the fine-tuning process
with self-alignment mainly inspired by Zheng et al.
(2024). It comprises of the following steps: data
generation (self-augmentation), data curation (Self-
Curation). Afterwards, we perform the model fine-
tuning on the generated dataset.

Self-Augmentation First, we provide the repos-
itory code chunks as input into the base model
(Mistral 7B) to generate the dataset Dy that ex-
plains each line of code in the chunk and add one
randomly selected question from a predefined ques-
tion corpus (See Appendix B). Then, we generate
the Q&A pairs (D7) from this source code explana-
tions Dy. We instruct the module to include file and
module names to ensure the model always knows
the file the question aims for. The prompt also
specifies that code should be added to the answer.
Both system prompts for generating Dy and D are
shown in Appendix D in Figures 12 and 13.

In addition to the code chunk with explanations
from Dy, we also provide an example question se-
lected from a question corpus inspired by Liu and
Wan (2021). We manually limit possible question
examples to be used, as the question should belong
to one of three dimension types: source code se-
mantics, dependencies and meta-information, like-
wise the dimension in the manually created dataset
in Section 3. The list of selected questions can be
found in Figure 10.

It is important to note that the pipeline to gener-
ate Q&A examples can be executed multiple times
in a row, resulting in datasets that differ from each
other. We execute the self-augmentation step twice
for 7943 chunks to create two datasets DO, result-
ing in 15,886 data samples that are further pro-
cessed to the curation step of the Q&A dataset.

Self-Curation To generate high-quality training
data, we curate the data samples to collect the final
dataset denoted in Figure 2 (a) as D2. We ask the
base model (Mistral 7B) to evaluate the Q&A pairs
on a scale from 1 to 5. The system prompt is dis-
played in Fig. 15. The model evaluates whether the

8https://github.com/pesc1@1/ma_11m/blob/main/
README . md

response is a good example of how an Al Assistant
should respond to user instructions. A score of 1
indicates that the answer is incomplete, not pre-
cisely what the user asked for, or off-topic. A score
of 5 represents a clear and well-structured answer
from an Al assistant that thoroughly answers the
user’s question. All examples with a score lower
than 4 are removed from the dataset. As a result,
our training dataset comprises 14,434 Q&A pairs.

Fine-Tuning The base model (Mistral 7B) is
trained for 5 epochs using supervised fine-tuning
(SFT) (Ouyang et al., 2022), 4-bit Quantization
Low-Rank Adapters (QLoRA) (Dettmers et al.,
2023) on the generated Self-Aligned dataset and
Flash Attention 2 (Dao, 2023). After the training,
the LoRA layers were merged into the base model
Mistral 7B to reduce the response time when using
the model for inference. The training details can
be found in Appendix C.

4.3 RAG Approach

The implemented RAG pipeline is illustrated in
Figure 2 (b). We use the preprocessed chunks to
generate 768-dimensional vector representations of
chunks using the Instructor embedding model (Su
et al., 2023). This pre-trained model with 110 mil-
lion parameters generates embeddings that can be
used for retrieval, classification, or semantic search
tasks. The data is stored in the in-memory version
of Chroma’, an optimized database for storing vec-
tor representations. The database is initialized by
assigning an ID to each chunk and indexing the
metadata. This ensures a quick response time and
enables data retrieval based on metadata queries.
For the retrieval step, we also use the Instructor
model to transform the query into a standardized
768-dimensional vector. During the generation
step, we use the system prompt displayed in Figure
16 as input to the LLM (the base Mistral 7B model)
to generate the answer. It utilizes the question and
the retrieved code chunks as input and generates the
answer to the question as output. Thus, our RAG
approach aligns with the concept of "inference"
(Huang and Huang, 2024).

It is also important to note, that we apply both In-
structor and Mistral 7B models without additional
fine-tuning.

9https://www.trychroma.com
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Figure 3: LLM-as-a-judge pairwise evaluation (Zheng et al., 2023a). The LLMs M; and M5 are tested against each
on SpyderCodeQA. The judge (GPT-3.5) receives the system prompt with the original question, the correct answer,
both answers A; and A, and the instruction to judge both answers and determine the outcome.

4.4 Combined Approach

As the combined approach, we replace the base
Mistral 7B model with the fine-tuned model from
the self-alignment step in Subsection 4.2. We ex-
pect the fine-tuned model might produce better re-
sults when enhanced with the correct chunks from
the RAG pipeline. Additionally, retrieved chunks
should also prevent the LLM from hallucinating.

5 Evaluation

This section describes two evaluation strategies ap-
plied in the paper: using LLMs (primarily GPT
3.5/4) as judges (Zheng et al., 2023a) and standard
benchmark evaluation using metrics. LLM-as-a-
judge methods are preferred over BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004), as they can
only evaluate the semantic similarity between hu-
man and model-generated responses, which might
not be related to the correctness of the responses.

5.1 LLM-as-a-judge

The performance of models on the Q&A evalua-
tion dataset created in Section 3 is evaluated pair-
wise using strong LLMs (primarily GPT 3.5/4) as
judges (Zheng et al., 2023a) (using the same hyper-
parameters for the judge model as in generation:
temperature of 0.7, top-P of 0.9, and max token of
2500). We test the base model against its modified
version (finetuned Self-alignment, RAG, or the two
methods combined).

Figure 3 shows the model-based pairwise com-
parison pipeline. For each Q&A pair in the evalu-
ation dataset, the two models M7 and My answer
the question of the Q&A pair. Then the LLM (GPT-
3.5) model is instructed in the system prompt to act
as a judge to evaluate the quality of responses A
and As. The prompt template is shown in Figure
18. It consists of a question (“User Question™) and

the generated answers (“Model Solution™). To en-
sure clarity, each piece of information is enclosed
with an identifier in square brackets, indicating the
type of information. The evaluation could also re-
sult in “No value” when the judge does not return
the output in the correct format.

We utilize the Average Win Rate (AWR) metric
for evaluation. AWR is the proportion of Q&A
pairs the judge has decided that one model is bet-
ter than the other or it is not a tie. The average
is calculated over k runs executed with the same
parameters to take into account possible deviations.

5.2 Existing Benchmarks

In addition to evaluating whether a coding assistant
has become better at answering questions about a
repository, we also test whether the code generation
abilities have changed after fine-tuning. Therefore,
two benchmarks are used to evaluate the “catas-
trophic forgetting”: HumanEval introduced by Ope-
nAl (Chen et al., 2021) and Mostly Basic Program-
ming Problems (MBPP) (Austin et al., 2021). Both
benchmarks use the pass@k unbiased estimator
which is computed as follows (n is the total num-
ber of samples, c is the number of correct samples
and E is the expected value):
n—c
(")

pass Qk := Pro}[)[;:ems 1-— N (D)
k

6 Results and Analysis

In this section, we present the results using LLM-
as-a-judge and the existing benchmarks (Subsec-
tions 6.1 and 6.2). In Subsection 6.4, we discuss
the additional experiments with the training size
and applying GPT-4 as the judging model. The
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Figure 4: Average win rate for each experiment using LLM-as-a-judge evaluation on the SpyderCodeQA. All
experiments were executed with £ = 3 runs. The error bars indicate the standard deviation. (a): compares the
fine-tuned Mistral 7B vs. Mistral 7B. (b): compares Mistral 7B with a RAG pipeline vs. Mistral 7B. (¢): compares
fine-tuned Mistral 7B with a RAG pipeline vs. Mistral 7B. (d): compares fine-tuned Mistral 7B vs. GPT-3.5 Turbo.

qualitative analysis of the results can be seen in
Subsection 6.3 and in more detail in Appendix F.

6.1 LLM-as-a-Judge on SpyderCodeQA

The average win rate results for £ = 3 runs are
shown in Figure 4 for all approaches. We describe
them separately in the following paragraphs.

Fine-tuning with Self-Alignment The results in
Figure 4 (a) suggest that in approx. 57% of the
Q&A pairs, the answer of the fine-tuned model
is preferred, while in approximately 36% of the
pairs, the answer of the base model is preferred.
The LLM-as-a-judge evaluation method consists
of kK = 3 runs, where in each run the order of the
answers given to the judge is randomized to reduce
position bias. The error bars indicate the standard
deviation of the runs. The low variance for each
output indicates that LL.M-as-a-judge is consistent
over several evaluation runs.

Additionally, the fine-tuned model performs best
on the human-labeled dimension code semantics.
With 62%, it won almost two-thirds of the Q&A
pairs. For the dependency dimension, the fine-
tuned model is also better than the base model but
has only a 54% win rate. The model performed
the worst in the meta-information dimension, in-
dicating that the fine-tuning process reduced its
performance in this dimension.

RAG Approach In Figure 4 (b), we can see that
for 57% of the Q&A pairs, the judge prefers Mistral
7B with the RAG pipeline, which aligns with the
previous approach. Also, the win rate for the base
model and the percentage of Q&A pairs that aren’t

correctly judged is similar to the Self-alignment
pipeline and are close to 37% and 5% respectively.

The results of the different dataset dimensions
differ from those of the Self-alignment pipeline.
Although both approaches perform the same with
a 1% difference in the code semantics dimension,
there is a difference of 2 standard deviations in the
results for the dependencies. The meta-information
dimension shows the biggest difference, with the
base model using the RAG pipeline outperform-
ing the base model. This suggests that the RAG
pipeline supports the model in answering questions
related to the meta-information but is less useful
for answering questions regarding dependencies.

Combined Approach The results for the com-
parison with the combined approach are shown in
Figure 4 (c). The average win rate is approximately
64%, which is higher than that of the two pipelines,
respectively. This suggests that there is a positive
interaction effect between them. When examin-
ing each dimension separately, the best results are
achieved for the code semantics dimension. With
an average of 70% win rate, the model is in 7 out
of 10 questions better than the base model. That
indicates that this combination is a further improve-
ment regarding code semantic questions. The re-
sults for the dependencies dimension demonstrate
an average win rate of 61% and also indicate the
efficiency of the interaction of both pipelines. For
the meta-information dimension, the model shows
a 51% average win rate, which means no improve-
ment over the base model.
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GPT-3.5 Turbo In the last experiment, we
compare our best-performing model with the
gpt-3.5-turbo-1106 as a code assistant instead
of the base model. We acknowledge that the
gpt-3.5-turbo-1106 approach does not get code
snippets as input, however, our main idea was to
check whether the fine-tuned model indeed learns
the context from the given repository. Otherwise,
the results of the Self-alignment fine-tuned model
and GPT-3.5 would be comparable. It is worth not-
ing that GPT-3.5 was utilized as the judge as well;
therefore, it rates its responses in this experiment.

The results are presented in Figure 4 (d). The
combination of the fine-tuned model with an RAG
pipeline outperforms GPT-3.5, with an average win
rate of 72%. Only 20% of the Q&A pairs were won
by GPT-3.5. However, it is worth noting that the
rate of not finding a rating by the judge is slightly
higher than with Mistral 7B.

The code semantics and dependencies results
are even better at the dimensions, with 78.3% and
74.07%, respectively. That indicates that the fine-
tuned model with the RAG pipeline is a better cod-
ing assistant on repository level than GPT-3.5.

6.2 Benchmark Results

Figure 5 presents the percentage of solved tasks
by the base model Mistral 7B and the fine-tuned
model with Self-Aligned data on the HumanEval
(Chen et al., 2021) and MBPP (Austin et al., 2021)
benchmarks. For each benchmark, the pass@1 and
pass@10 are calculated. However, the results for
both benchmarks are not very promising. The base
model outperforms the fine-tuned model on Hu-
manEval on pass@1 with 6.8% and on pass@10
with 8%. Similar results were found on the MBPP
benchmark with a difference of 11.5% on pass@1
and 12.6% on pass@10. This decrease in scores
indicates that the general coding ability of the fine-
tuned model has been reduced. The possible reason
for the poorer performance could be the modified
prompt template, as the model is fine-tuned for an-
swering Q&A pairs and not for pure coding tasks.

6.3 Results by Question Type

We also take a closer look at the concrete examples
and provide more qualitative insights about how
the RAG pipeline affects the output of the LLM
model and improves performance. The examples
are shown in Appendix F. Each example consists
of the original question and answer, the answer of
the two models, and the judgment at the end.

= Mistral 7B ® Ours

100 HumankEval MBPP

80

60

48

40

% of tasks solved

20

pass@1 pass@10 pass@l pass@10

Figure 5: % of tasks solved for HumanEval (Chen et al.,
2021) & MBPP (Austin et al., 2021) for the base model
Mistral 7B and the fine-tuned model.

Regarding the Source code semantics compre-
hension, we can see from Figures 21-23 that each
approach demonstrates its benefits when combined.
The fine-tuned model answer is nicely formatted,
and the RAG pipeline answer is contextually cor-
rect. The combination of both approaches fulfilled
both requirements, providing a well-formatted an-
swer with a good explanation of the class and the
correct code snippet. For the Dependencies types
of question in Figures 24-26, we can see that the
base and the fine-tuned models without RAG can-
not provide information about imports used, there-
fore, they might not be able to perform well for
these tasks. Meta-information types of questions
show a similar trend in Figures 28 and 29 where
approaches using RAG in the pipeline demonstrate
a more accurate response.

Quantitative results in Tables 1-3 (Appendix E)
demonstrate quite an opposite tendency: for the
Dependencies Meta-information types of questions
GPT-3.5/4 prefer the pipelines with RAG in fewer
cases than the RAG and Combined approaches.
Code Semantics questions are better solved when
provided the context from RAG and the Combined
approach. Nevertheless, all developed pipelines
outperform the base model for all three dimensions.

6.4 Ablation Study

This section presents supplementary experiments
that provide a deeper insight into the number of
dataset samples and the choice of the judge model.
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Figure 6: Average Win Rate (K = 3) in % for each ex-
periment respectively on the SpyderCodeQA. (a): fine-
tuned model once vs. Mistral 7B. (b): fine-tuned model
trained twice vs. Mistral 7B. (¢): fine-tuned model
trained quadruple vs. Mistral 7B.

Training Dataset Size To create different sizes
of the training dataset, the self-augmentation was
executed once (a), twice (b), and quadruple (c). The
related loss curves and learning rates are shown in
Appendix C. From the results in Figure 6, we can
see that in all three experiments, each fine-tuned
model learned about the repository, as reflected in
the higher average win rates compared to the base
model. However, the best-performing model was
achieved using the self-alignment pipeline twice to
create the training dataset. The Average Win Rate
is considerably higher than the models trained with
one or quadruple datasets, with an improvement of
approximately three standard deviations.

We assume that the reason for the optimal num-
ber (2) for the self-alignment step might be ex-
plained by the number of unique Q&A pairs. The
quadruple design adds only a few new pairs while
having many duplicates, which may cause the
model to overfit.

Judgement with GPT-4 Turbo The results of
comparing the GPT-3.5 and (more expensive) GPT-
4 models as judges are presented in Figure 7. The
corresponding results for each dimension can be
found in Appendix E in Table 3. Both judges rate
the quality of the response of the fine-tuned model
with the RAG pipeline higher. However, GPT-4
prefers more the fine-tuned model and chooses a
tie in almost 10% as judgment, which is more of-
ten than GPT-3.5. Furthermore, only 0.3% of the
answers belong to the “No value” type, indicating
that GPT-4 can judge the performance of models
more consistently and accurately.

100
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= Ours
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20 18.5
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ol 03 03 NI MO BN — = LER

Combined vs. Mistral 7B Combined vs. Mistral 7B
Judge: GPT-3.5 Turbo Judge: GPT-4 Turbo

71.7

win rate in %

Figure 7: Win Rate in % for each experiment respec-
tively on the SpyderCodeQA. Left: Fine-tuned model
with RAG pipeline vs. Mistral 7B judged by GPT-3.5
Turbo. Right: Fine-tuned model with RAG pipeline vs.
Mistral 7B judged by GPT-4 Turbo.

7 Conclusion

In this paper we introduce a new manually cre-
ated dataset — SpyderCodeQA — which includes
325 question-and-answer pairs (Q&A pairs) from
the Spyder IDE repository. We split it into three
question dimensions: semantics understanding, de-
pendency understanding, and knowledge of repos-
itory meta-information. We also present a series
of experiments using Self-alignment, RAG, and
their combination to evaluate LLMs’ performance
on repository-level code Q&A using the generated
dataset. We show that the quality of the system can
be significantly improved when applying both ap-
proaches together: the LLM-as-a-judge win rate is
approximately 64%, which is 7% higher than both
approaches separately. Regarding the models’ per-
formance on different dataset dimensions, we can
see that they perform exceptionally well for code
semantics, which is the human-labeled dimension.

In future work, we plan to improve the Self-
alignment pipeline to create a more diverse dataset
that includes Q&A pairs mainly focused on code
generation to prevent the “catastrophic forgetting”
of the model. Another possible direction is to per-
form the human evaluation to better align the model
with user needs. It would provide additional in-
sights since humans are the target audience for
Q&A on repository-level programming, and they
often have more knowledge about the repository, al-
lowing them to better judge the model’s responses.
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Limitations

This section outlines the limitations regarding the
approaches and the created dataset.

Small dataset size Other datasets in this research
area include CS1QA (Lee et al., 2022), a dataset
for code-based question-answering in the program-
ming education domain or CodeQA (Liu and Wan,
2021) for the code comprehension task have much
bigger samples than the dataset that is introduced
in this thesis. CS1QA with over 9k pairs and Cod-
eQA with approx. 200k are much bigger. While
both datasets aim for slightly different goals, it is
important to mention that the generalizability and
value of the evaluation results should be treated
with caution.

Different Knowledge Level of Creators For the
source code semantic dimension, the Q&A pairs
were created by humans. While the number of
participants was with ten people quite low, also
the knowledge level of the participants about the
Python programming language and the working
experience was high. That could lead to a bias in
the difficulty of the questions asked. Assuming you
want to test whether a model can answer simple
questions for beginner programmers, the questions
from the semantic dimension may not necessarily
be helpful and accurate.

Unknown repository The individuals who took
part in the study considered themselves experts
in Python, however, none of them had previously
contributed to the Spyder IDE repository. Essen-
tially, this means that none of the participants were
experts in this specific code base. Although this
may not pose as a disadvantage, it does suggest
that the questions and answers provided may not
be as in-depth as those provided by a Spyder IDE
contributor.

Low heterogeneity of the Q&A pairs in depen-
dency dimension The Q&A pairs in the source
code semantic dimension have a great variety, but
the ones generated automatically in the dependency
dimension are often very similar. The reason be-
hind this is to assess the model’s ability to answer
these questions accurately. However, a wider range
of questions would be preferable to test the model’s
performance as a coding assistant. Therefore, a fur-
ther improvement of the dataset would be adjusting
the model’s system prompt that generates the Q&A

pairs or developing a new way to measure the de-
pendencies of the different repository components.

Only 1-hop Dependencies The relationship be-
tween the two source code files is adequately de-
scribed using the dependencies dimension. How-
ever, the dataset dimension lacks a mapping that
goes beyond the linking of two files. Therefore,
it would be beneficial to devise a way to create
2-hop or even n-hop structures that the models can
comprehend.

Meta-Information dimension is self-generated
The quality of the source code semantic dimension
dataset was ensured through a rating process con-
ducted by participants. The dependency pairs were
also manually verified to be correct. However, the
meta-information dimension lacks quality testing.
The Q&A pairs were created exclusively by the au-
thor of the thesis, which could introduce bias in the
formulation of the questions and answers and the
selection of information to create the pairs. This
dimension may not be as objective as others, as
different people may create completely different
pairs.

Self-generated training dataset The Q&A pairs
generated by the self-alignment process may not be
semantically and syntactically correct. Although
the model has been trained to match questions with
the corresponding answers, it is not guaranteed that
the generated code is functionally correctly repro-
duced and that the generated question is similar to
a user request. The model itself curates the Q&A
pairs, but the curation can only verify if the ques-
tion matches the answer and seems to be correct.
Therefore, the curation/verification process could
be further improved in this pipeline step.

Data is limited to one Python repository The
evaluation is limited to one Python repository that
has its unique structure. This is important to con-
sider as the model may behave differently when
applied to other repositories, which could result in
biased results. In addition, the evaluation results
only cover a limited set of questions that could arise
concerning repositories. Given the vast range of
programming languages, frameworks, and projects,
these results may not be applicable in all scenarios.

Choice of Model & Embeddings There exist
dozens of large pre-trained generative models and
embeddings that could be applied to the task. How-
ever, we report the results for the Self-Alignment
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technique only with Mistral-7B and the basic RAG
approach with the Instructor embeddings. An al-
ternative base LLM or embeddings could further
improve the results.

Our goal was to compare RAG-based and fine-
tuning approaches on the repository-level Ques-
tion Answering task and not to make an exhaustive
search of all models, embeddings, and pipelines.
We leave these experiments as future work.

Using LLM-as-a-judge instead of human eval-
uation Regarding evaluating the model’s perfor-
mance, the LLLM-as-a-judge approach also has its
limitations. Despite the elimination of the posi-
tion bias and the attempts to use GPT-4 as a judge,
the evaluation is not flawless. The superior model
judges the answers, but sometimes, the criteria
are chosen by the model itself and do not match
those of humans. Also, the correctness of the pro-
duced code is often not sufficiently verifiable for
the model, as it does not have access to the neces-
sary source code.

Chunking of the code file Despite its advantages,
the RAG pipeline has some limitations that must
be considered. One major limitation is that the
context provided to the LLM is always just a por-
tion of the file, which means that knowledge about
multiple files is not processed, and the connection
between the files and the code cannot be consid-
ered. To address this, the context would need to
be pre-processed better. One possible solution is
to have a hierarchical structure that provides con-
text at different levels and contains summarized
knowledge. For example, a description of what a
module is responsible for or how the general struc-
ture of the module could be added to each chunk
of each file in the module. That additional infor-
mation should further help the model gain a deeper
understanding of the repository.

Number of chunks retrieved For all experi-
ments, the number of chunks was set to /N = 1, but
it could also be interesting to test whether the num-
ber of chunks could further improve the model’s
performance. Also, the size of the chunk and the
overlapping characters are possible variables for
optimizing the results.

Catastrophic Forgetting As mentioned in Sec.
5, the model’s performance decreased on both
MBPP (Austin et al., 2021) and HumanEval (Chen
et al., 2021) benchmarks following the fine-tuning

process. This shows that fine-tuning can change
models’ abilities to perform certain tasks. There-
fore, the conducted experiments do not clarify how
the model enhances its capacity to handle the con-
text, particularly source code, and grasp it deeper
after the fine-tuning process.
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A  SpyderCodeQA

Dataset Examples For each dataset dimension, three Q&A pairs from SpyderCodeQA are presented.

Code Semantics

Question: In file script.py in module app.tests, what is arr and what is it set to?
Answer: arr is a numpy array initialized with the list li, which is set to [1,2,3] before.

Question: Why is there a todo in this snippet and what has to be done so that it can be removed?
Answer: According to the TODO comment there is a section needed until all core plugins are migrated. Then it can be
removed.

Question: What is the task of test_generate_cookiecutter_project_defaults?

Answer: The task is to test the function generate_cookiecutter_project.The test case creates some temporary files. and
then calls generate_cookiecutter_project with the path to these temporary files. Finally, it is tested that value is in the
result and the status is true. This probably indicates that the cookiecutter project was successfully initiated.

Dependencies

Question: Which libraries are directly imported in the file "spyder/plugins/ipythonconsole/utils/manager.py"?
Answer: The directly imported libraries in the file "spyder/plugins/ipythonconsole/utils/manager.py" are: os, signal,
psutil, and asyncio.

Question: Is the module qtpyQtCore instantiated in the file edgeline.py?
Answer: No, there is no instantiation of the module qtpyQtCore in the file edgeline.py.

Question: What file is imported from the file ’decoration.py’ within the programming repository?
Answer: spyder/utils/palette.py

Meta-Information

Question: What version of Python is required to run Spyder?
Answer: Spyder requires Python 3.8 or higher as its core language.

Question: What are the main components of the Spyder IDE?

Answer: The software has five main components:

1. Editor: Multi-language editor with real-time code analysis tools, automatic code completion, and go-to-definition.
2. Interactive Console: IPython consoles with workspace, debugging support, and inline plot rendering.

3. Documentation Viewer: Real-time documentation rendering with Sphinx for classes and functions.

4. Variable Explorer: Inspect any variables, functions, or objects created during your session.

5. Development Tools: Static analyzer, interactive debugger, profiler, project support, file explorer, and full regex search.

Question: What is the first step to be taken after releasing a new version of Spyder?

Answer: The first step is to publish the release on the GitHub Releases page. This involves copying the contents of the
previous release description, updating relevant information and links to point to the new Spyder version and changelog
entry, and editing the previous release description to only have the changelog line.

Figure 8: For each dataset dimension three example Q&A pairs are presented.

Django Web App Interface An online study was conducted to create these pairs, and a custom web
application was developed using Python Django as a backend service and HTML, CSS, vanilla JavaScript,
and Bootstrap 5 for the user interface. The web app was hosted on a private home server during the
data collection. Fig. 9a shows the UI for creating Q&A, and Fig. 9b for rating the Q&A from other
participants.

Creation of Code Semantics Q&A  Participants were given a random code snippet from the open-source
Python Spyder IDE code repository during the online study. These snippets were generated using the
LangChain package’s document loader and text splitter'. The 2083 Python files in the repository were
divided into 5673 text chunks to create these code snippets. The source code was chunked using Python
syntax and specific cutting points like \nclass, \ndef, and \n\tdef. Each chunk was not larger than
2000 characters. If the splitter within the chunk size found none of these cutting points, the splitter uses

lhttps ://python.langchain.com/docs/modules/data_connection/document_transformers/
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(a) Web App frontend for creating Q&A pairs. Two input fields (b) Web App frontend for rating Q&A pairs. Two slider inputs
are on the left for entering questions and answers, and the Code are on the left for entering a rating from 0 (bad) to 10 (perfect),
snippet is on the right. Users submit a Q&A with the green and the Code snippet is on the right. Users submit a rating
button and mark it as Bad Code, e.g., the code snippet is not using the green button. Understanding problems with rating
understandable, with the yellow button. the Q&A pair resulted in submitting the red button.

Figure 9: Web App frontends for creating and rating Q&A pairs.

]

secondary cutting points such as \n\n, \nand " ". In addition to the source code, meta-information
about the code snippets were stored. That included the file’s name and module and the start and end lines
of the source code. The procedure for identifying the start and end line involved fetching the file path of
the code snippet and comparing its content with the original file’s content. It then located the starting line
of the snippet by matching its first line with the lines in the file and determined the end line based on the
snippet’s length. The function also accounted for edge cases where the snippet may not be found within
the file or consists of only one line. After creating chunks of source code and meta-information, the data
was stored in an SQLite database using Django object-relational mapping in Python.

The interface for the creation task is shown in Figure 9a. The left side of the interface contained two
text areas, one for entering the question and the other for entering the answer. On the right side, the code
snippets from the repository were displayed, along with meta-information such as the module name, file
name, and the start and end line of the code snippet.

Participants were given login credentials via messenger or email with a link to the web application.
Before executing the study, each user was asked to provide personal information. The required information
included their highest computer science degree (Bachelor’s, Master’s, PhD, etc.), the number of semesters
studied in total (rated on a scale of 1-10+), their self-rated coding skills (general and Python, rated on a
scale of 1-5), and their field of study. This information was only collected to filter out bad Q&A pairs
when participants had low coding or working experience.

Users could pause the study by logging out and resuming where they left off later, as the app automati-
cally saved their progress. The execution duration of the study lasted an average (median) of 1 hour and
22 minutes, with the fastest participant finishing in 38 minutes and the slowest in 8 hours and 18 minutes.
This large number is because the participants could interrupt the study to continue it later.

Creation of Dependencies Q&A The keywords import or from are used in Python to import an
artifact. The algorithm identified four types of imports: complete library imports, imports from libraries,
complete file imports, and imports from files. It is possible to identify the type of imported artifact for
the categories imported from the library and file. The algorithm provides information on each Python
file in the repository, including the file name, import category, and artifact name. The analysis involves a
DirectoryAnalyzer to evaluate directories and a FileAnalyzer class to analyze individual files.

The DirectoryAnalyzer class is designed to systematically analyze a given directory’s contents. Upon
invocation of the analysis procedure with a specified directory as input, the algorithm initializes an empty
list to store the results. Utilizing the walk() function from the os package in Python, the algorithm
traverses through the directory hierarchy from the top-down, iteratively examining each file encountered.
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For files with a ".py" extension, the algorithm constructs the full file path and instantiates a FileAnalyzer
object to analyze the file further. The dependencies of the file are then retrieved through the analysis
method of the FileAnalyzer object, and these dependencies are appended to the list of results. Finally, the
algorithm returns the accumulated list of file dependencies, providing insights into the interdependencies
within the directory’s Python files.

The FileAnalyzer class extracts the dependencies from the Python files. Upon invocation of the analysis
procedure with a file object as input, the algorithm first reads the content of the file and initializes an empty
list to store samples. Subsequently, it iterates through the Python code’s AST representation, identifying
import statements. Depending on whether the import is of the form import module or from module
import ..., the process_node procedure is called to extract the relevant dependency information.
This information includes the imported library name, the category of import (either "file_import" or
"library_import"), and the file path of the imported module.

The process_node procedure, implemented within the same class, is responsible for processing
individual AST nodes corresponding to import statements. It discerns the library name and import category,
retrieves the file path of the imported module, and appends this information to the list of dependencies.
Furthermore, the get_artefact_type procedure, also part of the FileAnalyzer class, determines the type
of artefact defined in the Python file (e.g., function, class, variable) by traversing the AST and inspecting
its structure.

Additionally, the is_file_import () function aids in determining whether an import statement refers
to a file within the project directory or an external library. This function evaluates the module name and
checks if it corresponds to a file within the project directory structure. If the module name starts with a
dot (indicating a relative import), it constructs the full file path and checks its existence. Otherwise, it
searches for matching files within the project directory using a specified search pattern.

The analysis of the Spyder IDE repository revealed that it has 7907 dependencies. The data shows a
significant difference between the types of imports used. The project heavily relies on libraries, with 3305
instances sourcing the whole library and only 27 instances sourcing the whole files directly. This suggests
that the project prefers to use external resources instead of local file dependencies. Furthermore, the
dataset indicates that 686 files were used in the project, indicating that the project operates at a moderate
scale. When examining only the imports from files, the imports are mainly classes, with 1265 occurrences,
followed by functions, with 1048 instances, and assigns, with 569 instances. Additionally, the algorithm
failed to predict the correct artifact type in 140 instances where the artefact type was unknown. This
distribution highlights the predominant use of classes and functions.

Data Aggregation The raw dependencies were processed further using the OpenAl API using the
"gpt-3.5-turbo-1106" model. The temperature was set to 1.5 to ensure creativity in the creation process,
the maximum token limit was 256, and the top p-value was set to 1. The frequency and presence penalties
were set to 0. These parameters were carefully selected to create diverse, contextually relevant questions
and concise, coherent responses within specified token limits. To ensure that good Q&A pairs are built,
a system prompt must lead to the desired result. Fig. 12 presents the system prompt for generating the
Q&A pairs. Before generating the pairs, the assistant was instructed to create questions that could be
answered with a "no". This ensured that guessing the most common libraries would not be a viable
solution. Example questions were provided to help guide the model, such as asking which libraries were
used in a particular file or where a function belongs to a particular library.

1319 Q&A pairs were generated using the OpenAl API from 686 unique file names. Despite several
attempts to modify the prompt to yield only one question and answer, the API often returned several
questions and answers for a single request. To ensure the quality of the dataset, a final set of 135 Q&A
pairs was randomly chosen and manually verified for correctness. This was done by cross-checking the
repository’s source code to ensure that the questions and answers were correct and made sense. The
random selection process was implemented to minimize the manual effort required for verification.
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B Question Corpus for Source Code Semantic

Code Semantics

What is the name of the function/ class?

Which parameter does the function/ class has?

Which return type does the function/ class has?

Is it a Function or Class or Method?

Give me the code for the function <<name>>?

‘What functionality does this code aim to achieve?

What are the expected outputs or outcomes of running this code?
What variables are used in this code, and how are they defined?
What data structures are utilized, and why were they chosen?

How does the code control the flow of execution?

Are there conditional statements or loops, and how do they operate?
How does the code handle errors or unexpected situations?

Are there mechanisms in place to catch exceptions or problematic scenarios?
How might you improve the efficiency or performance of this code?
Is this code scalable for larger datasets or more complex scenarios?
How easy would it be to maintain or extend this code in the future?
Is the code adequately documented with comments or docstrings?
Are there areas where additional documentation would be beneficial?
Does this code adhere to best practices and coding standards?

Are there any deviations from commonly accepted conventions?
How are variables initialized and assigned values in the code?

Are there any variable naming conventions followed in the code?
How are comments utilized within the code?

Are there any comments explaining specific lines or blocks of code?
What are the data types used for the variables, and how are they declared?

Dependencies

Does the code depend on external libraries or modules?

How are external dependencies managed or imported?

What external libraries or modules does the code snippet depend on?

How are the external dependencies imported within the code?

Are there any optional dependencies that are conditionally imported based on certain conditions?
How are version conflicts or compatibility issues managed with the dependencies?

Are there any considerations regarding licensing or usage restrictions for the external dependencies?

Meta-Information

Does this code rely on specific versions of external libraries or modules?

What is the filename and module name associated with the code snippet?

Does the file contain any classes or functions?

How many lines does the code snippet span from start to end?

Is there any additional metadata or information provided about the code snippet that could be relevant for understanding
its context?

How does the code snippet fit within the broader context of the module or project it belongs to?

Has the code snippet been tested, and if so, what testing methodologies were employed?

Figure 10: question corpus for source code semantic
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C Training Conditions

The model has trained 5 epochs with batch size 32 on an NVIDIA RTX A6000 with 49GB VRAM. The
computing cluster consisted of 128 CPUs and 1TB of RAM. The model was trained using BF16 precision,
which reduces the model’s memory consumption and improves performance and gradient checkpointing
to reduce memory accumulation. Cross-entropy loss was used, while the Adam optimizer was used with
B1 = 0.9, B2 = 0.999, following the implementation by Zheng (Zheng et al., 2023b). The learning rate
was set using a cosine decay scheduler, starting with an initial learning rate of 1le — 4 and a warm-up
ratio of 0.03. During each training run, the loss consistently decreased, with a significant drop at the end
of each epoch. The learning rate also behaved as expected, with the warm-up ratio leading to an initial
increase in the learning rate, followed by a gradual decrease over the training duration.

For quantization: LoRA R and Alpha 64, following the approach of equalizing the number of R and
Alpha to reduce noise, as suggested in this blog post'’. LoRA dropout was set to 0.1 and the weights were
calculated in 4-bit using normalized float-4 (NF4) for the calculation, as recommended by Dettmers et al.
(2023).

Flash Attention 2 (Dao, 2023) was used to speed up model training by a factor of 3 (Dao, 2023). For
the dataset with 14434 samples, the five-epoch training took four and a half hours. After the training, the
LoRA layers were merged into the base model Mistral 7B to reduce the response time when using the
model for inference.
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(a) During the training process of 5 epochs, the cross entropy loss development
value is demonstrated. Each line represents one training run. "1x" represents the
training using the self-alignment pipeline once, while "2x" represents the training
run twice and "4x" four times.
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(b) During the training process of 5 epochs, the value of the learning rate develop-
ment is demonstrated. Each line represents one training run. "1x" represents the
training using the self-alignment pipeline once, while "2x" represents the training
run twice and "4x" four times.

Figure 11: Loss function and learning rate shown for each training run

10https ://medium.com/@fartypantsham/what-rank-r-and-alpha-to-use-in-lora-in-11m-1b4f025fd133
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D Prompt Templates

You are an Assistant to create question answer pairs for a programming repository. You will receive a table with
information about all used imports and files of one file of a programming repository. Your task is create a short question
and answer pair about the table. Vary the question so that you are ask for only one specific row sometimes about the
whole table. Please either ask about imported libraries or imported files, orientate on the category column. Also write
questions where the answer is No or the questions ask for a library that does not exist. If you ask multiple question in one
prompt always provide the file name.

Example Question could be (FILL <<>> with data):

- Which libraries are used in the file <<FILE_NAME>>?

- What libraries are imported directly in the file <<FILE_NAME>>?

- Does the file <<FILE_NAME> > also uses the library <<LIBRARY_NAME>>?

- Is the <<MODULE>> part of the the file <<FILE_NAME>>?

- Are the files <<FILE_NAME>> and <<FILE_NAME_2>> highly coupled?

- What library does the function <<FUNCTION_NAME>> belong to in the file <<FILE_NAME>> within the
programming repository?

- Is the file <<FILE_NAME>> depending on the module <<MODULE>>?

Figure 12: system prompt for creating question-answer pairs

<<SYSTEM_PROMPT>>

You are a teacher for beginners in Python programming to explain Code.
First, explain from which file and module this code snippet is taken and which imports are needed. Then, explain the
code line by line.

Question: <<Teacher Question>>

Meta Data:

#file_name: <<FILE_NAME>>

#module: <<MODUL_NAME>>

#contains_class: <<BOOLEAN>>

#contains_class: <<BOOLEAN>>

#file_imports: <<IMPORTS_AS_LIST>>

#start_line: <<INTEGER>>

#end_line: <<INTEGER>>

<</SYSTEM_PROMPT>>

{{CODE_CHUNK}}

Figure 13: The following is a description of the prompt template utilized to generate the teacher data Dy. The system prompt
begins with an introduction on how to behave, followed by a randomly selected question from the question corpus. Additionally,
the meta data for the related code chunk is included. Following the system prompt, the code chunk is added as input.

You are a model to generate a question-answer pair. You will receive an explanation of a code snippet. The provided
function is Python code and is part of the Spyder IDE repository. Predict a question a user would ask. Always include the
name of the file, the module in the question and the start and end line of the file. Always include in your answer code
from the explanation. Provide your question-answer pair in the format:

Question: << Your Question>>

Answer: <<Your Answer>>

Figure 14: Prompt Template used to generate the Q&A Data D,
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Below is an instruction from an user and a candidate answer. Evaluate whether or not the answer is a good example of
how AI Assistant should respond to the user’s instruction. Please assign a score using the following 5-point scale: 1: It
means the answer is incomplete, vague, off-topic, controversial, or not exactly what the user asked for. For example, some
content seems missing, numbered list does not start from the beginning, the opening sentence repeats user’s question. Or
the response is from another person’s perspective with their personal experience (e.g. taken from blog posts), or looks
like an answer from a forum. Or it contains promotional text, navigation text, or other irrelevant information.

2: It means the answer addresses most of the asks from the user. It does not directly address the user’s question. For
example, it only provides a high-level methodology instead of the exact solution to user’s question.

3: It means the answer is helpful but not written by an Al Assistant. It addresses all the basic asks from the user. It is
complete and self contained with the drawback that the response is not written from an Al assistant’s perspective, but
from other people’s perspective. The content looks like an excerpt from a blog post, web page, or web search results. For
example, it contains personal experience or opinion, mentions comments section, or share on social media, etc.

4: It means the answer is written from an Al assistant’s perspective with a clear focus of addressing the instruction. It
provide a complete, clear, and comprehensive response to user’s question or instruction without missing or irrelevant
information. It is well organized, self-contained, and written in a helpful tone. It has minor room for improvement, e.g.
more concise and focused.

5: It means it is a perfect answer from an Al Assistant. It has a clear focus on being a helpful Al Assistant, where the
response looks like intentionally written to address the user’s question or instruction without any irrelevant sentences.
The answer provides high quality content, demonstrating expert knowledge in the area, is very well written, logical,
easy-to-follow, engaging and insightful. Please first provide a brief reasoning you used to derive the rating score, and
then write ’Score: <rating>’ in the last line.

{Generated Q&A}

Figure 15: prompt template to generating the final training dataset D». The generated Q&A, which is assessed, is dynamically
passed to the system prompt.

Answer the question using the provided context.
Context: <<Documents>>
Question: <<Question>>

Figure 16: prompt template to generate the response after retrieving the chunk from the vector database. <<Documents>>> are
the retrieved documents. <<Question>> is the question by the user’s request.
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<<SYSTEM_PROMPT>>

You are an Al programming assistant that is an expert in the Spyder IDE Git repository. Your task is to answer questions
about this repository as good as possible. Consider the following information about the repository. The repository is
open-source and hosted on GitHub. Anybody can contribute to the codebase.

Please only give truthful answers, and if you don’t know an answer, don’t hallucinate, but write that you don’t know it.
<< /SYSTEM_PROMPT>>

[User Question] <<USER_QUESTION>> [End of User Question]

[/INST]

Figure 17: Overview of the prompt template used to generate the responses for the LLM-as-a-judge evaluation. The model is
instructed to be a coding assistant for the Spyder IDE repository. The task is to answer questions about the repository. Also, the
model is reminded to always tell the truth and not hallucinate.

<<SYSTEM PROMPT>>

Please act as an impartial judge and evaluate the quality of the responses provided by two Al assistants to the user
question and the model solution displayed below. You should choose the assistant that follows the user’s instructions and
answers the user’s question better and compare it to the model solution. Your evaluation should consider factors such as
the helpfulness, relevance, accuracy, depth, creativity, and level of detail of their responses. Begin your evaluation by
comparing the two responses and provide a short explanation. Think step by step. Avoid any position biases and ensure
that the order in which the responses were presented does not influence your decision. Do not allow the length of the
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible. After
providing your explanation you must output your final verdict by strictly following this format: [[A]] if assistant A is
better,

[[B]] if assistant B is better,

[[C]] for a tie, and

[[D]] if both assistants gave a wrong answer.

<</SYSTEM PROMPT>>

[User Question] <<USER_QUESTION>> [End of User Question]

[Model Solution] <<MODEL_SOLUTION>> [End of Model Solution]

[The Start of Assistant A’s Answer] <<ANSWER_A>> [The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer] <<ANSWER_B>> [The End of Assistant A’s Answer]

Figure 18: Overview of the prompt template used to execute the model-based pairwise comparison evaluation. First, the system
prompt is shown. It gives the model the instruction to act as a judge to evaluate the quality of the responses provided by two Al
assistants. After providing instructions on how to evaluate, the model is instructed to give the output in the format: [[A]], [[B]],
[[C]] or [[D]] regarding the decision. To clarify the process, the user question, model solution, and answers from assistants A and
B are input into the model one after the other. Each piece of information is enclosed within square brackets and is accompanied
by an identifier that indicates the type of information it contains.
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E Evaluation Results

Table 1: Average win rate in % for each dimension and experiment respectively on the SpyderChatQA. Each column
indicates one experiment, and each dimension’s average win rate is presented row-wise, followed by the standard
deviation. Experiment (a) compares the fine-tuned Mistral 7B against Mistral 7B. (b) compares Mistral 7B with a
RAG pipeline against Mistral 7B. (¢) compares fine-tuned Mistral 7B with a RAG pipeline against Mistral 7B. (d)
compares fine-tuned Mistral 7B against GPT 3.5. Standard deviation is calculated from k = 3 runs. Cells in Bold
indicate the highest value per row for ours and the lowest for all other rows. The cells underlined indicate the best

value for all experiments with Mistral 7B as a base model.

(a) fine-tuned
vs. Mistral

(b) RAG

vs. Mistral vs. Mistral

(c) Combined (d) Combined

vs. GPT 3.5

Code Semantics (/N = 140)

Ours 63.1% +£32 6238% +1.1 70.71% +3.5 78.33% + 3.8
Base Model | 27.86% + 0.7 32.86% +0.7 2524% +29 16.19% =+ 2.8
No Value 7.38% + 1.8 333% + 1.1 3.81% + 1.5 4.76% + 1.5
Tie Bad 1.19% + 0.4 0.71% £1.2  0.35% +0.5 0.71% + 0.7
Tie Good 0.71% + 1 0.71% + 0.7 0% + 0 0% + 0
Dependencies (/N = 135)
Ours 59.26% +2.56 54.07% +£2.5 6197% +19 74.07% + 1.5
Base Model | 35.56% + 1.5 39.26% +19 33.1%+21 17.29% +1.1
No Value 4.2% + 2.3 5.68% + 0.8 4.2% + 0.4 8.15% + 1.3
Tie Bad 0.74% + 1.3 0.49% + 0.4 0.74% + 1 0.25% + 0.42
Tie Good 0.37% £ 0.5 0.49% + 0.8 0.74% + 0 0% + 0
Meta-Information (/N = 50)

Ours 38.67% +3.2 50.67% +1.1 51.33% +3 50.67% + 5
Base Model | 58.67% + 6.1 42% + 2 42.67% +2.3 40.67% + 4.2
No Value 2% +2 6% =+ 2 6% =+ 2 7.33% + 7.7
Tie Bad 0.67% + 1.1 0% + 0 0% + 0 0% + 0
Tie Good 0% + 0 1.33% + 1.1 0% + 0 2% + 2.8
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Table 2: Average win rate in % for each dimension and experiment, respectively. Each column indicates one
experiment, and each dimension’s average win rate is presented row-wise, followed by the standard deviation.
Self-Alignment pipeline executed once (a), (b) twice and (c¢) quadruple against Mistral 7B. Standard deviation is
calculated from k = 3 runs. Cells in Bold indicate the highest value per row for ours and the lowest for all other
TOWS.

(a) Self-Align. 1x (b) Self-Align. 2x (c) Self-Align. 4x
vs. Mistral 7B vs. Mistral 7B vs. Mistral 7B
‘ Code Semantics (/N = 140)
Ours 63.81% + 1.6 70.71% + 3.6 66.19% + 4.1
Base Model 29.05% + 1.1 25.24% + 2.3 28.09% + 2.3
No Value 6.91% + 2.5 381% + 1.5 5% + 1.9
Tie Bad 0% + 0 0.35% + 0.5 0.71% £ 0
Tie Good 0.71% £ 0 0% + 0 0.35% + 0.5
Dependencies (/V = 135)
Ours 53.58% + 1.8 61.97% + 1.8 53.33% + 2.6
Base Model 40.25% + 0.8 33.09% + 2.1 40.49% + 5
No Value 5.68% + 0.8 4.2% + 0.4 6.17% + 3.8
Tie Bad 0.74% + 0 0.74% + 1 0% + 0
Tie Good 0% + 0 0.74% + 0 0% + 0
Meta-Information (N = 50)

Ours 48% + 2 51.33% + 3.1 46.67% + 2.3
Base Model 47.33% + 3 42.67% + 2.3 50.67% + 5
No Value 4.67% + 2.3 6% + 2 1.33% £ 2.3
Tie Bad 0% +0 0% =0 1% + 1.4
Tie Good 0% + 0 0% + 0 1% + 1.4
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Table 3: Average win rate in % for each dimension and experiment respectively. Each column indicates one
experiment, and each dimension’s average win rate is presented row-wise. Finetuned with RAG vs. Mistral 7b
judged by GPT-3.5 (a) and by GPT-4 (b). Cells in Bold indicate the highest value per row for ours and the lowest

for all other rows.

Combined vs. Mistral 7B Combined vs. Mistral 7B

Judge: GPT-3.5 Judge: GPT-4
Code Semantics (/N = 140)
Ours 70.71% 72.86 %
Base Model 24.29% 15%
No Value 4.29% 0%
Tie Bad 0.71% 7.86 %
Tie Good 0% 4.29%
Dependencies (/V = 135)
Ours 63.7% 73.33%
Base Model 31.85% 17.04 %
No Value 3.7% 0.74%
Tie Bad 0% 4.44 %
Tie Good 0.74% 4.44 %
Meta-Information (N = 50)
Ours 52% 64 %
Base Model 449 32%
No Value 4% 0%
Tie Bad 0% 2%
Tie Good 0% 2%
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F Q&A Pairs from the LLM-as-a-Judge evaluation

We take a closer look at the concrete examples and provide more qualitative insights about how the RAG
pipeline affects the output of the LLM model and improves performance. The examples are shown in
Appendix F. Each example consists of the original question and answer, the answer of the two models,
and the judgment at the end.

Code Semantics For the Code Semantics dimension example, the self-alignment and RAG pipeline
evaluations are shown in Figures 19 and 20, respectively. The answers and judgments for both combined
are presented in Figure 21.

The question seeks an explanation of the class functionality. As anticipated, the base model (Mistral
7B) states its inability to provide a precise answer due to lack of access to the code, attempting to infer
the benefit from the name but remaining vague. Conversely, the fine-tuned model confidently explains
the class’s usage and returns a code snippet it considers correct. GPT-3.5 favors the fine-tuned model
in its judgment despite the model hallucination — the generated code is incorrect. The judge assumes
the presented code snippet is correct and is satisfied with the answer, as it directly addresses the user’s
question and includes the code.

The RAG pipeline evaluation in Figure 20 provides the base model with the correct code snippet which
results in a decent explanation. Therefore, GPT-3.5’s judgment again favors the modified variant (RAG)
and not the base model, recognizing that the answer correctly explains the code functionality.

When considering Figure 21, we can see that each approach demonstrates its benefits when combined.
The fine-tuned model answer is nicely formatted, the RAG pipeline answer is contextually correct. The
combination of both approaches fulfilled both requirements, providing a well-formatted answer with a
good explanation of the class and the correct code snippet. This example provides valuable insight into
the effect each approach has on the base model.

Dependencies This question presented in Figures 24, 25, and 26 is a typical example from the de-
pendencies dimension, asking for all imported libraries in a file. The correct answer lists all imports
used in the file. In evaluating the Fine-Tuned model (Figure 24), the base model correctly acknowledges
its limitations, stating that without access to the file source code, it cannot provide information about
the imports used. In contrast, the Fine-Tuned model provides a confident but entirely incorrect answer,
denying the presence of external library imports and listing non-existent internal imports from other
repository modules. Unfortunately, the judgment fails to recognize the Fine-Tuned model answer as
incorrect, instead describing it as accurate.

In contrast, the answer provided by the base model with the RAG pipeline (Figure 25) is more accurate.
The model manages to list all imports, including those from external libraries and internal repository
modules, when given the correct code snippet as context. Although the response format is not aligned, the
content is correct. The combined evaluation of both approaches (Fig. 26) generates an answer aligned to
the provided format, listing only the external libraries without internal imports.

Meta-Information The evaluation results for the Q&A pair from the meta-information dimension, are
presented in Figure 27 and Figure 28. This question is a typical example from this dimension, as it inquires
about the minimum size of the Spyder logo, a piece of information easily verifiable for correctness.

When evaluating the fine-tuned model, as shown in Figure 27, we can see that the base model lacks
access to the source code. The fine-tuned model attempts to guess the answer are also incorrect. The judge
recognizes the fine-tuned model answer as incorrect, and instead of penalizing both models, it favors the
base model response for its transparency in acknowledging the lack of information.

In contrast, the answers from the base model and fine-tuned model using the RAG pipeline, presented
in Figure 28, demonstrate a more accurate response. By feeding the correct context into the prompt, both
model answers align perfectly with the correct answer. The judgment also reflects a positive assessment
of the RAG pipeline variant. This example also illustrates the fine-tuned LLM tendency to hallucinate
without the context provided by the RAG pipeline, making it unable to answer the question about the
repository.
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Question: Correct Answer:
What does the "InstallerMissingDependencies" The "InstallerMissingDependencies" class holds a function "

_msg" that takes in an
class do?

error message that is likely to contain a list of missing dependencies for the installation of
Spyder. The function then formats the error message and provides additional context to the
message before returning it.

Figure 19: Q&A Pair 135 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model.
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Question: Correct Answer:
What does the "InstallerMissingDependencies" The "InstallerMissingDependencies" class holds a function " msg" that takes in an

class do? error message that is likely to contain a list of missing dependencies for the installation of

Spyder. The function then formats the error message and provides additional context to the
message before returning it.

Figure 20: Q&A Pair 135 from the SpyderCodeQA answered by Mistral 7B and Mistral 7B with RAG pipeline.
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Question:

What does the "InstallerMissingDependencies"
class do?

Correct Answer:

The "InstallerMissingDependencies" class holds a function "_msg" that takes in an

error message that is likely to contain a list of missing dependencies for the installation of
Spyder. The function then formats the error message and provides additional context to the
message before returning it.

L

J

Figure 21: Q&A Pair 135 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model with RAG
pipeline.
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Question: Correct Answer:

The test cython client function is part of the The main purpose of the test function is to test wherever the Cython console
test _ipythonconsole.py file. is working correctly.

What is the main purpose of the test function?

L

J

Figure 22: Q&A Pair 2 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model with RAG pipeline.
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Question: Correct Answer:
The test _cython _client function is part of the The main purpose of the test function is to test wherever the Cython console
test_ipythonconsole.py file. is working correctly.

What is the main purpose of the test function?

\ J

Figure 23: Q&A Pair 2 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model with RAG pipeline.
Judged by GPT-4.
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Question: Correct Answer:

What library import is Used in the file The libraries used in the file test introspection.py are os, os.path, random,
test_introspection.py? textwrap, sys, flaky, pytest, pytestqt, Qt, and QTextCursor.

Figure 24: Q&A Pair 211 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model.
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Question: Correct Answer:

What library import is Used in the file The libraries used in the file test introspection.py are os, os.path, random,
test_introspection.py? textwrap, sys, flaky, pytest, pytestqt, Qt, and QTextCursor.

Figure 25: Q&A Pair 211 from the SpyderCodeQA answered by Mistral 7B and Mistral 7B with RAG pipeline.
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Question: Correct Answer:
What library import is Used in the file The libraries used in the file test introspection.py are os, os.path, random,
ttest _introspection.py? textwrap, sys, flaky, pytest, pytestqt, Qt, and QTextCursor.

\ J

Figure 26: Q&A Pair 211 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model with RAG
pipeline.
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Question: Correct Answer:
What is the minimum size for the primary The minimum size for the primary Spyder logo is 75 px wide, and for the
Spyder logo and the logomark? logomark, it is 14 px wide.

Figure 27: Q&A Pair 313 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model.
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Question: Correct Answer:
What is the minimum size for the primary The minimum size for the primary Spyder logo is 75 px wide, and for the
Spyder logo and the logomark? logomark, it is 14 px wide.

- J

Figure 28: Q&A Pair 313 from the SpyderCodeQA answered by Mistral 7B and Mistral 7B/ fine-tuned model with
RAG pipeline. The answers were identical.
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Question: Correct Answer:

How can Spyder Kernels be installed using Spyder Kernels can be installed using conda with the following command:
conda? conda install spyder-kernels

\ J

Figure 29: Q&A Pair 317 from the SpyderCodeQA answered by Mistral 7B and fine-tuned model with RAG
pipeline.
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