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Abstract

Vision-and-Language Navigation (VLN) en-
compasses interacting with autonomous vehi-
cles using language and visual input from the
perspective of mobility. Most of the previous
work in this field focuses on spatial reasoning
and the semantic grounding of visual informa-
tion. However, reasoning based on the actions
of pedestrians in the scene is not much consid-
ered. In this study, we provide a VLN dataset
for destination prediction with action inference
to investigate the extent to which current VLN
models perform action inference. We introduce
a crowd-sourcing process to construct a dataset
for this task in two steps: (1) collecting be-
liefs about the next action for a pedestrian and
(2) annotating the destination considering the
pedestrian’s next action. Our benchmarking
results of the models on destination prediction
lead us to believe that the models can learn to
reason about the effect of the action and the
next action on the destination to a certain ex-
tent. However, there is still much scope for
improvement.

1 Introduction

The widespread belief is that autonomous vehicles
and mobility services will become commonplace
on the roads. Among methods being investigated
as a means for humans to interact with these de-
vices, one of the most intuitive approaches is to
use language. Vision-and-Language Navigation
(VLN) is a task in which navigation instructions
are given in free-form language based on visual
information to an autonomous vehicle or mobil-
ity. Although there are two broad variations of
VLN, i.e. outdoor and indoor, we focus on outdoor
VLN to tackle challenges for autonomous vehicles
and mobility services. Solving outdoor VLN tasks
requires spatial and semantic grounding of the in-
structions and considerable research has been done
for VLN (Chen et al., 2019; Hermann et al., 2020;
Vasudevan et al., 2021; Deruyttere et al., 2019).
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Figure 1: Example illustrating how the green segment
is the appropriate destination to pick up the user in case
of next action A and the pink segment in case of next
action B.

However, none of these works delve into how
the actions of pedestrians affect the navigation de-
cisions of the vehicle. We introduce a VLN task of
destination prediction for picking up a pedestrian
i.e. user of the vehicle in the scene that requires
action inference. We define action inference as
how the actions and beliefs of the next actions per-
formed by the user in the near future affect the
destination to pick up the user. For example in
Figure 1, we can see how belief in the next ac-
tion affects where to pick up the user. To create
a dataset annotated with action and next action in
a scalable way, we propose annotation processes
in two steps shown in Figure 2. In the first step of
annotation, we collect the next action knowledge
about the likely near future, and in the second step,
we collect the destination predictions based on the
actions and the next actions.

We test the models used in destination prediction
to check whether they can reason about the near
future. Our results show that models with insertion
of the action and the next action perform better than
those without any knowledge insertion. However,
since the performance is still quite low, there is
room for further improvement.

Our main contributions in this paper are:

* We create a destination prediction dataset for
VLN tasks focusing on action inference.
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* Our experiments using destination prediction
models show the importance of action infer-
ence and the need to further explore methods
to handle action inference.

2 Related Work

StreetNav (Hermann et al., 2020) focuses on us-
ing navigation system style street-view hence in-
structions focus on grounding street names and
using spatial cues. In Touchdown (Chen et al.,
2019), the instructions help an agent find an ob-
ject hidden randomly in a street view map, fo-
cusing on 3-dimensional instructions along with
more variations of words. Talk2Nav (Vasudevan
et al., 2021) improves on these datasets by using
landmark-based instructions, but it ends up focus-
ing on identifying the landmarks through the use
of different ways of referring to them. All of these
datasets end up focusing on immovable items such
as landmarks or streets instead of taking advantage
of the dynamicity of outdoor scenes.

Talk2Car (Deruyttere et al., 2019) has more
conversation-style instructions to refer to an ob-
ject in the scene, but this leads to phrases where the
object is mostly present directly in dialogues with-
out any particular consideration given to actions
performed in the scene. Talk2Car-RegSeg (Rufus
et al., 2021) is a closely associated work to ours
and they try to define the destination to navigate to
based on the annotation instructions in Talk2Car.
However, in contrast to our work, they do not pro-
vide any insights into how destinations are affected
by action inference. Titan (Malla et al., 2020) mean-
while has extensive labels for action performed by
pedestrians in real-world scenes, however unlike
our dataset they do not provide any linguistic in-
structions for the mobility to navigate in the scene.

3 Data Collection

We discuss the details of our annotation steps for
collecting data for destination prediction using ac-
tion inference. We start by explaining the data
preprocessing we use for data annotated with user
actions. Then we explain the two annotation steps
for the next action and destination prediction using
action knowledge shown in Figure 2. We addi-
tionally collect information regarding the attributes
present in our data detailed in the final subsection.

3.1 Data Preprocessing

We use the Titan (Malla et al., 2020) dataset as
the base to reduce the total number of annotations
required, as it already has action labels. The Titan
dataset has videos with bounding boxes for objects
and pedestrians and their actions in each frame. We
chose the Titan dataset because of the high-quality
frame-to-frame annotation of actions in real driving
scenes. Although Titan has multiple labels, we start
by using the simple contextual action, which has
the most variation among the different kinds of
action labels available. The Titan dataset has 12
unique actions labeled as simple contextual actions,
such as walking along the side of the road or exiting
a building. The process we use for making videos
from the frame-to-frame data of Titan and how we
filter these videos for higher quality is included in
Appendix A. For the data collection, we randomly
selected a maximum of 50 videos for each action
type, resulting in 294 unique videos.

3.2 Next Action Annotation

In this step, we use Amazon Mechanical Turk for
the annotation process. We show a short clip of a
person performing a certain action to crowd work-
ers and ask them to annotate the likely next action
in the next 5 seconds after the video ends. For ex-
ample, in Figure 1, a predicted next action would
be take a left and walk towards my office. We
ask the workers to always start with a verb, mak-
ing action verbs and state verbs the scope of the
next action annotation. We added conditions that
the regions of the person should be from English-
speaking countries. We also included the Amazon
master certification requirement, with a minimum
approval rate of 95% and a minimum of 1000 hits
approved. In total, 23 unique annotators worked on
the 294 videos used in this step, and each annotator
was paid $0.75 per video.

3.3 Destination Prediction Annotation

In this annotation step, we show crowd workers the
same clip as step 1 (next action annotation) and
give them the belief of the next action in the near
future collected in step 1. Given this next action,
we asked the workers to mark out the correct desti-
nation, imagining that they were the taxi driver and
the person highlighted in the video was the passen-
ger they were about to pick up. For example, as in
the image on the right side of Figure 2, we want
the workers to come up with the destination on
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Next Action Annotation
Next action : walk across the
street and onto the corner

User in red box performs
Action : walking along the
side of the road

Destination Annotation
Green segment is best place to pickup
user given they walk across the street

Figure 2: Proposed annotation pipeline focused on action inference.

Transformer Model

Fully Convolutional Model

Command Type Accuracy Recall@100 10U Accuracy Recall@100 10U
All action knowledge 253 26.7 15.1 22.6 23.5 12.3
Action only 25.9 28.6 11.2 242 15.6 11.9
Next action only 24.0 25.6 11.8 14.3 16.7 8.5
No action knowledge 18.6 19.7 10.1 21.6 22.1 11.9

Table 1: Experiment results with the two variations of models and ablation of action knowledge.

the other side of the road so that it becomes more
convenient to pick up the person after they cross
the road. If there is no appropriate destination, we
ask the annotators to choose the option of nothing
to label and give a short reason for no appropriate
destination. Because of the complexity of this an-
notation task, we had two rounds of qualification
based on the appropriateness of the destination to
filter out the good annotators. We limit the final
annotation to 11 good-quality annotators.

3.4 Additional Attributes

After completing the above two steps, we end up
with 1944 pairs of actions and the next actions. We
collect the relationship between the action and the
next action for these pairs. We define that the rela-
tions between action and the next action can be of
three different types namely CONSEQUENCE, IN-
DEPENDENT, and SAME. CONSEQUENCE is when
the next action can only happen as a consequence
of the previous one, for example, the action stop-
ping in front of the building to talk to a friend can
be the consequence of the previous action walking
out of a building. INDEPENDENT is when they
occur concurrently, like walking up by the side of
the road and talking on the phone. SAME is when
the next action is a continuation of the action, for
example when action is crossing a street at pedes-
trian crossing and next action is continue through
the crosswalk to the other side of the street.

We also collected data about how the next ac-
tions affect the destination. To do this we selected
two different next actions for the same user and
asked the annotators to mark whether the result-
ing destinations have a high or low overlap. We

also asked them to classify the reason for the said
overlap based on the difference of the next actions
into four classes. The first class no_effects is when
the difference in the next actions has no effect over
the choice of destination. Further, similar_effect
is when both next actions have the same kind of
effect on the destination, and causes_difference is
when the difference in the next action causes the
difference in the destination. The final class of oth-
ers is when there is no clear relationship between
the difference of the next actions and the overlap of
the destinations. Details of the data collected have
been included in Appendix B.

4 Experiments

Because of the associated task proximity, we
picked up the destination prediction models exe-
cuted in Talk2Car-RegSeg (Rufus et al., 2021). The
authors of Talk2Car-RegSeg propose finding the
destination road segment on the image that the user
wants the mobility to move to based on a reference
expression. They propose two model variations
in their study based on the variation used on how
to combine multimodal features. One variation
is a Transformer-based grounding model for com-
bining the multimodal features, and another is a
fully convolutional network-based model. We use
both these variations to benchmark our data by fine-
tuning and testing. See detailed model settings and
parameters used while fine-tuning in Appendix C.

Since the models are based on finding the desti-
nation based on reference expression, we use manu-
ally created templates to generate reference expres-
sions based on action and next action knowledge.
The advantage of templates is that we control which
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Transformer Model

Fully Convolutional Model

Command Type Accuracy Recall@100 10U Accuracy Recall@100 10U
All action knowledge 25.3 26.7 15.1 22.6 23.5 12.3
PERSPECTIVE 24.0 26.1 13.1 21.0 213 10.0
ANAPHORA 20.8 22.6 13.1 24.5 27.5 12.6
PARAPHRASE 23.6 24.0 14.1 25.1 25.6 16.1

Table 2: Experiment results with grammatical variation of reference expressions.

Type C I S

All action knowledge 194 124 9.1
Next action only 147 99 78
Action only 11.5 106 119

Table 3: IOU measures of Transformer-based model
based on the relationship between action and next action.
Here, C refers to CONSEQUENCE relation, I refers to
INDEPENDENT, and S refers to SAME.

Overlap Relation BC Opp BI
Level
no_effects 85 34 170
High similarfeffect 29 18 93
causes_difference 3 2 4
others 1 0 3
no_effects 3 109 116
Low causes_difference 5 99 122
similar_effect 2 8 18

Table 4: Accuracy distribution based on overlap level of
destinations and reason for overlap based on different
next actions. Here, BC refers to cases where prediction
is correct for both cases, Opp when it is correct in one
case and incorrect in another, and BI refers to both
incorrect.

language phenomenon we are trying to test. The
template using action and next action knowledge is
I am the person in the red box. I am <ACTION>. |
will <NEXT ACTION>. Could you pick me up?. As
this may cause issues with the naturalness of the
sentence, we use a grammar corrector (Damodaran,
2021) to correct the sentence. As an ablation study,
we create three variations of this template, elimi-
nating all action data or one of the action data and
the next action data.

We also create templates focused on grammati-
cal variations. PERSPECTIVE template assumes the
user is inside the mobility and refers to the person
using the red box. ANAPHORA template refers to
the person through the pronoun. To cover a wide
syntactic and semantic variety of reference expres-
sions, we also provide sentences rephrased from
the template with action and next action knowl-
edge using GPT-4 (OpenAl et al., 2024). We call

rephrased sentences as PARAPHRASE. We manu-
ally verified that the results’ content corresponded
to the meaning of the original reference expres-
sions. Additional information regarding the prompt
used and examples for the variations of reference
expressions are given in Appendix D.

We choose a strategy of fine-tuning and testing
the pre-trained versions of the models in Talk2Car-
RegSeg. We split the 294 images into 236 images
for seen fine-tuning data and 58 images for unseen
test data. The seen split used for fine-tuning is
again divided into 80% for training and 20% for
validation.

We use three different comparison metrics for
our experiments. Accuracy refers to the Pointing
game score as defined by the authors of Talk2Car-
RegSeg (Rufus et al., 2021). According to this
definition, accuracy is when the point with the high-
est likelihood in the output mask is in the ground
truth. Pointing game scores can be justified based
on the general trend of autonomous mobility con-
trol algorithms being able to navigate based on
single points and not needing an entire segment
of navigation points. Secondly, recall@100 can
be defined as whether at least one of the 100 top
likelihood points is in the ground truth. Finally,
for Intersection over Union (IOU) we use the stan-
dard definition of intersection area of predicted and
ground truth segments divided by the union of the
area of the two segments.

We modify all three of the above accuracy scores
to give output one when the model correctly assigns
that none of the pixels has greater than the threshold
accuracy in case of no destination.

5 Results

From Table 1, for all three evaluation metrics, mod-
els fine-tuned with no action knowledge perform
the worst, proving that models benefit from the
presence of action knowledge in the reference ex-
pressions. An increase in accuracy with action
knowledge indicates both models can learn to per-
form action inference. The best performance oc-
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curs when using only action data, likely because
it comes from the Titan dataset, with minimal lin-
guistic variation. Comparatively for the next action,
the annotators are asked to use free-form language,
which makes them more complicated and confus-
ing for models to infer. However, compared to
the values stated in Talk2Car-RegSeg, the accuracy
falls over 50%, showing that there is still scope for
improvement.

Table 2 summarizes results for grammatical vari-
ation for expressions containing all action knowl-
edge. We observe a drop for PERSPECTIVE and
PARAPHRASE cases in the case of the Transformer-
based model whereas an opposite trend in the case
of the convolutional network-based model which
simply averages the embeddings over the text. This
indicates a lack of depth in the language branch
of the Transformer-based model. We especially
see a significant drop in the ANAPHORA case,
which means that the models have more difficulty
in generalizing the performance in the presence of
anaphora.

Table 3 presents how the relationship between
action and next action affects the destination accu-
racy for the transformer model. We observe that
in the case where the next action is a consequence
of the action being performed, the performance
improves considerably when both action and next
action knowledge are available. This suggests that
such cases need reasoning with the combination
of action knowledge. However, it deteriorates in
the case where action and next action are classi-
fied as the same. This indicates that free-form next
action knowledge has a more deteriorating effect
compared to the positive effect of compounding
knowledge.

Table 4 gives us insight on a case-by-case basis
into how the difference between the next actions
affects the results of the fine-tuned model with all
action knowledge. A model could be said to be per-
forming well on action inference if higher values
are observed in both correct (BC) columns com-
pared to the other two columns. We can see that the
performance is especially low in cases with, low
overlap in destinations. This leads us to believe
that the model still can not learn the differences be-
tween the effects of different beliefs over the next
actions.

6 Conclusion

In this work, we created a new VLN destination
prediction dataset for a vehicle to pick up a pedes-
trian. This dataset focuses on how the actions of
the pedestrian and the next actions the pedestrian
is likely to do in the near future affect the desti-
nation of the vehicle, which we define as action
inference. We also provide attributes of the rela-
tionship between the action and the next action
along with reasoning about how the difference in
the next actions affects the overlap of destinations.
Our experiments on fine-tuning pre-trained desti-
nation prediction models resulted in a higher ac-
tion inference accuracy when action knowledge is
present in the instruction phrase. This indicates
that models can learn to reason about action knowl-
edge to a certain extent. However, we see a drop
of 50% when we compare the test accuracy on our
dataset compared to the test accuracy on the pre-
training dataset. We also observe underwhelming
performance in cases where the next action vari-
ation causes a low overlap of destinations. Both
of these results lead us to believe that there is still
scope for improvement. In our future work, we
would like to work on creating architectures that
could better handle action inference.

Limitations

This work focuses on collecting data regarding ac-
tion inference for destination prediction. However,
in real driving scenes, our dataset is still limited
as it does not collect data on traffic rules affecting
the destination during each situation. To accurately
come up with all the factors taken into the reason-
ing for determining the destination is a difficult
task. However, there is still scope for more fac-
tors that could have been easily added to this data
collection such as events occurring in the scene or
social situation of the user. Also,since destination
prediction is a field that has not been explored in
much depth, there are few models against which
we can benchmark our dataset. We select Talk2Car-
RegSeg as our baseline as also work on destination
prediction.
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A Further Details of Data Preprocessing

In this section, we describe how we filtered out
the data generated from Titan (Malla et al., 2020).
We first highlight the person performing an action
by using a red bounding box around the person.
We then truncate the video based on the frames
in which a person is present. We clear out cases
where a person performs more than one action
in the video, performing different actions across
frames. We also filtered out the videos that were
too short, where the person is visible for less than
30 frames, and where the person’s bounding box
size is too small.

B Analysis of Dataset Contents

Table 5 represents the attributes of the action knowl-
edge we have collected. Due to the abundance of
CONSEQUENCE and INDEPENDENT relations our
dataset can only solved by the reasoning based on
a combination of action and next action. Table 5
represents how two different next actions affect the
destination prediction. We can see that a high over-
lap of destinations is caused when the next actions
have a similar effect. In addition, a low overlap of
destinations is caused by the difference in the ef-
fects of the next actions. The greater than expected
where differences in the next action have no effect
can be explained by the presence of a high number
of INDEPENDENT next action cases.

C Details of Models and Fine-tuning

According to the setup followed in Talk2Car-
RegSeg (Rufus et al., 2021), for both the trans-
former and fully convolutional model we use

Action C I S

waiting to cross street 30 35 10
walking along the side of 143 122 62
the road

walking on the road 126 147 61
crossing a street at pedes- 184 106 35
trian crossing

jaywalking 194 101 34
biking 108 161 61
motorcycling 34 40 9
cleaning an object 36 17 17
closing 3 2 2
entering a building 20 9 7
exiting a building 17 3 0
opening 6 1 0
Total 901 744 298

Table 5: Number of next action for each action and
relationship type. Here, C refers to CONSEQUENCE re-
lation, I refers to INDEPENDENT, and S refers to SAME.

Overlap Level Relation Count
no_effects 1593
High similarTeffect 779
causes_difference 43
others 41
no_effects 1211
Low causes_difference 1257
similar_effect 169
others 6

Table 6: Summary of overlap level of destination and
reason of overlap for different next actions for the same
user.

DeeplabV3 (Chen et al., 2018) with ResNet_101
backbone as image encoder to extract the visual
features. 300d GloVe embeddings pre-trained on
Common Crawl 840B tokens (Pennington et al.,
2014) are used to embed the reference expressions.
In the case of the fully convolutional model, the em-
beddings of the reference expressions are averaged
and then appended to the image embedding along
the channel dimension to form the multimodal fea-
ture used for learning. This setting according to the
user loses the sequential word information because
of the averaging step. For the Transformer-based
model, the word embeddings of the reference ex-
pression are appended along the length dimension
of the image embedding and the self-attention fea-
ture of the transformer enables multimodal learning
across the embeddings.

For fine-tuning we use a batch size of 64. Since
compared to the reference expression used in our
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case being longer than the ones present in the origi-
nal Talk2Car-RegSeg dataset, we increase the max-
imum token length of the expression to 200 while
finetuning. As a loss function, we use Dice loss
as it penalizes more harshly on IoU thereby lead-
ing to better learning in our dataset. We use the
AdamW optimizer with a learning rate of 0.0003
with a weight decay of 0.005. We observed that
across all the templates both the transformer and
fully convolutional models tend to converge around
20 epochs.

D Variations of Reference Expressions

In this section, we explain the different variations
of reference expressions generated by us using the
action and next action as shown in Figure 2. In
this case, the action is walking along the side of
the road and the next action would be walk across
the street and onto the corner. The following will
be the phrases generated for the ablation study and
template-based grammatical variations with all ac-
tion knowledge.

 All action knowledge: I am the person in red
box. I am walking along the side of the road. I
will walk across the street and onto the corner.
Could you pick me up?

* Action only: I am the person in red box. I am
walking along the side of the road. Could you
pick me up?

* Next action only: I am the person in red box. I
will walk across the street and onto the corner.
Could you pick me up?

* No action knowledge: I am the person in red
box. Could you pick me up?

e PERSPECTIVE: There is a person in red box.
The person is walking along the side of the
road. The person is about to walk across the
street and onto the corner. Could you pick the
person up?

* ANAPHORA: There is a person in red box. He
is walking along the side of the road. He is
about to walk across the street and onto the
corner. Could you pick him up?

For PARAPHRASE we use the following to
prompt GPT-4 (OpenAl et al., 2024):

* Input system message: You are a phrase gener-
ator asked to rephrase an expression used for
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a vision and language task. You will rephrase
in such a way that the original meaning and
storyline flow in the phrase is still unchanged.
Answer should only be the rephrased sentence,
please do not use any extra words.

Input prompt message: I am the person in red
box. I am walking along the side of the road. I
will walk across the street and onto the corner.
Could you pick me up?

Output paraphrased response: Could you
come get me? I’m the individual encased in
a red square, taking a stroll by the roadside. I
plan to cross the road and reach the corner.



