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Introduction

Welcome to the ACL 2024 Student Research Workshop! The ACL 2024 Student Research Workshop
(SRW) is a forum for student researchers in computational linguistics and natural language processing.
The workshop provides an invaluable opportunity for students to present their work, receive constructive
feedback, and engage with the broader research community.

Following the tradition of previous SRWs, we accept two types of submissions: research papers and
thesis proposals. Authors also have the option to choose between archival (included in the conference
proceedings) and non-archival (for presentation only) submissions. This encourages students to share
work in progress, with the possibility of submitting the archival version to future conferences. Importan-
tly, both archival and non-archival submissions are treated equally in terms of mentorship and reviewing.
At the heart of the SRW is the mentorship program, which offers students a unique opportunity to recei-
ve feedback from experienced mentors. Before the submission deadline, many student participants took
part in the pre-submission mentoring program, designed to help improve the writing and presentation
of their submissions.

The ACL 2024 SRW received a total of 50 submissions, including both research papers and thesis
proposals. Out of these, 12 papers were non-archival and 38 papers were archival. All accepted
papers will be presented during the conference, either in person or virtually. The presentations will
include both poster sessions and oral presentations for selected papers.

We are proud to introduce the student chairs for the ACL 2024 SRW:

* Eve Fleisig, UC Berkeley, USA
* Xiyan Fu, Heidelberg University, Germany
We are deeply grateful for the guidance and support from our faculty advisors:
* Ekapol Chuangsuwanich, Chulalongkorn University, Thailand
* Yuval Pinter, Ben-Gurion University, Israel

A heartfelt thanks to all the mentors who contributed their time and expertise to guide our student authors:
Mihir Kale, Youssef Al Hariri, Devang Kulshreshtha, Yifan Hou, Sandeep Mathias, Kemal Kurniawan,
Surangika Ranathunga, Manish Shrivastava, Kiet Van Nguyen, Nihal V. Nayak, Prashant Kodali, Ritam
Dutt, Sunny Rai, Sashank Santhanam, Andrea Varga, Silvia Casola, Sara Papi, Sowmya Vajjala, Manling
Li, Francesca Franzon, Aina Gari Soler, Abulhair Saparov, Yangjun Zhang, Bonnie Webber, Ekapol
Chuangsuwanich, Ratul Ghosh, Lucy H. Lin, Anne Beyer, Hyundong Justin Cho, Ben Peters, Elena
Kochkina, Alok Debnath, Mascha Kurpicz-Briki, Philipp Sadler, Aditya Shah, Te Rutherford.

We are immensely thankful to our sponsors, who provided funding for travel grants, enabling many
authors to attend the conference. We would also like to express our gratitude to the program committee
members for their thorough reviews and feedback. Special thanks to the ACL 2024 organizing committee
for their invaluable support and advice throughout this process. Lastly, we thank all the authors for their
enthusiastic participation in SRW 2024.
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