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Abstract

Negation is a common linguistic phenomenon.
Yet language models face challenges with nega-
tion in many natural language understanding
tasks such as question answering and natu-
ral language inference. In this paper, we ex-
periment with seamless strategies that incor-
porate affirmative interpretations (i.e., para-
phrases without negation) to make models more
robust against negation. Crucially, our affirma-
tive interpretations are obtained automatically.
We show improvements with CondaQA, a large
corpus requiring reasoning with negation, and
five natural language understanding tasks.

1 Introduction

Negation is a fundamental linguistic phenomenon
present in all human languages (Horn, 1989). Lan-
guage models underperform in various natural
language understanding (NLU) tasks when the
input includes negation. For example, Ettinger
(2020) and Kassner and Schütze (2020) show that
BERT (Devlin et al., 2019) fails to distinguish be-
tween negated and non-negated cloze questions.
Researchers have also shown that large language
models such as GPT-3 (Brown et al., 2020) and In-
structGPT (Ouyang et al., 2022) are insensitive to
negation and fail to reason under negation (Truong
et al., 2023). Jang et al. (2022) point out that lan-
guage models violate the logical negation property
(p is true iff ¬p is false). Hossain et al. (2022a) ana-
lyze negation in eight popular corpora for six NLU
tasks. They conclude that (a) NLU corpora have
few negations compared to general-purpose texts
and (b) the few negations in them are often unim-
portant. To our knowledge, CondaQA (Ravichan-
der et al., 2022) is the largest benchmark (14,182
question-answer pairs from Wikipedia) requiring
reasoning over the implications of negations.

In this paper, we paraphrase sentences with nega-
tion without using negation to make models for

natural language understanding more robust when
negation is present in the input. We will use the
term affirmative interpretation to refer to para-
phrases without negation (e.g., I am not sad: I
am just ok, I am happy, etc.). Appendix A provides
examples of how affirmative interpretations differ
from simple paraphrases.

The main contributions of this paper are
(a) strategies to generate and incorporate affirma-
tive interpretations and (b) experimental results
demonstrating that doing so yields better results.1

In addition to CondaQA, we experiment with five
of the eight corpora analyzed by Hossain et al.
(2022a): CommonsenseQA (Talmor et al., 2019),
STS-B (Cer et al., 2017), QNLI (Rajpurkar et al.,
2016), WiC (Pilehvar and Camacho-Collados,
2019), and WSC (Levesque et al., 2012).2 We
do not experiment with the other three corpora be-
cause they do not contain any negation (Roemmele
et al., 2011, COPA), there is no difference in results
when negation is present (Cer et al., 2017, QQP;
0.01 in macro F1), or has already been shown (Hos-
sain and Blanco, 2022) to benefit from affirmative
interpretations (Socher et al., 2013, SST-2). The
corpora we experiment with are in English.

Related Work Early research on negation tar-
geted detecting negating cues and generating se-
mantic representations, usually by identifying the
scope and focus (Morante et al., 2011; Morante and
Daelemans, 2012; van Son et al., 2016; Khandelwal
and Sawant, 2020; Truong et al., 2022).

More recent works bypass formal representa-
tions. Instead, they make neural models robust
when the input contains negation. Hosseini et al.
(2021) combine unlikelihood training and syntactic
data augmentation to enhance the ability of BERT
to understand negation with negated LAMA (Kass-

1Code available at https://github.com/mhrezaei1/
paraphrase-affirmative under Apache 2.0 license.

2See examples from these corpora in Appendix B.
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ner and Schütze, 2020). Singh et al. (2023) present
a pretraining strategy designed for negation. Unlike
these works, we couple original inputs containing
negation with affirmative interpretations.

The first work on affirmative interpretations was
by Sarabi et al. (2019). Hossain et al. (2022b)
present AFIN, a corpus of ≈3,000 sentences
with negations and their affirmative interpretations.
These two previous works are limited to generating
affirmative interpretations from negations; they do
not provide extrinsic evaluations. More recently,
Hossain and Blanco (2022) present Large-AFIN,
over 153,000 pairs of sentences with negation and
their affirmative interpretations obtained from par-
allel corpora via backtranslation. In this paper, we
present strategies to generate affirmative interpre-
tations that do not require parallel corpora or a
machine translation system. Moreover, we demon-
strate that incorporating affirmative interpretations
yields better results with CondaQA and five other
natural language understanding tasks.

2 Generating Affirmative Interpretations

An affirmative interpretation generator is a system
that takes a sentence with negation as its input and
outputs an affirmative interpretation. The task is
similar to paraphrase generation with an additional
constraint: the output must not contain negation.

We use two approaches to generate affirmative
interpretations. The first one is an off-the-shelf
T5 (Raffel et al., 2020) fine-tuned by Hossain and
Blanco (2022) with Large-AFIN (Section 1) to gen-
erate affirmative interpretations. We refer to this
model as T5-HB, and to the affirmative interpreta-
tions generated by T5-HB as AHB.

The second approach bypasses the need for a
large collection of pairs of sentences with negation
and their affirmative interpretations. It is based on
the work by Vorobev and Kuznetsov (2023), who
fine-tuned T5 on a paraphrase dataset obtained with
ChatGPT (419,197 sentences and five paraphrases
per sentence). We refer to this model as T5-CG.
Note that it is trained to generate paraphrases—not
affirmative interpretations. We obtain affirmative
interpretations with T5-CG by generating five para-
phrases and selecting the first one that does not
contain negation. We refer to these affirmative in-
terpretations as ACG.3 For examples of AHB and ACG,
see Appendix D.

3At the time of writing, ChatGPT cannot reliably para-
phrase without negation. See an example in Appendix C

We use all negation cues in CondaQA to identify
negation cues in our experiments. CondaQA con-
tains over 200 unique cues, including single words
(e.g., inaction, unassisted, unknown), affixal nega-
tions (e.g., dislike, unmyelinated, unconnected, in-
adequate, impartial), and multiword expressions
(e.g., a lack of, in the absence of, no longer, not
at all, rather than). They also include multiple
part-of-speech tags such as nouns (e.g., absence,
nobody, inability), adverbs (e.g., indirectly, invol-
untarily, unexpectedly), determiners (e.g., neither,
no, none), and verbs (e.g., cannot, refuse, exclude).

3 Experimental Results

We use RoBERTa-Large (Liu et al., 2019) as the
base model. In addition to experimenting with the
original inputs for a task (e.g., passage and question
from CondaQA), we couple the original input with
one affirmative interpretation of the sentence with
negation (if any; no change otherwise). Affirma-
tive interpretations are concatenated to the original
input after the <sep> special token. Our approach
is the same regardless of the type of negation. For
implementation details, see Appendix E and F.

3.1 CondaQA

CondaQA (Ravichander et al., 2022) is a question-
answering dataset that requires reasoning over
negation. It was created by asking crowdworkers
to write questions about a negated sentence within
a paragraph retrieved from Wikipedia. Crowdwork-
ers also made three edits to the original paragraph:

1. Paraphrase Edit: Paraphrase the negation.
2. Scope Edit: Change the scope of the negation.
3. Affirmative Edit: Remove the negation.

Additionally, they answered the question based
on the original passage and all three edited pas-
sages. (see examples in Appendix G). Note that
paraphrase edits preserve meaning thus answers
remain unchanged. On the other hand, scope edits
change meaning but the answer may or may not
remain the same. Finally, affirmative edits reverse
meaning thus answers are also reversed.

Paraphrase edits are not the same as our affirma-
tive interpretations—crowdworkers were not asked
to paraphrase without using negation. We discov-
ered, however, that 40.5% of these edits satisfy our
definition of affirmative interpretation. We believe
crowdworkers simply found it intuitive to para-
phrase the negation without using negation. We
refer to these affirmative interpretations as AG (Gold)
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Input Representation Acc. Group Consistency

# Pars. Training Testing All Par. Sco. Aff.

From Ravichander et al. (2022)
RoBERTa-Large 355M P+Q P+Q 54.1 13.6 51.6 26.5 27.2
UnifiedQA-v2-Base 220M P+Q P+Q 58.0 17.5 54.6 30.4 33.0
UnifiedQA-v2-Large 770M P+Q P+Q 66.7 30.2 64.0 43.7 46.5
UnifiedQA-v2-3B 3B P+Q P+Q 73.3 42.2 72.8 55.7 57.2

Our Implementation
RoBERTa-Large 355M P+Q P+Q 64.9 29.6 61.3 42.3 48.3

w/ sentence with neg. from P (S) P+Q+S P+Q+S 65.2 31.1 58.4 44.1 49.2
w/ 1st par. of S by T5-CG (SCG) P+Q+SCG P+Q+SCG 65.7 28.4 60.8 42.4 48.6
w/ Affirmative Interpretations

P+Q+AHB P+Q 62.8 26.3 60.5 39.2 43.3
P+Q+AHB P+Q+AHB 67.1∗ 31.4 61.9 43.8 50.7
P+Q+ACG P+Q 61.3 23.4 59.6 37.8 37.8
P+Q+ACG P+Q+ACG 66.4∗ 31.7 62.6 44.6 49.4
P+Q+AHB+ACG P+Q+AHB+ACG 65.6 30.1 60.9 43.7 49.9

P+Q+AG P+Q 63.6 26.7 61.4 38.8 43.9
P+Q+AG P+Q+AHB 64.4 28.3 57.2 40.7 46.2
P+Q+AG P+Q+ACG 65.6 30.3 61.3 42.4 49.0

P+Q+AG or AHB P+Q 62.5 25.7 60.1 38.6 42.4
P+Q+AG or AHB P+Q+AHB 65.7 30.2 61.1 41.3 48.9
P+Q+AG or ACG P+Q 60.6 22.0 57.9 35.2 36.8
P+Q+AG or ACG P+Q+ACG 66.7∗ 32.2 62.2 44.9 50.9

Table 1: Results on the CondaQA test set. Q, P and S stand for question, passage and sentence with negation from P.
SCG stands for the first paraphrase of S obtained with T5-CG, without avoiding negations. An asterisk (‘*’) indicates
statistically significant improvements (McNemar’s test (McNemar, 1947), p < 0.05) with respect to not using
affirmative interpretations (P+Q). UnifiedQA is fine-tuned with ≈1M question-answer pairs from 20 corpora yet it
does not outperform our best approach to incorporate affirmative interpretations (Accuracy: 66.7 vs. 67.1) unless it
uses an order of magnitude more parameters (3B vs. 355M). The negated sentence (S) or a paraphrase that is not an
affirmative interpretation (SCG) bring minor improvements compared to AHB and ACG affirmative interpretations.

and only use them for training purposes, as using
them at prediction time would be unrealistic.

Our evaluation reuses the metrics proposed by
the authors of CondaQA: accuracy and group con-
sistency. Group consistency is the percentage of
questions answered correctly for all the passages in
a group. The groups include the original passage
and either all three or one of the edited passages.

Table 1 summarizes the experimental results (see
Appendix H for additional results). Our implemen-
tation of RoBERTa-Large obtains substantially bet-
ter results than those by Ravichander et al. (2022,
Acc.: 64.9 vs. 54.1). Reviewing the training details
revealed that the difference is that they stop train-
ing after ten epochs while we use early stopping
and stop after 18 epochs.

The best-performing model in terms of accu-
racy is UnifiedQA-v2-3B (Khashabi et al., 2022),
which is a 3B-parameter T5 model pre-trained on
20 question-answering corpora data (≈1M, Ap-
pendix I). Smaller versions of UnifiedQA (220M
and 770M parameters) obtain substantially lower
results despite being trained with the same cor-

pora (Acc.: 58.0 and 66.7). Our implementation of
RoBERTa-Large using the question and passage as
input almost rivals UnifiedQA-v2-Large (64.9 vs.
66.7) despite the latter having twice the size and be-
ing fine-tuned with ≈1M question-answering pairs.

Coupling the original input (passage and ques-
tion) with either the sentence that contains nega-
tion (S) or the first paraphrase obtained with T5-CG
with no effort to avoid negation (SCG) brings minor
improvements (64.9 vs. 65.2, 65.7). More inter-
estingly, incorporating affirmative interpretations
brings statistically significantly better results (64.9
vs. 67.1 (AHB), 66.4 (ACG) and 66.7 (AG or ACG/ACG)).
We conclude the following from the results:

• The benefits of affirmative interpretations are
not due to pinpointing the sentence within the
passage that is most relevant to answer the
question (P+Q+S vs. P+Q+SCG vs. P+Q+AHB).

• Training with affirmative interpretations is al-
ways beneficial as long as they are also used
at prediction time. Note that we only use
automatically obtained affirmative interpre-
tations (all but AG) at testing time. However,
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Negated sentence Affirmative interpretation

Adjective
(48%)

The island became completely uninhabited by 1980
with the automation of the lighthouse.

The island became vacant by the 1980s because of
the automation of the lighthouse.

They are also made to work the company unpaid as a
form of "training".

They are made to work the company free as a form
of "training".

Verb (28%) Early Negro leagues were able to attract top talent but
were unable to retain them due to financial, logistical
and contractual difficulties.

Early Negro Leagues were able to attract top talent
but failed to retain them due to financial, logistical
and contractual difficulties.

Although the original date is not used in modern
times, it has become an official holiday.

Although the original date was used in the ancient
times, it has become an official holiday.

Quantity
(24%)

But nobody outside of the Muslim world made daily
use of them before Stevin.

Muslim groups were the only ones to made daily use
of them before Stevin.

However, he enjoyed it but not at that age. He enjoyed it at another age.

Drop
negation
without
further mod-
ifications
(10%)

The unpopular central government found itself in the
difficult position of trying to gain support for spend-
ing cuts from the recalcitrant regional governments.

The central government found itself in a difficult po-
sition trying to get support for spending cuts from
recalcitrant regional governments.

Approximately 30% of the acellular component of
bone consists of organic matter, while roughly 70%
by mass is attributed to the inorganic phase.

Around 30% of the acellular component of bone is
made up by organic matter.

Table 2: Qualitative analysis of AHB affirmative interpretations that result in fixing errors made by the system
not using affirmative interpretations with CondaQA (P+Q vs. P+Q+AHB, Table 1). The affirmative interpretations
rephrase in affirmative terms an adjective (48%), a verb (28%), or a quantity (24%). We also observe that 10% are
erroneous as they simply drop the negated content.

% w/ negation % meaning-preserving

AHB 23 64
ACG 46 83
SCG 60 90

Table 3: Qualitative analysis (100 samples from Con-
daQA) of affirmative interpretations (AHB and ACG) and
the first paraphrase by T5-CG without avoiding nega-
tion (SCG). Affirmative interpretations are less meaning-
preserving, but the experimental results demonstrate
that they are more beneficial (Table 1).

using both of them together does not yield
better results (Acc.: 65.6 vs. 66.4 and 67.1).

• At training time, complementing AG (available
for ≈40% of paraphrase edits) with AHB or ACG
is beneficial (last and second-to-last block).

Qualitative and Error Analysis Manual analy-
sis of 100 samples from CondaQA reveals that ACG
contains less negations than AHB (46% vs. 23%).
ACG, however, contains less meaning-preserving
paraphrases (36% vs. 17%). On the other hand,
paraphrases in SCG rarely do not preserve meaning
(10%) but often include negation (60%). (Table 3).
Sometimes it is not natural to rewrite a sentence
without negation (e.g., The inner membrane is rich
in an unusual phospholipid, cardiolipin.) Out of
the 23 samples where AHB contains negation, a hu-

man was able to rewrite 15 of them without nega-
tion. Combined with the results from Table 1, this
analysis leads to the conclusion that affirmative
interpretations are beneficial despite being noisy.

We also analyzed 50 samples of the errors made
representing the input with P+Q that are fixed us-
ing affirmative interpretations from AHB. A negated
adjective is replaced by its affirmative counterpart
(e.g., not happy → sad) in 48% of cases. Table 2
shows the analysis and examples of negated sen-
tences and their AHB affirmative interpretations.

3.2 Other NLU Tasks

We experiment with five additional NLU tasks to
evaluate the benefits of affirmative interpretations.
We access these corpora through the GLUE (Wang
et al., 2018) and SuperGLUE (Wang et al., 2019)
benchmarks. We report results on the development
set of each corpus, given that the test sets are not
publicly available. In addition, we report the re-
sults for important and non-important instances as
identified by Hossain et al. (2022a). They consider
a negation unimportant if one can disregard it and
still make the correct prediction. For example, John
didn’t eat the steak with gusto (most likely) entails
John ate meat even if one disregards the negation.

Table 4 presents the results. Incorporating affir-
mative interpretations (AHB or ACG) improves perfor-
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CmnsnsQA STS-B QNLI WiC WSC

F1 Prsn Sprmn F1 F1 F1

RoBERTa 0.70 0.92 0.92 0.93 0.71 0.69
instances without negation 0.69 0.92 0.92 0.93 0.71 0.67
instances with negation 0.73 0.88 0.88 0.92 0.66 0.71

Important 0.67 0.82 0.85 0.78 n/a n/a
Unimportant 0.80 0.88 0.88 0.92 0.66 0.71

RoBERTa w/ Affirmative Interpret.
obtained using T5-HB (AHB) 0.72 (+2.9%) 0.92 0.91 0.94 (+1.1%) 0.70 (-1.4%) 0.68 (-1.4%)

instances without negation 0.72 (+4.3%) 0.92 0.92 0.94 (+1.1%) 0.71 (+0.0%) 0.62 (-7.5%)
instances with negation 0.74 (+1.4%) 0.88 0.88 0.92 (+0.0%) 0.70 (+6.1%) 0.74 (+4.2%)

Important 0.70 (+4.5%) 0.83 0.84 0.89 (+14.1%) n/a n/a
Unimportant 0.80 (+0.0%) 0.87 0.88 0.92 (+0.0%) 0.70 (+6.1%) 0.74 (+4.2%)

obtained using T5-CG (ACG) 0.71 (+1.4%) 0.92 0.92 0.94 (+1.1%) 0.73 (+2.8%) 0.71 (+2.9%)
instances without negation 0.71 (+2.9%) 0.93 0.92 0.94 (+1.1%) 0.73 (+2.8%) 0.68 (+1.5%)
instances with negation 0.74 (+1.4%) 0.88 0.88 0.92 (+0.0%) 0.70 (+6.1%) 0.75 (+5.6%)

Important 0.69 (+3.0%) 0.82 0.87 0.89 (+14.1%) n/a n/a
Unimportant 0.80 (+0.0%) 0.88 0.88 0.92 (+0.0%) 0.70 (+6.1%) 0.75 (+5.6%)

Table 4: Results on additional NLU tasks (macro F1 except with STS-B (Pearson and Spearman correlations)).
Percentages between parentheses indicate improvements compared to models not using affirmative interpretations.
Affirmative interpretations yield better results, and ACG outperforms AHB. The largest gains are with important
negations, although we observe gains with instances without negation (up to 4.3%) except with WSC (-7.5%).

mance across all corpora with instances containing
important negations; the only exception is STS-
B with AHB (Spearman: -1.2%) and ACG (Pearson:
no difference). It is worth noting that WiC and
WSC have no important negations, yet either AHB
or ACG yield substantial improvements with unim-
portant negations (4.2–6.1%). Surprisingly, we
found that incorporating affirmative interpretations
is beneficial for instances without negation across
all corpora except WSC with AHB.

These experiments demonstrate that incorpo-
rating affirmative interpretations not only obtains
higher or comparable results with instances contain-
ing important negations, but also often improves
results with instances not containing negation.

4 Conclusion

We have presented two strategies to generate and
incorporate affirmative interpretations into models
for natural language understanding. The idea is
simple yet effective: complement inputs that con-
tain negation with a paraphrase that does not con-
tain negation. Crucially, we have demonstrated that
automatically obtained (noisy) affirmative interpre-
tations yield improvements with (a) CondaQA com-
pared with a model with twice as many parameters
pre-trained with ≈1M question-answer pairs from
20 existing corpora and (b) five NLU tasks. Our
methodology is architecture- and task-agnostic. In
fact, the model to generate affirmative interpreta-
tions was tuned with out-of-domain corpora.

Future Work. The methods we have presented
are simple and effective, but they are not the only
way to incorporate or generate affirmative inter-
pretations. For example, one might be able to use
LLMs such as GPT-4 or Llama to generate affir-
mative interpretations. Another interesting direc-
tion is to investigate the effect of affirmative inter-
pretations on other NLU tasks, such as sentiment
analysis or text classification. Finally, it would be
interesting to investigate the effect of affirmative
interpretations on other languages, especially those
with different word order or negation structures.

Limitations

The scope of this paper is limited to question an-
swering (CondaQA) and natural language under-
standing (five tasks and corpora) in English with
an emphasis on negation. We leave for future work
the task of exploring whether affirmative interpre-
tations are beneficial in other languages. We ac-
knowledge that this strategy might not generalize
to other languages.

We also acknowledge that we did not conduct
experiments with the latest GPT models or spend
substantial amounts of time engineering prompts.
We note, however, that good faith efforts using
prompts showed that ChatGPT may not be well
suited for generating affirmative interpretations at
this time (Appendix C).

It is worth pointing out that writing affirmative
interpretations for negated sentences might not be
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straightforward or even possible in some cases. In
this paper, we did not focus on the task of determin-
ing whether a sentence can be paraphrased without
negation. We leave this for future work.

None of the corpora that we work with include
information about the scope and focus of negation.
Therefore, we do not have any insight into the re-
lation between affirmative interpretations and the
scope and focus of a negation.
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A Paraphrases vs. Affirmative
Interpretations

Affirmative interpretations are paraphrases with-
out negation. Table 5 shows examples of auto-
matically generated paraphrases from a negated
sentence. Not all of them are correct affirmative
interpretations: some (a) contain negation or (b) do
not preserve the meaning of the original sentence
with negation (and thus they are not actual para-
phrases to begin with). The definition of affirmative
interpretation is a paraphrase (i.e., rewording that
preserves meaning) not containing negation.

Note that an automatically obtained paraphrase
that does not preserve the full meaning (and thus
does not satisfy the definition of affirmative inter-
pretation) does not necessarily contradict the mean-
ing of the original sentence with negation. For
example, I stayed home today is not a true para-
phrase of I didn’t go shopping today but is not a
contradiction either. In this example, obtaining I
stayed home today, despite being only plausible
and not a paraphrase of I didn’t go shopping today,
could be useful to answer questions such as “Did I
go shopping today?” as staying home contradicts
going shopping.

B NLU Corpora

Table 6 shows examples from the five NLU corpora
that we experiment with. The examples are from
the development set of each corpus. In our experi-
ments, we append the affirmative interpretation of
the negated sentence in the input to the end of the
input after a special token.

C Attempting to Generate Affirmative
Interpretations with ChatGPT

At the time of writing, ChatGPT cannot reliably
generate affirmative interpretations (i.e., para-
phrase without using negation). In the example in
Figure 1, it appears convinced to be able to do so,
yet it clearly fails: unhappy and lack are negations.
Perhaps surprisingly, ChatGPT appears to know
that the generated output does contain negation.
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Negation? Same Meaning?
Original Sentence with Negation:

The lightning strikes caused no serious permanent damage. Yes n/a

Automatically Generated Paraphrases (unfiltered):
The lightning did not cause any damage. Yes No
The lightning did not cause any significant and permanent damage. Yes Yes
The lightning strikes caused serious permanent damage. No No
Lightning strikes caused short-term damage. No Yes

Table 5: Examples of automatically generated paraphrases from a negated sentence. The first two paraphrases
contain negation, and only the second one preserves meaning. The next two paraphrases do not contain negation,
and only the fourth one preserves meaning. Only the fourth automatically obtained paraphrase is an affirmative
interpretation: it does not contain negation and it is a true paraphrase of the original sentence with negation—not
causing serious permanent damage carries roughly the same meaning than causing short-term damage.

Input Output

Question Answering
CommonsenseQA What are you waiting alongside with when you’re in a reception

area?
D

A) Motel, B) Chair, C) Hospital, D) People, E) Hotel

Similarity and Paraphrasing
STS-B Three men are playing guitars. 3.75 (out of 5)

Three men are on stage playing guitars.

Inference
QNLI What happened to Dane? Entailment (i.e., question

is answered)Dane was killed in a horse-riding accident when Nikola was
five.

Word Sense Disambiguation
WiC Room and board. Not same meaning

He nailed boards across the windows.

Coreference Resolution
WSC Mark told Pete many lies about himself, which Pete included in

his book. He should have been more truthful.
Not coreferent

Table 6: Examples of instances from the NLU tasks used in our experiments. The first column indicates the task
and the corpus. The second column shows the input to the system. The third column shows the expected output.

Negated Sentence and Affirmative Interpretations Correct?

Negated Sentence The National Palace is one of Managua’s oldest buildings, undamaged by the 1972 earth-
quake.

n/a

AHB The National Palace, one of Managua’s oldest buildings, survived the 1972 earthquake. Yes
ACG The National Palace, which was one of the oldest structures in Managua, remained intact

following the 1972 earthquake.
Yes

Negated Sentence It is not rare to find pearls that measure as much as 14mm across. n/a

AHB It is not uncommon to find pearls that measure as much as 14mm across. No
ACG The size of 14mm pearls is not uncommon. No
Human It is common to find pearls that measure as much as 14mm across. Yes

Table 7: Examples of negated sentences and affirmative interpretations generated by T5-HB (AHB) and T5-CG (ACG).
The last column indicates whether affirmative interpretation are correct (i.e., meaning preserving and without
negation). Human is a human-generated affirmative interpretation.
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- Negated Sentence: An increasing minority of young people cannot understand Japanese and instead use the Ryukyuan
languages only.
- (wrong) Affirmative Interpretation: An increasing minority of young people understand only Ryukyuan languages instead.
- Observation: The affirmative interpretations drops an important part of the meaning of the negated sentence: not under-
standing Japanese. We note, however, that the affirmative interpretation is factual given the negated sentence and it is likely to
be useful for downstream tasks.

- Negated Sentence: By war’s end, no other nation formally recognized the Confederacy.
- (wrong) Affirmative Interpretation: Only one nation recognized the Confederacy at the end of war.
- Observation: This error seems to be due to lack of context of the negated sentence. The affirmative interpretation does not
have negation and is plausible, but it is impossible to know how many nations recognized the Confederacy without additional
context. Indeed, no other nation did X could mean that any number of nations did X.

Table 8: A couple examples of negated sentence from CondaQA and automatically generated affirmative interpreta-
tions that are wrong. We also provide our observations.

Figure 1: Attempting to generate affirmative interpreta-
tions with ChatGPT results in a nonsensical conversa-
tion. ChatGPT appears to be able to identify negations
yet uses them when instructed to not do so

Instance Representation

Training Testing Learning Rate

P+Q P+Q 1e-5
P+Q+S P+Q+S 5e-6
P+Q+PCG P+Q+PCG 1e-5
P+Q+AHB P+Q 1e-5
P+Q+AHB P+Q+AHB 1e-4
P+Q+ACG P+Q 1e-5
P+Q+ACG P+Q+ACG 1e-4
P+Q+AHB+ACG P+Q+AHB+ACG 1e-5
P+Q+AG P+Q 1e-5
P+Q+AG P+Q+AHB 1e-5
P+Q+AG P+Q+ACG 1e-5
P+Q+AG or AHB P+Q 1e-5
P+Q+AG or AHB P+Q+AHB 5e-5
P+Q+AG or ACG P+Q 1e-5
P+Q+AG or ACG P+Q+ACG 5e-5

Table 9: Learning rates used in our experiments with
CondaQA. Note that AG affirmative interpretations are
not available at testing time.

D Affirmative Interpretations Examples

Table 7 shows two negated sentences and their auto-
matically obtained affirmative interpretations. The
bottom half of the table includes errors, as the au-
tomatically generated affirmative interpretations
contain negations. Table 8 contains a couple ex-
amples from CondaQA in which the process to
generate affirmative interpretations made mistakes
along with our observations.

E Training Details with CondaQA

We use the RoBERTa-Large model (Liu et al.,
2019) for our experiments with CondaQA. We use
the implementation of RoBERTa-Large in the Hug-
gingFace Transformers library (Wolf et al., 2020).
The model is trained using early stopping with a
patience of 3 epochs and batch size 16. Table 9
shows the learning rates that we used for our exper-
iments with CondaQA. We use the default values
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for the other hyperparameters.

F Training Details with Additional NLU
Tasks

We use the implementation by Phang et al. (2020)
with RoBERTa-Large as the base model. We use
the default values for the hyperparameters, with
the exception of the learning rate, batch size and
maximum number of epochs for early stopping.

Table 10 shows the learning rates and batch sizes
that we used for our experiments on each corpus.

G CondaQA Dataset

Figure 2 shows an example from CondaQA. Note
that CondaQA highlights the original negated sen-
tences from the original passages but not the edited
sentences. However, we use the available informa-
tion in the dataset such as the original sentence,
the original passage and the edited passage to ex-
tract the edited sentences. Specifically, we identify
sentence boundaries in the original passage and
pinpoint the index of the sentence that contains
negation. Then, we identify sentence boundaries
in the edited passage and use the same index to
extract the edited sentence. We use the extracted
edited sentence to generate affirmative interpreta-
tions. The authors manually analyzed 100 samples
of the extracted edited sentences and confirmed that
in 96% of the cases, the extracted edited sentences
are the same as the edited sentences in the passage.

Additionally, Table 11 shows the basic properties
of the edits made by crowdworkers.

H Additional Results with CondaQA

Table 12 shows additional results with RoBERTa-
Large and CondaQA for each edit type. The results
show that incorporating affirmative interpretations
with RoBERTa-Large improves results not only
with the entire test set, but also with each edit type
individually. However, not all of the improvements
are statistically significant. The only statistically
significant improvements are with (1) the scope
edit type when trained with P+Q+ACG or ACG and
tested with P+Q+ACG, and (2) the affirmative edit
type when trained with P+Q+AHB and tested with
P+Q+AHB.

I UnifiedQA-v2 Training Corpora

Table 13 shows the QA corpora that Khashabi et al.
(2022) used to train UnifiedQA-v2. These corpora

span the following QA formats: extractive, abstrac-
tive, multiple-choice, and yes-no questions.
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CmmnsnsQA STS-B QNLI WiC WSC

RoBERTa 1e-5 (16) 1e-5 (16) 1e-5 (8) 1e-5 (16) 1e-6 (16)

RoBERTa w/ Affirmative Interpret.
obtained using T5-HB (AHB) 5e-6 (16) 5e-6 (8) 5e-6 (16) 1e-5 (16) 5e-6 (16)
obtained using T5-CG (ACG) 5e-6 (16) 5e-6 (16) 1e-5 (16) 5e-6 (16) 5e-6 (16)

Table 10: The learning rates (and batch sizes) used in our experiments with each corpus.

Original Passage: A semiconductor diode is a device typically made from a single p-n junction. At the junction of a p-type
and an n-type semiconductor, there forms a depletion region where current conduction is inhibited by
the lack of mobile charge carriers. When the device is "forward biased" (connected with the p-side at
higher electric potential than the n-side), this depletion region is diminished, allowing for significant
conduction, while only very small current can be achieved when the diode is "reverse biased" and thus
the depletion region expanded.

Original Sentence
(with Negation):

At the junction of a p-type and an n-type semiconductor, there forms a depletion region where current
conduction is inhibited by the lack of mobile charge carriers.

Negation Cue: lack

Edited Passage: A semiconductor diode is a device typically made from a single p-n junction. At the junction of a p-type
and an n-type semiconductor there forms a depletion region where current conduction is inhibited by
the absence of mobile charge carriers. When the device is "forward biased" (connected with the p-side
at higher electric potential than the n-side), this depletion region is diminished, allowing for significant
conduction, while only very small current can be achieved when the diode is "reverse biased" and thus
the depletion region expanded.

Edit Type: Paraphrase

Question: Is the current conduction negatively affected by the amount of mobile charge carriers?

Answer: Yes

Extracted Edited
Sentence:

At the junction of a p-type and an n-type semiconductor there forms a depletion region where current
conduction is inhibited by the absence of mobile charge carriers.

Figure 2: An example from CondaQA. The negation in the original sentence is lack. The crowdworkers wrote a
paraphrase of the original sentence, which is included in the edited passage ([. . . ] by the absence of mobile charge
carriers). The question is written based on the original paragraph and answered based on the original and all three
edited passages (only paraphrase edit shown). The answer to the question (for the edited passage) is Yes. The dataset
does not explicitly indicate the edited sentence. However, we extract it as explained in Appendix G.

Edit % Negated Meaning Answer

Paraphrase 59.5 Same Unchanged
Scope 97.7 Changed Unchanged or changed
Affirmative 43.6 Reversed Reversed

Table 11: Basic properties of the edits made by crowdworkers in the process of creating CondaQA. The Negated
column shows the percentage of edits that have negation. The Meaning and Answer columns indicate the differences
in meaning (if any) between (1) the original and edited passage and (2) answers to the same question according to
the original and edited passage. Changed does not necessarily mean reversed.
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Input Representation Accuracy

# Params. Training Testing All Ori. Par. Sco. Aff.

RoBERTa-Large 355M Q Q 47.4 52.1 52.3 47.4 39.0
P P 45.4 46.5 46.1 45.2 43.9

P+Q P+Q 64.9 67.2 66.0 59.5 66.0
w/ sentence with neg. from P (S) P+Q+S P+Q+S 65.2 66.0 64.6 61.8 68.3
w/ 1st par. of S by T5-CG (SCG) P+Q+SCG P+Q+SCG 65.7 68.3 67.1 60.2 67.0
w/ Affirmative Interpretations

P+Q+AHB P+Q 62.8 64.6 62.9 58.6 64.9
P+Q+AHB P+Q+AHB 67.1∗ 68.5 68.0 61.8 69.7∗

P+Q+ACG P+Q 61.3 64.7 62.3 58.2 59.8
P+Q+ACG P+Q+ACG 66.4∗ 68.6 67.2 61.7 67.8
P+Q+AHB+ACG P+Q+AHB+ACG 65.6 68.4 66.6 59.4 67.6

P+Q+AG P+Q 63.6 65.2 64.8 58.6 65.5
P+Q+AG P+Q+AHB 64.4 65.5 65.3 60.3 66.2
P+Q+AG P+Q+ACG 65.6 67.2 66.8 59.7 68.2

P+Q+AG or AHB P+Q 62.5 64.2 63.4 58.5 63.6
P+Q+AG or AHB P+Q+AHB 65.7 67.2 67.2 59.6 68.2
P+Q+AG or ACG P+Q 60.6 62.6 61.7 57.6 60.3
P+Q+AG or ACG P+Q+ACG 66.7∗ 69.0 67.2 62.4∗ 67.8

Table 12: The accuracy of RoBERTa-Large on the CondaQA test set for each edit type. We indicate statistically
significant improvements (McNemar’s test (McNemar, 1947), p < 0.05) with respect to the model trained without
affirmative interpretations (P+Q during training and testing) on each edit type with an asterisk (∗).

Corpus # Train Inst. Reference

Squad 1.1 87,599 Rajpurkar et al. (2016)
Squad 2 130,319 Rajpurkar et al. (2018)
Newsqa 92,549 Trischler et al. (2017)
Quoref 19,399 Dasigi et al. (2019)
Ropes 10,924 Lin et al. (2019)
NarrativeQA 32,747 Kočiský et al. (2018)
DROP 77,409 Dua et al. (2019)
NaturalQuestions 307,373 Kwiatkowski et al. (2019)
MCTest 1,480 Richardson et al. (2013)
RACE 87,866 Lai et al. (2017)
OpenBookQA 4,957 Mihaylov et al. (2018)
ARC 2,590 Clark et al. (2018)
CommonsenseQA 9,741 Talmor et al. (2019)
QASC 8,134 Khot et al. (2020)
PhysicalIQA 16,000 Bisk et al. (2019)
SocialIQA 33,410 Sap et al. (2019)
Winogrande 40,398 Sakaguchi et al. (2020)
BoolQ 9,427 Clark et al. (2019)
MultiRC (yes/no) 6,000 Khashabi et al. (2018)
BoolQ-NP 9,727 Khashabi et al. (2020)

Table 13: The corpora that Khashabi et al. (2022) used to train UnifiedQA-v2, and the number of training instances
in each corpus.
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