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Abstract

The knowledge graph-to-text (KG-to-text) gen-
eration task aims to synthesize coherent and
engaging sentences that accurately convey the
complex information derived from an input
knowledge graph. Existing methods generate
the whole target text based on all KG triples
at once and may incorporate incorrect KG
triples for each sentence. To this end, we pro-
pose the bi-directional multi-granularity gen-
eration framework. Instead of generating the
whole text at a time, we construct the sentence-
level generation based on the corresponding
triples and generate the graph-level text as a re-
sult. Moreover, we design a backward relation-
extraction task to enhance the correctness of
relational information. Our method achieves
the new state-of-the-art in benchmark dataset
WebNLG and further analysis shows the effi-
ciency of different modules.

1 Introduction

Knowledge graph (KG) is a structured data rep-
resentation form that contains rich knowledge in-
formation and is more convenient for processes
such as information retrieval and reasoning. Al-
though KGs facilitate computational processes, it
is difficult for humans to intuitively understand the
content in KGs, so the proposed KG-to-text gener-
ation task aims to produce correct descriptive text
for the input KG. KG-to-text has various applica-
tions, like question-and-answer (Pal et al., 2019)
and dialogue systems (Zhou et al., 2018). More-
over, with the population of large language models
(LLM), KG-to-text plays an important role in trans-
forming structured knowledge into texts to alleviate
hallucination in LLMs (Ji et al., 2023).

Recent works insert extra graph modules into
pretrained language model (PTM) and decode the
whole target text based on all KG triples in one
round (Ke et al., 2021; Zhao et al., 2023). With the
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size of KG growing, the full generation enlarges
and there are multiple sentences to describe the
KG with different sentences describing different
aspects. However, the model may incorporate in-
correct KG triples to generate the current sentence,
which undermines the overall generation.

Lars Rasmussen .

. Brussels

headquarters
Denmark .
Aarhus University
. Leader Title’

Church_of Denmark Monarchy of Denmark

European University
Association

correct which has its HQ in Brussels. Denmark has a monarch;

and

Aarhus University in Denmark is affiliated with the European University Association.
Denmark has a monarch which has its HQ in Brussels; its religion is the Church of
Denmark and it is led by Lars Rasmussen.

incorrect

Figure 1: One example from WebNLG dataset. There
are 6 triples in this KG to generate the text: <Denmark
,Leader Title, Monarchy of Denmark>; <Denmark, reli-
gion, Church of Denmark>; <Denmark, Leader Name,
Lars Rasmussen>; <Aarhus University, country, Den-
mark>; <Aarhus University, affiliation, European Uni-
versity Association>; <European University Associa-
tion, headquarters, Brussels>. The “incorrect” denotes
the incorrect generation of baseline model.

We take an example in WebNLG dataset (Gar-
dent et al., 2017) in Figure 1. There are 6 triples
in the KG and the target generation contains two
sentences: “Aarhus University in Denmark is af-
filiated with the European University Association,
which has its HQ in Brussels.” and “Denmark has a
monarch; its religion is the Church of Denmark and
its leader is Lars Rasmussen.”. The first sentence
describes “Aarhus University” and its affiliation
“European University Association”. The second
sentence describes the political and religious infor-
mation of “Denmark”, so it should be generated
based on the 3 triples including “<Denmark ,Leader
Title, Monarchy of Denmark>"; “<Denmark, reli-

gion, Church of Denmark>"; “<Denmark, Leader
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Name, Lars Rasmussen>". The baseline model
misunderstands the triple “<Aarhus University, af-
filiation, European University Association>" for
this sentence and generates the incorrect text.

To enhance the fine-grained information of each
sentence generated by the model, we propose our
bi-directional multi-granularity generation frame-
work (BDMG). Instead of generating the whole
text at a time, we construct the sentence-level gen-
eration based on the corresponding triples and gen-
erate the graph-level text as a result. First, We
prompt the model to find the subset of triples in KG
which are needed for the current sentence. Then
the model generate the current text based on these
triples. Finally the model aggregates the sentence-
level generation into the final result. Moreover, we
design a backward relation-extraction (RE) task
to enhance the correctness of relational informa-
tion. Specifically, we randomly choose a number
of triples in KG and ask the model to infer the rela-
tions between the head and tail entities. The model
is jointly optimized by the two tasks.

We conduct experiments on the benchmark
dataset in KG-to-Text task, WebNLG, and derives
the new state-of-the-art (SOTA), which shows the
efficiency of our bi-directional multi-granularity
generation framework. Further experiments demon-
strate the importance of step by step sentence-level
generation and backward relation extraction to the
KB-to-Text task.

We conclude our contributions as follows: 1. We
propose the bi-directional multi-granularity gener-
ation framework, where the model generates the
sentence-level information at first and aggregate
into generating the KG-level text. 2. We design the
backward relation extraction task into enhancing
the relational information of triples in KG, which
improves the overall performance of generating
text from KG triples. 3. We conduct experiments
on the benchmark dataset WebNLG and achieves
the new SOTA.

2 Related Work
2.1 KG-to-Text

To capture the KG structural information, many
recent works on KG-to-text generation encode the
graph structure directly using graph neural net-
works (GNNs) (Guo et al., 2019; Zhao et al., 2020;
Ribeiro et al., 2020; Li et al., 2021) or graph-
transformers (Schmitt et al., 2020) and then decode
into texts. DUALENC (Zhao et al., 2020) feeds the

input KG into two GNN encoders for order plan-
ning and sentence generation. Graformer (Schmitt
et al., 2020) introduces a model that combines rela-
tive position information to compute self-attention.
Other approaches (Wang et al., 2021; Liu et al.,
2022; Guo et al., 2019; Ribeiro et al., 2020) first
linearize KG into sequences and then feed them
into the sequence-to-sequence (Seq2Seq) model
for generating desired texts. Existing works (Zhao
et al., 2020) have shown that the linearized order
of the given triples has an effect on the quality of
generated text. Previous works mainly use graph
traversal (Li et al., 2021) or multistep prediction
(Su et al., 2021) methods for triple order genera-
tion. Li et al. (2021) uses the relation-biased BFS
(RBFS) strategy to traverse and linearize KGs into
sequences. Zhao et al. (2020) uses the content plan-
ner to select one of the remaining unvisited triples
at each step until all triples have been visited.

Recent KBQA methods (Du et al., 2022, 2023a)
employ GNN to solve queries based on the KB,
which is hard to transfer to LLM because of
large computation cost. However, KG-to-text task
bridges the gap between KG and LLM. KG can
be converted to natural text and then apply the
LLM to solve the query. Moreover using query
rewritten methods (Du et al., 2023b), multi-turn
KG-based queries can be refined into semantic-
complete query and answered by LLM based on
the natural text generated from KB triples by KG-
to-text methods.

2.2 Chain of Thought

Recent works on CoT prompting is prompting
LLMs step by step to leverage their comprehen-
sion and reasoning abilities to answer questions.
Zero-shot-CoT (Kojima et al., 2022) adopts a two
stage design, which requires LLMs to first generate
intermediate rationale and then produce an answer.
Wang et al. (2022) introduced iCAP, which iter-
atively prompts a fine-tuned small-scale LLM to
generate CoTs and then combines the generated
rationales to formulate answers. Least-to-Most
(Zhou et al., 2022) requires LLMs to first decom-
pose a complex question into sub-questions and
then sequentially solve them to arrive at the final
answer.

3 Methodology

In this part, first we introduce the task of KG-to-
Text, then we introduce our BDMG approach. Our
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: <Aarhus University, country, Denmark>
: <Aarhus University, affiliation, European University Association>
: <Denmark, Leader Title, Monarchy of Denmark>

: <Denmark, religion, Church of Denmark>

: <Denmark, Leader Name, Lars Rasmussen>

: <European University Association, headquarters, Brussels>

KG triples

wawN

o

[ ] Sequentially generate the semantically complete
[ ] sentence based on the corresponding triple subset
Based on triple 1, triple 2, and triple 6, the generation is Aarhus University in
LLM Denmark is affiliated with the European University Association, which has its HQ
P d in Brussels. Based on triple 3, triple 4, and triple 5 ---
orwar
& generate the full text based on triples in KG and sentence-level generation
LLM the overall generation is Aarhus University in Denmark is affiliated with the
European University Association, which has its HQ in Brussels. Denmark has a
monarch; its religion is the Church of Denmark ---
& backward‘ What is the relation between Denmark and Lars Rasmussen?
LLM ‘ Lars Rasmussen is the leader of Denmark ‘

Figure 2: Pipeline of our approach BDMG. It includes
forward sequential sentence-level generation and back-
ward relation extraction.

method includes two modules: forward sequen-
tial sentence-level generation and backward rela-
tion extraction. The forward generation process
absorbs the thought of Divide-and-Conquer algo-
rithm (Smith, 1985). We ask the LLM to decide
the triple subset which should be generated in cur-
rent sentence, and merge the generation result of
different subsets into the full generation of KG.

3.1 Task formulation

The aim is to generate accurate text to describe the
input KG. The input KG consists of some triples
and G = {(h,r,t) | h,t € E,r € R}, where €
and R are sets of entities and relations, respectively.
Following (Ke et al., 2021), we linearize the input
KG as Gjinear = (w1, wa, - ,wy,), where m is
the number of tokens. The target is to generate the
text 7 = (t1,t2,- -+ ,ty), Which gives an accurate
and complete description of the information in the
input KG.

3.2 Forward Sentence-Level Generation

In this part, we decompose the generation of the
text to describe the full KG into a sequential de-
coding problem: the model sequentially generate a
semantically complete sentence with the sentence-
specific subset of KG triples. Then the model gener-
ates the full text of KG based on the triples and the
sentence-level generation. The generation process
can be formulated as follows:

P(cot, TIKG)
= P((s1,t1), -, (8n, tn), T|KG)
:ﬁP((si,tz)](sl,tl),'” (si-1,ti-1), KG)-
i=1
(T|(s1,t1) s (8nstn), KG)
:ﬁP(t |(s1,t1), -+, (si-1,ti1), KG)-
i=1
ﬁ P(si)|ti, (s1,t1), -+, (si—1,ti—1), KG)-
PUT|(s1.12). - - (s0012). KG)

where cot denotes the sequential sentence-level
generation, ¢; denotes the i-th sentence-specific
triple subset in the original KG, s; denotes the
sentence-level generation based on this triple sub-
set, n denotes the sentence number, 1" denotes the
overall text generation with the full KG triples.

In the example in Figure 2 , There are two se-
mantically complete sentences in the target text, i.e.
n = 2. The first sentence s; is “Aarhus University
in Denmark is affiliated with the European Univer-
sity Association, which has its HQ in Brussels”,
which describes the “Aarhus University” and its
affiliation. The triplet subset corresponding to this
sentence t; is “"<Aarhus University, country, Den-
mark>; <Aarhus University, affiliation, European
University Association>; <European University As-
sociation, headquarters, Brussels>". The second
sentence so describes the entity “Denmark”.

The cross-entropy loss is utilized to optimize the
model:

Lseq = _logP(<81,t1), SEN (Sn,tn),T‘KG)

== logP(ti|(s1,t1), -+, (si-1,ti1),
=1
= “logP(si)|ti, (s1,t1), -+, (Si-1,
=1
ti1),KG) = 1ogP(T|(s1,t1), - , (sn,
=1
tn), KG)

3.3 Backward Relation Extraction

To help the model capture the correct relational in-
formation between the head and tail entities, we de-
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sign the backward relation extraction task. Specif-
ically, we randomly sample a number of triples
from the KG and prompt the model to infer the
relation between its head and tail entities based on
the text generation of the KG. Such as the triple *
<European University Association, headquarters,
Brussels>", we prompt the model as “what is the
relation between European University Association
and Brussels based on the text - - -, and the target
answer is “The headquarters of European Univer-
sity Association are in Brussels”. The objective
function is as follows:

L,e = —logP(r|h,t,T)

= —log H P(ri|r<i, h,t,T)
i=1

where h, t, r denotes the head entity, tail entity
and relation of the sampled triple, 7" denotes the
generated text to describe the KG, and m denotes
the answer length.

3.4 Training and Inference

Our model is jointly optimized by the sequential
sentence-level generation loss and the backward
RE loss:

L= O51Lseq + agLye

where a; and «g are parameters to tune. In
the training of sentence-level generation, we add
special tokens, “[SEQ]” and “[RES]” before the
sentence-level generation and the final aggregated
text of the full KG. In the inference stage, we take
the text after the “[RES]” token as the final result.

4 Experiments

4.1 Dataset and Backbone

WebNLG (Gardent et al., 2017) is a frequently used
benchmark dataset in KG-to-Text task. A sample
in the dataset contains one to seven triples. The
text to describe the KGs mostly contains multiple
sentences, which is appropriate for our sequential
sentence-level generation. We followed the exist-
ing work (Ke et al., 2021) to use the more challeng-
ing split (Constrained) version of 2.0 (Shimorina
and Gardent, 2018), which guarantees that there is
no overlap on triples of input graphs among train
/ validation / test set. We utilize the widespread
LLM Flan T5 (Chung et al., 2022) with sizes from
3B to 11B as the backbone model.

Models BLEU | METROE | ROUGE
SOTA-NPT 48.00 36.00 65.00
KGPT 59.11 41.20 69.47
JointGT 61.01 46.32 73.57
Plan Selection | 62.12 46.78 73.96
Flan T5 3B 67.56 47.67 78.10
BDMG 3B 68.75 48.90 79.58
Flan T5 11B 69.32 49.22 79.89
BDMG 11B 70.65 50.30 81.36

Table 1: Experimental results on WebNLG dataset. We
conduct 5 experiments with different random seeds and
our method significantly beats the prior SOTA Plan-
Selection, with p-value less than 0.001.

4.2 Implementation Details

To reduce memory cost and preserve prior knowl-
edge, we adopt LORA adapter (Zhang et al., 2023)
to the LLM and freeze original parameters. The
number of trainable parameters of BDMG-3B is
3M, only 0.1% of total parameters. We set the
LoRA rank and scaling factor to 8 and 16. The
training batch size is set to 4 for BDMG-3B and
2 for BDMG-11B. We utilize AdamW as the op-
timizer and the initial learning rate is set to 3e-5.
The value of hyper-parameter o; and a9 in section
3.4 is set to 1.0 and 0.6. We make use of off-shelf
NLP tools spaCy (Vasiliev, 2020) to link the entity
in KG to the annotated text which describes the
full KG, thus construct the target of sentence-level
generation. Following (Ke et al., 2021) we utilize
METEOR (Banerjee and Lavie, 2005), ROUGEL
(Lin, 2004) and BLEU-4 (Papineni et al., 2002)
as evaluation metrics. We compare our methods
with existing methods including SOTA-NPT (Ke
et al., 2019), KGPT (Chen et al., 2020), JointGT
(Ke et al., 2021) and Plan Selection (Zhao et al.,
2023)

4.3 Results

In Table 1, our approach BDMG-11B beats the
prior SOTA, Plan Selection, with about 8.5 BLEU,
3.6 METEOR, 7.4 ROUGE score. Compared with
the backbone Flan T35, our model outperforms by
about 1.2 BLEU, 1.2 MeTEOR and 1.5 ROUGE
score with 3B version, as well as 1.3 BLEU, 1.1
METEOR, 1.5 ROUGE score with 11B version. It
demonstrate the efficiency of bi-directional multi-
granularity generation framework, including for-
ward sequential sentence-level generation and back-
ward relation extraction.
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Models | BLEU | METROE | ROUGE
-COT 68.03 48.12 78.55
-RE 68.45 48.56 79.14
BDMG | 68.75 48.90 79.58

Table 2: Ablation results with Flan TS5 3B as backbone.
- COT denotes removing the sequential sentence-level
generation and directly generate the final text to describe
the full KG, - RE denotes removing the backward rela-
tion extraction task.

4.4 Ablation

In Table 2, we conduct ablation experiments to
evaluate different modules of our method. By re-
moving the sequential sentence-level generation,
the performance drops by about 0.7 BLEU, 0.8
METEOR and 1.0 ROUGE. It shows the impor-
tance of choosing triple subset from the full KG
to generate the semantically complete sentence se-
quentially. By removing the backward RE task, the
model drops by 0.3 BLEU, 0.3 METREOR and 0.4
ROUGE. It shows the backward RE task enhances
the relational information between KG entities for
model and improves the overall generation.

5 Conclusion

In this paper, we propose our bi-directional multi-
granularity generation framework. Instead of gen-
erating the whole text at a time, we construct the
sentence-level generation based on the correspond-
ing triples and generate the graph-level text as a
result. We conduct experiments on benchmark
dataset and significantly achieves the new SOTA.
Further analysis shows the efficiency of different
modules. This work was completed by the first
author during internship in Ant Group.

Limitations

We propose our bi-directional multi-granularity
generation framework and demonstrate our effi-
ciency on the benchmark dataset WebNLG. Our
method focuses on the sequential sentence-level
generation, which applies to larger KG with mul-
tiple sentences as description, and do not apply to
simple KG with only one sentence.
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