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Abstract

It has been widely observed that exact or
approximate MAP (mode-seeking) decod-
ing from natural language generation (NLG)
models consistently leads to degenerate out-
puts (Holtzman et al., 2019; Stahlberg and
Byrne, 2019). Prior work has attributed this be-
havior to either a fundamental and unavoidable
inadequacy of modes in probabilistic models
or weaknesses in language modeling. Contrast-
ingly, we argue that degenerate modes can even
occur in the absence of any modeling error, due
to contamination of the training data. Specifi-
cally, we argue that mixing even a tiny amount
of low-entropy noise with a population text dis-
tribution can cause the data distribution’s mode
to become degenerate. We therefore propose
to apply MAP decoding to the model’s true
conditional distribution where the conditioning
variable explicitly avoids specific degenerate
behavior. Using exact search, we empirically
verify that the length-conditional modes of ma-
chine translation models and language models
are indeed more fluent and topical than their un-
conditional modes. For the first time, we also
share many examples of exact modal sequences
from these models, and from several variants
of the LLaMA-7B model. Notably, we observe
that various kinds of degenerate modes per-
sist, even at the scale of LLaMA-7B. Although
we cannot tractably address these degeneracies
with exact search, we perform a classifier-based
approximate search on LLaMA-7B, a model
which was not trained for instruction following,
and find that we are able to elicit reasonable
outputs without any finetuning.

1 Introduction

While it might intuitively be appealing to search
for the highest-likelihood response (i.e., the mode)
from a language model (LM), approximate MAP
(maximum a posteriori) decoding approaches are
known to produce degenerate outputs, such as
excessive repetition of phrases, empty outputs,

etc. (Holtzman et al., 2019; Stahlberg and Byrne,
2019; Riley and Chiang, 2022; Wiher et al., 2022).
As a result, sampling approaches dominate the nat-
ural language generation landscape, reinforcing
the belief that mode-seeking is undesirable for de-
coding from neural language models. Most prior
work has attributed this degeneracy to either bi-
ases/weaknesses in modeling, or has argued that
we should not analyze models in terms of their
modes due to the small probability it is assigned
(e.g., Murray and Chiang, 2018; Shi et al., 2020;
Wang and Sennrich, 2020; Eikema and Aziz, 2020).
In this work, we argue instead that these degenerate
modes will be found even when a model is perfectly
trained, and therefore cannot solely be due to a bias
found in a particular class of models. This occurs
when the training data is contaminated with low-
entropy distractors—noisy samples coming from
a distribution with much lower entropy than the
distribution of desirable outputs.! In Section 2, we
provide a simple theoretical demonstration of the
fact that a higher variability of valid outputs neces-
sarily lowers the noise rate required to produce a
degenerate mode, regardless of the quality of mod-
eling. This implies that the problem will persist, no
matter how well we can fit our NLG models to a
population data distribution.

We argue that if the set of high-quality sequences
is merely hidden beneath a relatively small set of
distractors, one could eliminate the bad mode prob-
lem by conditioning away these undesirable outputs
and finding the “clean” mode underneath. More
concretely, consider a population or model distribu-
tion which assigns sequence y probability? P(y).
We claim that even when the modal value of P(y)
is degenerate, there often exists a relatively simple

"For example, regurgitating the input in machine transla-
tion (MT) or instruction-following is a low-entropy behavior,
since there will be only one such output for each input.

“This distribution may condition on an input sequence, but
we have omitted that here for brevity.
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attribute function A(y), such that the conditional
mode, argmax P(y|A(y) = a), is high-quality.
We refer to search for these conditional modes as
attribute-conditional search.

One might worry that the modes of LMs are fun-
damentally degenerate, and attribute-conditional
search would just replace one type of low-quality
output with another. For instance, it might avoid
empty modes but introduce degenerate repetition
in the output. Surprisingly, we find that this is not
the case for both an MT model and a story gener-
ation model. Both models have degenerate empty
outputs as their unconditional mode for a large frac-
tion of inputs?®, but their length-conditional modes
(i.e., the highest scoring output of a given length)
are almost universally high quality.

Our findings from exact length-conditional
search are limited in two ways: finding exact modes
of a given length is too expensive for realistic out-
put lengths in MT, and furthermore mere length
conditioning would not be sufficient to address the
multiple failure modes observed in the LLaMA
models. To overcome these obstacles, we addition-
ally consider approximate conditional search for
these two settings. By using an attribute classifier-
guided beam search scheme, we show that we can
find outputs which, compared to those found are or-
dinary beam search, are both higher likelihood and
judged to be higher quality by automated metrics
and human raters. These empirical findings support
our claim that MAP-based methods should not be
discarded purely due to the problem of degenerate
outputs.

In summary, our contributions are:

* A simple argument which implies that even
perfectly trained LMs will often suffer from
degenerate modal outputs;

* A novel caching heuristic which allows us to
scale the exact search method of Stahlberg
and Byrne (2019) to 7B parameter models on
a single GPU;

* A demonstration that exact length-conditional
modes of an MT model are nearly always flu-
ent and relevant to the source sentence, contra-
dicting the expectation created by prior work;

* A demonstration that it is possible to find out-
puts which are both high likelihood and high-
quality using approximate conditional search.

3This was previously reported for MT, but not for open-
ended generation

2 Causes of output degeneracy

Prior research has observed that the relationship
between the likelihood assigned to a text by NLG
models and its quality as assessed by human read-
ers decorrelates in the high-likelihood regime. (See
e.g., Zhang et al., 2021). Two such well-known
results are Stahlberg and Byrne (2019)’s finding
that MT models often prefer the empty sequence
to any other output and Holtzman et al. (2019)’s
demonstration that GPT-2 (Radford et al., 2019)
produces degenerate outputs under beam search.
As we stated in Section 1, many explanations have
been offered for this phenomenon. We wish to em-
phasize a point that has been under-discussed in the
NLP community: A model can emit high-quality
samples with high probability while still having
a degenerate mode, even in the absence of model
error. We will specifically call this the bad mode
problem. In this section, we will explain how low-
entropy distractors can lead to this phenomenon
and discuss the implications for designing infer-
ence algorithms.

2.1 MAP’s nemesis is low-entropy noise

MAP inference aims to find the single highest
scoring output y* from a model’s output distri-
bution Ppodel, possibly conditional on a prefix
or input z: y* = argmax Ppodel(y | ). As an

example, consider a lziniform distribution over
some set of high-quality texts. For example,
the texts might be 20 possible translations of
a “<subject><verb><object>” sentence. Or,
they might be 2'%° possible abstracts one could
write for a given scientific paper. By training
sufficiently large models sufficiently well, one
could approximate these distributions arbitrarily
closely.* If one instead trains on a noisy dataset,

*We emphasize that we are not referring to fitting the
empirical distribution arbitrarily closely, i.e., memorizing the
training set. Rather, we are referring to learning the population
distribution, so that the probability assigned to a sequence
by the model converges to its true rate under the population
distribution. In a finite Spanish-English MT dataset, there may
be only one example translation of “Hola.” — “Hello.”. In
a grammatical error correction (GEC) dataset, there may be
only one example correction of “Hello wrold.” — “Hello
world.”. However, all but the most staunchly frequentist
English speakers should agree that there is more intrinsic
uncertainty present in the MT task than the GEC task. There
is a non-trivial probability of other translations of “Hola”,
such as “Greetings.”, “Hello there.”, “Salutations.”, “What’s
up?” and so on. On the other hand, the probability of other
corrections of “Hello wrold.” is vanishingly small. These
probabilities can be learned from finite data, as shown by
perplexity evaluations of LMs on held-out data.
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problems arise. Imagine that each training example
is replaced with a uniform sample from a set of
10 bad outputs with a probability of €. In this
setting, it is easy to calculate the minimum value
of € at which samples from the noise distribution
dominate the samples from the clean distribution
(See Appendix A). For the translation example
above with 20 texts, as long as € < 1/3, a perfectly
trained model would still have a correct translation
as its modal output.

On the other hand, to prevent one of the 10 bad
sequences from being modal for the paper abstract
distribution, we need € < 7.9 x 1073°, If even one
in a trillion examples comes from the noise distri-
bution in this setting, a perfectly trained model
must report that that sequence is modal. Sam-
pling from this perfect model, on the other hand,
we would only observe this bad output one one-
trillionth of the time. We refer to the noisy outputs
in the above scenario as low-entropy distractors,
as their low diversity offsets their low probability,
causing them to be more likely than any individual
clean sequence.

Ott et al. (2018) showed that adding training in-
stances where the reference is a copy of the source
leads to MT models showing more search degen-
eracies. They also showed that when the model
had a higher uncertainty, degenerate outputs were
more common. This is a particular example of a
low-entropy distractor, and how it interacts with
the entropy of the model.

2.2 Sampling’s nemesis is high-entropy noise

Above, MAP inference crumbled once the distribu-
tion was mixed with a small amount of a particu-
lar kind of noise, while sampling remained robust.
However, one can also find situations where the op-
posite occurs. Consider a uniform distribution over
the set of all high-quality 100-word stories. To add
noise, introduce a spelling error into each word in-
dependently with probability 1/10. (In this case, the
set of low-quality sequences displays much higher
variability than the set of clean sequences).

In this case, the noisy sequences individually
have lower probabilities than any clean sequence.
Samples from models perfectly trained on this dis-
tribution would have 10 spelling errors on aver-
age, and the probability that an output contains no
spelling errors would be nearly zero, at a value of
107190, Nevertheless, the modal output would be
error-free. In the chain rule factorization of the dis-

tribution, it is more likely that each word is spelled
correctly than incorrectly, so exact MAP would
yield noise-free text.

2.3 Fixing sampling vs. fixing MAP

The two examples above demonstrate that sampling
and searching for modal outputs are two fundamen-
tally different decoding schemes as they are vulner-
able and resilient to different kinds of noise. The
type of noise that harms sampling appears to be
largely addressed by common practice in NLG, as
the most frequently used sampling methods aim to
reduce the entropy of the output distribution. Top-
k and top-p sampling remove the tail of the token
distribution, while low-temperature sampling em-
phasizes high-probability tokens at the expense of
low-probability tokens.

On the other hand, there are not currently
methods for protecting mode-seeking search-based
methods from the bad mode problem. Normalizing
the sequence probability by the number of tokens is
a heuristic method for addressing short low-quality
outputs (Jean et al., 2015), but length is just one
such problem.’

Our proposed method for attacking the bad mode
problem is attribute-conditional search. Rather
than searching for the global mode, we search for
the conditional mode:

yjond = argmax Pmodel(y ’ €T, A(y) = a) (D
Y
which is the mode of the distribution conditional
on the value of some attribute A(y). For the par-
ticular case of outputs being empty or truncated,
we might set A(y) = |y| and search for the highest
scoring output of a given length. Our experiments
in Section 3 show that this is sufficient for MT
and story generation models to have high-quality
exact modes. That is, the single highest scoring se-
quence of sufficiently high length is nearly always
not degenerate.®
The arguments above merely show that degen-
erate modal outputs do not imply the presence of
model error, but we are certainly not saying that
modern models have perfectly fit the data distri-
bution. Samples from language models can be
SFor instance, consider the degenerate behavior of repeat-
ing the input in MT, with probability one in a billion. The
length will be similar to the length of valid outputs, so length
normalization will not fix the issue. Once outputs get suffi-
ciently long, the repetition behavior will dominate high-quality
translations.

®Note that there may be issues with the mode even in the
absence of noise (e.g., Holtzman et al., 2021).
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distinguished from samples from the distribution
they were trained on (Bakhtin et al., 2021), so there
is clearly still room for improvements to model
training and fine-tuning. However, we believe that
MAP-like methods have been under-explored rela-
tive to the alternative of modifying the training
procedure to obtain more desirable results (e.g.
Welleck et al., 2019).

3 Empirical characteristics of exact
unconditional modes

We study the nature of unconditional modes
(highest-scoring outputs) of various kinds of au-
toregressive models, aiming to characterize the de-
generate behaviors observed in modes across con-
text types, model scales, and fine-tuning schemes.
Specifically, we use the depth-first search (DFS)
method introduced by Stahlberg and Byrne (2019)
to find exact modes for the following diverse set
of models: (a) the MarianMT Chinese-English
encoder-decoder machine translation model (Tiede-
mann and Thottingal, 2020), (b) a 345M-parameter
GPT-2 model finetuned on the ROC stories dataset
(Mostafazadeh et al., 2016), (c) a 7B-parameter
general-purpose base LLaMA model (Touvron
et al., 2023a), and (d) finetuned LLaMA models for
chat and instruction following, namely Alpaca and
Guanaco (Taori et al., 2023; Dettmers et al., 2023).
While exact decoding in exponentially large search
spaces in LMs appears intractable, Stahlberg and
Byrne (2019) demonstrated that aggressive pruning
makes it possible to find the exact modal output
of a model. Since the LLaMA models are over 20
times larger than the MT and story generation mod-
els, we devise a novel caching strategy to reduce
the memory footprint of DFS, which is explained
in Section C. To our knowledge, this work is the
first to find the modes of models of this size.

3.1 Experiment Setup

For MT, we use the source sentences from the
WMT’17 Zh-En newsdev dataset (Bojar et al.,
2017) as inputs. The details of story comple-
tion experiments can be found in Appendix B.1.
For LLaMA-based experiments, we sampled 1000
instructions from the databricks-dolly-15k
dataset, filtered to be less than 256 tokens long,
and in the instruction/response format rather than
the instruction/context/response format. For Al-
paca and Guanaco, we use the prompt format used
during finetuning. LLaMA was not trained for in-

struction following, so we use the Alpaca format
for it as well (see Appendix E for the exact text).

3.2 Quantitative analysis

Our findings for the MT model replicate the find-
ings of Stahlberg and Byrne (2019), namely that
modal MT outputs are often empty. In particu-
lar, the mode of the MT model is the empty se-
quence for 57.7% of the source sentences.” For
story completion experiments (see Appendix B.1
for details), 28.7% of inputs led to an empty mode.
Interestingly, just like the smaller models, all three
of the larger LLaMA model variants often have an
empty mode as well. The basic LLaMA model has
empty modes for a majority (70.7%) of prompts.
Alpaca and Guanaco predicted empty modes for
16% and 7.7% of the prompts—much less often
than LLaMA, which is not surprising since Alpaca
and Guanaco were finetuned on data that always
contains full responses to the user.

Figure 2a shows the relationship between the
length of the input sentence and empty modes.
As in Stahlberg and Byrne (2019), we find that
longer source sequences are more likely to have
an empty modal output (Figure 2a). However, we
also find that the marginal probability of producing
the empty sequence declines as the source length
increases (Figure 1). Figure 2b shows the same
pattern happens with LLaMA as with MT: Inputs
with longer reference lengths have empty modes
more often. For these models, the probability of an
empty output declines or is relatively unchanged
with length (Figure 4. This seemingly contradictory
finding is consistent with the explanation given in
Section 2: The main cause of the empty mode prob-
lem is that the entropy of valid outputs increases
with input length, but the probability of the empty
output does not decline fast enough to offset this
effect. Indeed, Figure 1 shows that the probability
the MT model assigns to empty outputs is declining
with source length, but the decline is moderate, not
exponential as is required.

3.3 Qualitative analysis

In general, when these models’ modes are non-
empty, they are often high-quality. For MT and
story completion, emptiness appears to be the only
kind of degeneracy. But with much the larger
LLaMA-based models, we see other kinds of de-

"Stahlberg and Byrne (2019) found that 51.8% of inputs
on the WMT news-test-2015 En-De dataset had an empty
mode under their model.
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Figure 1: Geometric mean of the probabilities Mari-
anMT Zh-En assigns to the empty sequence as a trans-
lation of inputs of varying lengths.

generate modal outputs as well: (a) For 46 of 1,000
prompts searched, Alpaca’s mode is “<nooutput>”,
(b) Guanaco’s mode is often a substring of the
prompt, and (c) LLaMA’s mode often repeats the
prompt. Tables 13, 14, and 15 show the modes for
the prompts that have non-empty modes. Finally,
we observe that most of the prompts for which
LLaMA has a non-empty mode are factoid requests
that have a single answer. For Alpaca and Guanaco,
the prompts with empty modes are generally asking
much more open-ended questions that don’t have a
single clear answer.

The common theme in these findings is that the
degenerate modal behavior is related to the entropy
of the set of valid outputs. The more open-ended
the correct response, the more likely it is for the
low-entropy distractor outputs and empty outputs
to have a high probability compared to the desired
output sequences as discussed in Section 2.

4 Exact conditional modes: case study on
Length

In the previous section, we observed that many
different kinds of models suffer from degenerate
modes and this problem does not seem to be abated
by scale or finetuning. In this section, we answer
the question of what lies beneath the empty modes
by searching for modes of a length-conditional
distribution: y* = argmax Pmodael (v | [y| = L, ),

where L is a target leyngth, and z is any text be-
ing conditioned on as well. We adapt the DFS
algorithm from the previous section to constrain it
to the target length to find the length-conditional
modes for the MT and story generation models
described above. Computing length-conditional
modes is much more expensive than finding the

global mode, since the search space can’t be pruned
as aggressively. This is because the probabilities of
admissible sequences in length-constrained search
will be much lower for longer lengths, meaning any
given search trajectory must descend deeper before
its probability becomes low enough to be pruned.
As such, we restrict our attention to conditioning
on output lengths of 12 tokens or less.

Stahlberg and Byrne (2019) ran a similar search,
but used a lower bound rather than an exact con-
straint. However, they did not include any sam-
ple outputs of this kind, so the qualitative proper-
ties of such sequences are not widely known. In
this section, we share a large number of length-
constrained modes from MT models, and also ex-
tend this method to story completion.

Characteristics of length-conditional modes
Our main finding is that these conditional modes
are indeed high-quality, provided the length
constraint is long enough. Having fixed the empty
string issue, there surprisingly are no further
degeneracies lurking beneath. A common pattern
in these length conditional modes is that the
shortest modes will not be complete sentences,
but those of sufficient length will be grammatical.
Table 1 shows an example of this behavior for
MT: The unconditional mode is empty, but the
length conditional modes are grammatical, and
more detail is added as the length is increased. To
show that this is not just cherry-picked, Table 8
shows exact modes for 20 more randomly selected
inputs. Appendix B.1 discusses analogous results
for our finetuned GPT-2 model for story generation.

These results consistently demonstrate that exact
length-conditional modes tend to be fluent, pro-
vided the length constraint is long enough. We are
primarily interested in this qualitative finding, but
Table 2 also shows BLEU and BLEURT (Sellam
et al., 2020) scores of these translations, further
showing that the longer modes are preferable.?

5 Approximate conditional modes to
ameliorate other degeneracies

Our exact search experiments revealed two interest-
ing things: The (short) length-conditional modes of
an MT model are high quality, and the exact modes
of LLaMA-7B models often suffer from degen-

8These scores are still quite low because we only search up
to 12 tokens, but used inputs with references up to 20 tokens
in length.
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Length constraint ~ Log-probability =~ Text

Global mode -7.91 </s>
4 -9.22

6 -9.77

8 -10.37

10 -10.63

12 -9.60

Four people died</s>

Four people were killed.</s>

In Thailand, four people died.</s>

A bomb blast in Thailand killed four people.</s>

The bombing of the Thai tourist zone killed four people.</s>

Table 1: Global and length-conditional modal translations of “Z [E iR i# & [X KE TR LEEU AJET” by the
MarianMT Zh-En translation model. The reference translation is “Thailand Bomb Blasts At Tourist Hotspots Kill

Four” (14 tokens).

. Conditioning
Metric  Giobal L—=6 L=8 L=10 L —12
BLEU 0.5 0.3 1.4 33 5.8

BLEURT 27.7 27.7 36.3 423 47.9

Table 2: BLEU and BLEURT scores of modal outputs
of the MarianMT Zh-En model on a length-restricted
subset of the WMT’ 17 Zh-En dev. set. L is the length
the mode was conditional on.

eracies, including some beyond brevity. However,
exact length-conditional search is too expensive
to run for realistic translation output lengths of 30
or more tokens, and it is unclear how precisely to
formalize exact search for avoiding the non-length
related degeneracies displayed by the LLaMA mod-
els. In this section, we mitigate these shortcomings
by using approximate search to consider the real-
istic length setting for MT, and conditional search
for LLaMA-7B. We do this by describing a simple
variety of classifier-guided beam search, and evalu-
ating the outputs it finds both in terms of likelihood
and output quality.

5.1 Implementing conditional beam search

In order to implement an approximate version of
conditional search, we roughly follow the method
of Yang and Klein (2021), which consists of us-
ing prefix classifiers to guide sampling. Here, we
give a brief derivation of how to apply prefix clas-
sifiers to beam search instead of sampling, as some
additional care is needed.
Standard beam search approximates search for
a model’s unconditional mode by incrementally
building a complete output, maintaining and ex-
tending a list of high-scoring partial hypotheses
at each step. The step-wise score, S(x1.), of
a partial hypothesis of length ¢ is its model log-
t
likelihood: S(z14) = > (Pmodel(Ti|T<;)). We

want to find the mode u;der the conditonal distri-
bution, Pmodel(z|A(x) = a), for some attribute
a. To do so, we condition the partial hypothe-
ses on a as well and maintain the modified score:

¢
S'(x14,a) = glog (Pmodel (zi|x<is A(z) = a)).

7
The summands above are intractable to compute
directly, so we apply Bayes’ rule to simplify the
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expression (See Equation 3 for details). The sum
telescopes, and dropping a constant yields:

S/(Jf‘l:t, a) = S(xlzt) + log Pmodel (CL ’ -let) (2)

To obtain a tractable score, we replace the model
probability with an estimate from a learned prefix
classifier, P.ir. This expression shows that we can
run conditional beam search in nearly the same
way as ordinary beam search, with the only change
being the addition of the prefix classifier’s predic-
tion to S(1.t) when ranking continuations. One
might have expected to need to sum the classifier
scores across timesteps as well, but instead we
are able to avoid classifier error accumulating over
the course of generation. As in Yang and Klein
(2021), we only apply the prefix classifier to the
top k£ = 500 tokens at each timestep, for computa-
tional efficiency.

5.2 Experiments: Approximate
length-conditional search

In this section we apply conditional beam search
to investigate high-likelihood outputs with lengths
similar to that of the reference output.

Models and data: We use the same models as
in Section 3: MarianMT Zh-En for MT, and the
ROC Stories GPT-2 model for LM. We train our
classifiers using sequences sampled from these
models. For MarianMT, we sample translations
from the model conditional on sources from the
news-commentary-v12-zh-en training data (Bo-
jar et al., 2017). For the GPT-2 model, we sample
texts unconditionally.

Prefix classifier: For both models, we train classi-
fiers that take the decoder/LM’s hidden states and
a candidate next token as input. We also predict
remaining length rather than absolute length, to re-
duce the need for the models to need to learn to do
subtraction. For further details on the training and
architecture of these classifiers, see Appendix H.
The classifier is a shallow transformer, with specific
architectural details and hyperparameters given in
section H.

5.2.1 Results

In this section, we compare classifier-guided con-
ditional beam search with the simpler alternative
of directly constraining beam search to output a
sequence of the desired length. To do so, we sim-
ply prevent either method from generating the EOS
token until the target length is reached, then end

generation by forcing emission of EOS at the ap-
propriate timestep.

We show our results comparing length-
conditional modes for MT against the ordinary
beam search method in Table 3 (see Appendix F.2
for similar results on GPT-2 story generation). Ta-
ble 3a compares these two methods in terms of
their search performance, i.e., which method finds
higher likelihood outputs on average. Across all
settings, classifier conditioning leads to higher like-
lihood outputs than ordinary beam search, validat-
ing this approach as an approximate conditional
search method.

Our motivation is to push back against the idea
that high-likelihood outputs are necessarily low
quality. To that end, we provide multiple mea-
sures of output guality in addition to likelihood.
Tables 3a and 3b compare the methods using two
metrics of similarity to a reference, BLEU and
BLEURT, and an estimate of fluency, perplex-
ity under the Llama2-7B model (Touvron et al.,
2023b). The sequences found by conditional search
achieve higher BLEURT scores in all settings, and
higher BLEU scores in all settings other than longer
lengths with beam size 5. When BLEU prefers or-
dinary beam search outputs by a small margin, it is
likely because it does not harshly penalize the trun-
cation which is frequently observed in the beam
search outputs (see the next subsection). These
results confirm that approximate conditional search
can lead to outputs which are higher likelihood and
higher quality, casting further doubt on the notion
that models are merely modeling high-likelihood
sequences poorly.

Additional results for larger beam sizes are
shown in Appendix F.1, with the trends being
largely the same. As expected, larger beam sizes
bring the results for the two methods closer to-
gether, as they would both simply output the con-
ditional mode in the limit of infinite beam size.
Even at a beam size of 200, however, classifier
based search finds outputs which are higher like-
lihood, assigned higher probabilities by Llama-2,
and receive higher BLEURT scores (although they
receive slightly lower BLEU scores).

We emphasize that this does not constitute an
out-of-the-box solution to the beam search prob-
lem, as we report results which use multiples of
the reference translation length. Our results are in-
vestigative, whereas other methods attempt to find
sequences of the appropriate length using various
heuristics (e.g., Yang et al., 2018; He et al., 2016;
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h Search Winrate (1)/Llama2-7B Perplexity ({)
Conditional Constrained
B=5 B=20 B=5 B=20

0.8 56.9/33.8 57.8/31.8 35.5/33.7 29.1/32.1
0.9 58.5/29.5 55.0/28.0 32.1/29.9 27.2/28.2
1.0 62.5/25.5 50.3/24.2 26.4/26.8 29.3/24.9
1.1 66.5/23.3 54.0/22.0 24.0/25.4 27.5/23.3
1.2 69.7/21.8  60.9/20.5 23.9/23.8 25.6/22.0

Lengt
Ratio

(a) Fraction of the time each method finds a higher likelihood
than the other (Search Winrate), and the perplexity Llama2-7B
assigns to their outputs (not conditional on the input). The former
is a measure of search performance, while the latter is a measure
of fluency.

BLEU/BLEURT
Conditional Constrained
B=5 B=20 B=5 B=20

0.8 14.2/57.4 14.5/59.0 14.2/51.4 14.4/52.2
09 16.4/61.5 16.6/62.7 16.1/56.2 16.4/57.1
1.0 17.3/63.9 17.8/64.9 17.4/599 17.6/61.8
1.1 16.0/64.1 16.6/65.2 16.2/60.2 16.5/62.6
1.2 14.7/63.4 14.8/64.2 14.9/59.3 15.1/61.7

Length
Ratio

(b) BLEU and BLEURT scores of translations from the
two methods. BLEURT is a learned metric which tries to
captures semantics, while BLEU is purely lexical.

Table 3: Comparison of classifier-guided beam search (“Conditional”) and directly constrained beam search
(“Constrained”) for MarianMT on the WMT’ 17 Zh-En dev. set. Results were computed for various beam sizes B
and length ratios (i.e., the ratio between the output length searched for and the reference length).

Huang et al., 2017; Shi et al., 2020), without ac-
cess to the reference sentence. To bridge the gap,
one would need to train a length-predictor, as is
often used in non-autoregressive machine transla-
tion (Savinov et al., 2022).

Qualitative findings Similar to our findings with
exact conditional search, we find that conditional
beam search more often leads to grammatical out-
puts, while ordinary beam search fails to do so.
Table 4 shows several examples of this pattern.”

5.3 Experiments: LLaMA-7B instruction
following with no finetuning

In Section 3, we showed that the modes of the 7B
parameter LLaMA (Touvron et al., 2023a) model
and its derivatives suffer from several problems
other than brevity. For example, LLaMA-7B out-
puts also displayed degenerate behavior in the form
of repeating the prompt or generating I&TEX frag-
ments. In this case we need a more expressive con-
ditioning attribute which prevents several different
types of degenerate modes from occurring. In or-
der to detect these failures, we use a reward model
from Open Assistant!? to score outputs. The scores
are binarized to yield a quality judgement, which is
used as the attribute for training a prefix classifier.
We also use a 4-bit quantized version of LLaMA
due to resource constraints. These choices are lim-
itations of our experiments, as ideally we would
use a labeled dataset of outputs labeled purely for
whether or not they are degenerate, and the full pre-
cision model. As such, this particular experiment

°To avoid cherry-picking, we also share randomly sampled
outputs in Tables 18 and 19.

Ohttps://huggingface.co/OpenAssistant/reward-model-
deberta-v3-large-v2

should be seen as suggestive of potential in this
direction, rather than the final word on the topic.
For details on the architecture and training of the
classifier, see Appendix H.4.

For training the guiding classifier, we use
14K instructions from the Alpaca dataset (Taori
et al.,, 2023), and generate completions using
the “beam search” prompt format shown in Ap-
pendix E. We assigned any example that was
nonempty and scored higher than 2.15 to the pos-
itive class, leading to 82.4% of outputs receiv-
ing a negative label. At test time we evaluate on
databricks-dolly-15k (Conover et al., 2023),
using the 248 instructions which yield prompts
shorter than 100 tokens. We use a beam size of 5
for all experiments.

5.3.1 Results and discussion

Adding conditioning to beam search results in sig-
nificant improvements over the degenerate behav-
iors shown by ordinary beam search in this setting.
Table 5 shows human raters, GPT-4, and the origi-
nal reward model all prefer the conditioned outputs
on average (see Appendix I for further details).

This improvement is not purely due to removing
the easy to avoid "empty output" case. If we only
consider prompts for which beam search yields a
non-empty output, adding conditioning still leads
to a higher reward output 59.9% of the time, while
beam search only finds a better output 19% of the
time. Qualitatively, the beam search outputs from
LLaMA-7B do not suffer from the degeneracies
shown in Section 3. To demonstrate this, we share
a large number of randomly selected outputs in
Appendix J.
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Input
Reference (14 tokens)

LIERIAFOR < N TEEH -
"The rain doesn’t help," Andrada said.

Beam Search

Log-likelihood

Beam Search w/ Conditioning

Andrada said: “It’s -15.81/-13.29
Andrada said: “It’s not -15.59/-16.70
Andrada said, “It’s not going to -18.48/-11.63
Andrada said, “It’s not going to help -17.97/-11.38
Andrada said: “It’s raining that doesn’t  -19.35/-10.24

“It does not help improve the situation.”

Andrada said: “It does not.

Andrada said: “It does not help improve.”

Andrada said: “It does not help to improve.”

Andrada said: “It does not help improve the situation.”

Table 4: Selected decoding outputs from MarianMT Zh-En to compare beam search with and without prefix-classifier
guidance (beam size 5) with target lengths: 11, 12, 14, 15, 16.

Preferred output (%)
Conditional Tie  Beam search
Reward 64.9 17.0 18.1
Model
Human 55.0 14.6 30.5
(n=3)
GPT-4 56.9 16.9 26.2

Table 5: Decoding algorithm preference rates on a sub-
set of databricks-dolly-15k dataset

6 Conclusion

In this work we argued that low-entropy distractors
can lead to degenerate NLG model modes, even in
the absence of model error. We investigated the ex-
act modes of several autoregressive models, finding
several kinds of degenerate behavior, both replicat-
ing and extending prior work. Motivated by this,
we explored two kinds of conditional search: exact
length-conditional search, and approximate length-
conditional and reward-conditional search. These
methods showed that these models do support out-
puts which are simultaneously high-likelihood and
high-quality, a fact which is surprising in light
of most of the work on this topic. We hope this
exposition inspires the community to explore im-
provements to MAP-based methods, rather than
abandoning them entirely in favor of sampling and
reward-maximization methods.

7 Limitations

The primary limitations of our work are related to
the resources available for our experiments. While
we analyzed exact modes of models at larger scales
than had been previously reported, we were not
able to do so for the largest publicly available mod-
els. Our experiments also use a specific set of
models, and therefore we cannot say exactly what
behavior we would observe if our techniques were
applied to other models. In particular, our exper-

iments only consider models with an output lan-
guage of English, so whether the same results hold
for other languages is an open question.

In our conditional beam search experiments for
LLaMA-7B, we made additional concessions due
to lack of training and labeling resources. We used
a 4-bit quantized version of the model, and used a
reward model to label the prefix-classifier training
data, meaning that the conditioning attribute cannot
be seen as only removing degeneracy. We leave a
purer version of this experiment to future work.

8 [Ethical considerations

Our work proposes methods for improving the qual-
ity of text decoded from NLG models. In particu-
lar, we demonstrate how to extract useful behavior
from a language model which was pretrained on a
large corpus, but has not been finetuned with RLHF
to prevent it from generating toxic outputs. This
may be a concern for users interested in applying
these methods.
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A Additional calculations

In Section 2.1 we discussed a simple scenario in
which a clean distribution which is uniform on a
support of size /N is mixed with a uniform distribu-
tion over a support of size M. Given that they are
mixed with weights (1 — €) and e respectively, the
probability of observing a sample from the clean
distribution will be (1—¢) /N, while the probability
of observing a noise sample will be /M. Calculat-
ing the point at which noise samples become higher

probability than clean ones is straightforward:

1—6 €
M
( “31)
NGRS
1
71+%<6

In Section 2.1, we set M = 10 and considered
the cases where N = 10 and N = 2'%0_ In these
cases, the above gives thresholds of ¢ > % and
€ > m ~ 7.9 x 10730 respectively.

In Section 5.1, we derived a score for use in
conditional beam search. Equation 3 shows how
to rewrite the beam search score so that it is a
combination of the ordinary score, S(x1.;) and the
probability that the attribute is satisfied given a

prefix of the sequence.

¢
) = Zlog P(xi|x<s,a) 3)

Sl(xlzba
i=1
_Zl a|56<z ($z|$<z)
P(alx<;)
= (Z log P(mz|x<z))
i=1
a|x<l
+ Zl Plaloe)
Plalr<)
=S(x14) + log —————=
_ P(alr<)
—S(xl;t) + 10g P(a/)

B Exact modes: Additional results

B.1 GPT-2 finetuned on ROC Stories

This section discusses the results of experiments
which are the same as those in Section 3, but
applied to language modeling instead of MT.
We use a GPT-2 (Radford et al., 2019) (345M
parameters) model, finetuned on the ROC Sto-
ries (Mostafazadeh et al., 2016) sentence cloze
task.!! The inputs we used for search were the
first four sentences of stories from the ROC stories
dev set, so that the model should produce a single
additional sentence.

""The reason for finetuning is in order to ensure that a

typical output has a well-defined ending, and be short enough
for us to tractably search for.
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(a) Percent of stories that have the empty sequence as their
modal continuation.
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(b) Geometric mean of the model’s probability of the
empty sequence given the first four sentences of the story.

Figure 3: Finetuned GPT-2-345M predictions of empty
outputs on the ROC Stories validation set (1571 Stories).
Stories are grouped into 5 equally sized bins by refer-
ence continuation length.

B.1.1 Results: Unconditional modes

The empty sequence was the mode for 28.71% of
the 1571 “Winter 2018 validation set stories. Fig-
ure 3 shows that, unlike the NMT case, there’s not
a clear correlation between length and the probabil-
ity of the mode being empty. This is probably just
due to the fact that the output lengths don’t vary
much.

The probability of the empty sequence averages
to around 4 or 5 in ten thousand, which is quite a bit
higher than in our MT experiments. Since the ROC
stories data is much cleaner than MT training data,
this definitely represents model error. The reason
for it is likely just that finetuning didn’t completely
overwrite the base GPT-2 models’ distribution of
when EOT should be emitted.

B.1.2 Results: Length-conditional modes

Just like with the MT model, the GPT-2 model’s
length-conditional modes are high-quality, even
when its global mode is not. Table 6 shows one
example of this behavior. The mode is empty, but

[y
N
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8 0.2 ». ./ 4 ° °
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Figure 4: Re-centered log probability LLaMA-7B vari-
ants assign to the empty sequence averaged over 1000
inputs from the databricks-dolly-15k dataset. Each
curve has been shifted so have a mean value of 0.

the length conditional modes are all plausible com-
pletions of the story, and don’t display any degen-
eracies such as repeating earlier text from the story.

An interesting feature of these constrained
modes is that the content can be correlated with
the length in clear ways. Table 7 shows an example
where the mode of length 5 is significantly differ-
ent from all the other modes. It may be impossible
to produce a 5 token output that has the right con-
tent, but the model “prefers” to output something
grammatical, so we see different content. This is
different from the short NMT modes, which were
often truncated when the constraint was too short
to express the content of the source sentence.

In order to show that these patterns aren’t just
cherry-picked, randomly sampled examples of
modal outputs are shown in Table 9. All 30 of
the conditional modes are grammatical, relevant
to the context, and don’t show any evidence of de-
generate behavior. This is further evidence that
conditional MAP inference may be a promising
direction of investigation.

B.2 LLaMA-7B: Probability of empty
sequence

Figure 4 shows a shifted log-probability that the
three LLaMA-7B variants assign to the empty se-
quence. The geometric mean probabilities assigned
to empty sequence are:

e LLaMA-7B: 1.1 x 10~%
s Alpaca: 1.8 x 107

e Guanaco: 2.5 x 1076
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Table 6: Modal continuations of several lengths for prefix: “Sarah always had a fascination with the night sky.
Noticing her passion, Sarah’s father bought her a new telescope. She was ecstatic. She went outside every night to
diligently view the night sky.” The reference continuation is “Sarah loved her new telescope.”

Length Constraint Log-probability Text

(tokens)

Global mode -7.79 <|endoftext|>

5 -9.14 Sarah loved astronomy!<|endoftext|>

6 -7.97 Sarah never looked back.<|endoftext|>

7 -8.59 Sarah loved her new telescope.<|endoftext|>

8 -9.38 Now, Sarah is an astronomer.<|endoftext|>

9 -8.68 Sarah was happy with her new telescope.<|endoftext|>

10 -8.77 Sarah was very happy with her new tele-
scope.<|endoftext|>

12 -8.91 Sarah was amazed by the beauty of the night

sky.<|endoftext|>

Table 7: Modal continuations of several lengths from a GPT2-345M model finetuned on the ROC stories corpus.
The input was: “Kaylee always wanted a puppy. On her birthday her parents took her to a farm. There were lots of
beagle puppies there. Her parents told her she could pick a puppy for her birthday.” The reference continuation is

“Kaylee was thrilled!”

Length Constraint Log-probability Text

(tokens)

Global mode -6.55 Kaylee picked a beagle puppy.<|endoftext|>

5 -9.00 Kaylee cried.<|endoftext|>

6 -7.66 Kaylee said yes.<|endoftext|>

7 -6.73 Kaylee was so happy.<|endoftext|>

8 -7.25 Kaylee picked a black lab.<|endoftext|>

9 -6.55 Kaylee picked a beagle puppy.<|endoftext|>

10 -7.01 Kaylee picked a black and white puppy.<|endoftext|>
12 -7.98 Kaylee picked a black and white beagle

puppy.<|endoftext|>

While these values decline remain roughly the
same as the reference length increases, Figure 2b
showed that all three models had a higher rate of
empty modes. This mirrors the finding we dis-
cussed for MarianMT in Section 3, which was that
while the probability of the empty sequence may
decrease with source/reference length, it decreases
slowly enough that the fraction of empty modes
increases.

C Optimizing memory usage for DFS on
transformers

In this section we’ll briefly describe a method for
reducing the memory usage necessary for running
DFS on transformer NLG models. Generating from
a transformer requires caching the key and value
vectors for previous timesteps, in order to avoid

a large amount of recomputation for each token.
Running DFS to depth k, and storing a KV-cache
of length & at each nodes, leads to storage that is
quadratic in k, even though only %k nodes are active
at a time.

For the MT and GPT-2 models we experiment
with, the maximum search depth and hidden state
dimension are both small enough that we can do
this with no issue. The LLaMA-based models how-
ever, are over an order of magnitude larger, and
also frequently lead to searching subtrees that are
hundreds of tokens deep. As such, we need some
way to avoid actually storing a full KV-cache at
each node.

Empirically, the DFS search order for these mod-
els often involves some path through the search
tree being greedily expanded, without any branch-
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ing. That is, many search nodes will only have one
child which gets explored. For these nodes, storing
the K'V-cache for later is a waste of memory since
it will never be re-used. We don’t know up-front
which nodes will and won’t be re-used, but we can
still save some memory without losing too much
performance by taking a heuristic approach.

To reduce storage while still avoiding running
the model on a prefix more than once, each search
node initially only stores the hidden state for the
token that it used as input.'?> Once a node’s second
child is about to be expanded, the full KV-cache
is reconstituted from the keys and values stored at
that node and in its ancestors. Specifically, the node
uses back pointers to go back up the search tree
until some node that has a full KV-cache is found.
This way, a greedy search path out to depth k£ will
only require O(k) memory instead of O(k?).

In summary, when search node at depth k& is eval-
uated, a k x d key/value cache!3 hy.; is produced
It is then processed as follows:

1. The search node saves the vector hy

2. The full cache h1.j is passed to the first child
node, which uses it for a forward pass then
frees it

3. If a second child node will be expanded, the
search node recomputes the full cache h.x
using its cached vector and those cached in its
ancestors. This time the cache is saved for use
in the third, fourth, etc. child instead of being
freed after the second child uses it.

This heuristic isn’t optimal by any means, but
it lets us avoid running out of memory when the
search state gets hundreds of nodes deep. Some po-
tentially better methods include using a LRU cache
that limits the number of full caches in memory,
or using the next-token probabilities at each node
to make a smarter decision about whether a full or
partial cache should be kept.

D Global and Conditional Modes

In this Appendix, we share a large number of search
outputs from the models we test. Tables 8, 9, 13,

20ur implementation of DFS is just recursive, so when
we say that a search node stores something, we mean that it’s
stored in the Python interpreter’s stack frame for that call to
the DFS function.

3The KV-cache is actually a list of a key and value cache
for each layer, so the size-d dimension should be seen as a
concatenation of all these different values.

14, and 15 show modal outputs for randomly select
responses for each of the tested models. Tables 10,
11, and 12 show randomly selected prompts which
lead to empty or non-empty modal outputs for Al-
paca, Guanaco, and LLaMA respectively. These
prompts show that open ended questions are much
more likely to lead to an empty mode, further sup-
porting our hypothesis that the entropy of the out-
put distribution is critical to understanding the de-
generacy phenomenon.

Guanaco was trained on multi-turn conversa-
tions, so it continues generating messages rather
than terminating after one turn. To fix this, we treat
“\n#i##” as an alternative EOS marker, forcing it to
only generate one message.
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Table 8: Unconditional modes and length-conditional modes of the MarianMT Zh-En model, for randomly sampled
inputs. Sources A-J were randomly selected from the sequences with reference lengths between 5 and 15 tokens,
and K-T were sampled from he sources with reference lengths between 25 and 35 tokens for which the model did
predict that the mode was empty.

Type log P(y|z) Text

Source A - TEW P RERIK .

Reference (11 tokens) - Take lots of water.

Mode -6.17 Needs a lot of water.

Mode (length 8) -6.36 A lot of water is needed.

Mode (length 10) -6.26 A lot of water needs to be brought.

Mode (length 12) -8.55 There is a need to bring a lot of water.

Source B - FIBE, Mf1Z2EdT -

Reference (13 tokens) - Fortunately they worked.

Mode -2.65 Fortunately, they passed safely.

Mode (length 8) -4.49 Fortunately, they have passed safely.

Mode (length 10) -7.83 Fortunately, they’re safe to pass.

Mode (length 12) -9.92 Fortunately, it’s safe for them to pass.

Source C - SEFRR 12 AR 20145E T E20134F -

Reference (8 tokens) - It was 2014, not 2013.

Mode -5.04 Rather than 2013.

Mode (length 8) -5.70 It should be 2014 instead of 2013.

Mode (length 10) -7.60 It was supposed to be 2014 instead of 2013.
Mode (length 12) -9.83 In real terms, it should be 2014 instead of 2013.
Source D - TEACBEUO AR 453K -

Reference (11 tokens) - Leave your parents to me.

Mode -5.35 Give me your parents.

Mode (length 8) -7.46 Put your parents in my hands.

Mode (length 10) -8.44 Leave it to me to trust my parents.

Mode (length 12) -10.59 Leave it to me to be assured of my parents.
Source E - H8ABMEE R R —EIREHE -
Reference (14 tokens) - Eight bodies have never been found.

Mode -4.97 The remains of eight victims were never found.
Mode (length 8) -8.33 The remains of eight victims remained.

Mode (length 10) -4.97 The remains of eight victims were never found.
Mode (length 12) -5.13 The remains of eight of the victims were never found.
Source F - Aat, AN 2 R -

Reference (13 tokens) - But some are not that optimistic.

Mode -3.52 Some, however, are less optimistic.

Mode (length 8) -4.01 However, some are less optimistic.

Mode (length 10) -4.65 Some people, however, are less optimistic.
Mode (length 12) -7.86 There are, however, some who are less optimistic.
Source G - MAEBE A TRITTHIZRA

Reference (14 tokens) - I am a member of your family now.

Mode -2.52 Now I’'m your family.

Mode (length 8) -2.52 Now I’m your family.

Mode (length 10) -7.67 Well, now I’m your family.

Mode (length 12) -10.73 # Now I’'m your family. #

Source H

AL ES -
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Reference (13 tokens)

We meet on the quay at nine.

Mode -5.31 We meet at 9.

Mode (length 8) -8.16 We’ll meet up at 9.

Mode (length 10) -6.00 We meet at the docks at 9:00.

Mode (length 12) -6.83 We’ll meet at the docks at 9:00.

Source I - RAENMESAERNEHIE TR L

Reference (13 tokens) - I couldn’t help who was here.

Mode -7.62 I can’t help but wonder who showed up.

Mode (length 8) -11.26 I can’t help it.

Mode (length 10) -10.22 I cannot help but wonder who showed up.

Mode (length 12) -7.62 I can’t help but wonder who showed up.

Source J - TAETER -

Reference (10 tokens) - I don’t want silence.

Mode -2.69 I don’t want to be silent.

Mode (length 8) -6.59 I don’t want silence.

Mode (length 10) -2.69 I don’t want to be silent.

Mode (length 12) -9.01 No, I don’t want to be silent.

Source K - AV B P A 2% 22 43 [ R [l 0 3R

Reference (26 tokens) - Business Groups Appeal to China Over Cybersecu-
rity Law

Mode -7.89 <empty>

Mode (length 8) -9.58 Group claims to China on cyber security

Mode (length 10) -9.91 Corporate groups complain to China about cyber se-
curity laws

Mode (length 12) -11.95 Corporate groups complain to China about cyber-
security laws.

Source L - 2 FATTH T R R K 2R S (R RS, R B R AL
Y BOETIL I -

Reference (32 tokens) - When we went to fix the green, there was a discussion
about the best chemicals.

Mode -7.85 <empty>

Mode (length 8) -11.47 The best chemical substances were discussed.

Mode (length 10) -13.97 The best chemical substances were discussed when
we.

Mode (length 12) -13.43 Best chemicals were discussed when we turned the
pool green.

Source M - FIR =B EERERTE: TR IG5 0- SR A 30k

Reference (27 tokens) - League of Ireland Premier Division: Finn Harps 0-5
Derry City

Mode -7.60 <empty>

Mode (length 8) -12.10 Irish Super Football League: Finn Harper

Mode (length 10) -10.34 Irish Super Football League: Finn Harper 0-5

Mode (length 12) -12.27 Irish SuperSoccer: Finn Harper 0-5.

Source N - ANH BRI, R AR AT S FE 340 i ) 37F BK
B, B JURLHEERH E REAIEK -

Reference (33 tokens) - Predictably, a dozen of their sparse total of 34 came
from set pieces.

Mode -8.85 <empty>

Mode (length 8) -13.04 Not surprisingly, of their total 34
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Mode (length 10)

-13.62

Not surprisingly, out of a total of 34

Mode (length 12) -14.83 Unsurprisingly, a dozen of their 34

Source O - B G EEZR T E P2 (G Oddscheckerst it )
“41,000-1

Reference (26 tokens) - Odds to win the league (via Oddschecker) 1,000-1

Mode -6.45 <empty>

Mode (length 8) -13.34 (ddschecker)

Mode (length 10) -14.43 (by Oddschecker)

Mode (length 12) -13.87 The odds of winning the League championship are
1,000-1.

Source P - Iz v gy A 118 T X X S 2| AN 1N

Reference (30 tokens) - Brothers jailed for samurai sword *bloodbath’ in Kil-
marnock

Mode -7.80 <empty>

Mode (length 8) -11.26 Two brothers were sentenced to prison.

Mode (length 10) -14.28 The two brothers in the Kilmanok.

Mode (length 12) -14.88 In this case, two brothers were sentenced to prison.

Source Q - RN PHEE S BIR IR B B ZIE R R
fa]

Reference (28 tokens) - Golden Reaction: What Simone Manuel’s Historic
Moment Looked Like

Mode -7.45 <empty>

Mode (length 8) -10.90 What does Simon Manuel look like?

Mode (length 10) -8.61 How does Simon Manuel’s history look?

Mode (length 12) -9.72 Champ: How does Simon Manuel’s history look?

Source R - ZRESS AR B R IRF 5 R T 5 5 1A
EXEPS

Reference (30 tokens) - Thai Leader Links Attacks on Tourist Sites to Consti-
tution Change

Mode -8.50 <empty>

Mode (length 8) -12.75 Thai leaders believe that attacks on tourist

Mode (length 10) -14.45 Thai leaders believe that the attack on the tourist

Mode (length 12) -12.33 Thai leaders consider attacks on tourist sites related
to constitutional change

Source S - PEIESNER VE BORTEE SR, Z AT AT e
P RAR L)

Reference (30 tokens) - Tata Steel sources have warned it could still sell Port
Talbot.

Mode -7.28 <empty>

Mode (length 8) -14.00 plant in the port of Talbot.

Mode (length 10) -15.72 Chargé d’affaires a.i.

Mode (length 12) -14.97 Tata steel sources warned that it could still sell the

Source T - JEERE - B AIRIAER G, BATE LA
NG o

Reference (33 tokens) - The back players, midfield players and front players,
we have to strengthen.

Mode -8.78 <empty>

Mode (length 8) -12.67 All of us must be strengthened.

Mode (length 10) -12.83 We must strengthen rear, middle and front.
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Mode (length 12) -11.13 We must all strengthen rear, middle and front players.
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Table 9: Unconditional and length-conditional modes of our ROC Stories finetuned GPT2-345M model

Type

log P($2t|x<t)

Text

Story A

Reference (9 tokens)

Janice usually wears jeans to work every day. How-
ever, now she has been promoted to manager. She
decides she needs to dress a little more formally. Jan-
ice buys a few pairs of khakis for work.

She also bought plenty of blouses.

Mode -6.44 <empty>

Mode (length 8) -8.31 She feels more confident at work.

Mode (length 10) -7.45 Janice is happy with her new look.

Mode (length 12) -8.89 She is glad she no longer has to wear jeans.

Story B - Francine noticed that all of her friends wore high
heeled shoes. Although she loved how heels looked,
she hated how they felt. One day she decided to wear
a pair of flats to meet her friends. All of her friends
complimented how great they looked.

Reference (12 tokens) - Francine was glad that she wore comfortable shoes!

Mode -5.60 Francine never wore heels again.

Mode (length 8) -5.60 Francine never wore heels again.

Mode (length 10) -7.54 Francine decided to wear heels more often.

Mode (length 12) -7.46 Francine decided to wear heels again in the future.

Story C - Tuesdays are laundry days at my apartment. We
have been too busy the last couple of Tuesdays. Now
we have almost no clean clothes left. I’'m dressed
foolishly and still smell bad.

Reference (8 tokens) - I will do laundry right now.

Mode -7.71 I don’t know what to do.

Mode (length 8) -9.35 I need to buy new clothes.

Mode (Iength 10) -10.38 I don’t know what to do now.

Mode (length 12) -9.62 I don’t know what I'm going to do.

Story D - Jill convinced her boyfriend Joe to go look for Geo-
cache with her. He didn’t think it sounded like fun
but decided to humor her. They searched the location
where the Geocache was supposed to be. After over
an hour of searching they were unable to find it.

Reference (10 tokens) - Jill hoped they would find it soon.

Mode -7.47 <empty>

Mode (length 8) -8.89 Jill was very disappointed in Joe.

Mode (length 10) -10.50 Jill was disappointed but Joe didn’t care.

Mode (length 12) -10.73 Jill and Joe never went to Geocache again.

Story E - My wife had MLK day off. She slept in, and did not
get up until 10 AM. We had a leisurely breakfast. She
watched Little House on the Prairie while I surfed
the net.

Reference (12 tokens) - Then we had a relaxing evening covering on the
couch.

Mode -5.63 <empty>

Mode (length 8) -8.35 It was the best day ever.

Mode (length 10) -9.13 It was the best day of her life.
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Mode (length 12)

-10.41

It was one of the best days of my life.

Story F

Reference (11 tokens)

Abby and Tammy were the best of friends. They both
loved to do things together that were fun and creative.
They decided to make friendship bracelets together
and give to others. Abby made five and Tammy made
seven more.

They decided to keep the bracelets for themselves.

Mode -7.61 <empty>

Mode (length 8) -9.11 They were the best of friends.

Mode (length 10) -8.59 Abby and Tammy were the best of friends.

Mode (length 12) -10.34 They are now the best bracelets in the world!

Story G - Last Friday was Tad Dunkin’s first race in nascar.
He had been waiting for this his whole life. He was
doing surprisingly well for a first timer. Then he lost
control and hit a wall.

Reference (7 tokens) - Tad was seriously injured.

Mode -7.12 He was disqualified.

Mode (length 8) -7.96 Tad never wanted to race again.

Mode (length 10) -7.88 Tad had to be rushed to the hospital.

Mode (length 12) -9.33 He had to be airlifted to the hospital.

Story H - Hannah was an amazing artist. She always had a nat-
ural gift. She decided to enter in an art competition.
Thankfully she was able to win the top prize.

Reference (7 tokens) - Her parents were very proud.

Mode -4.69 She was so happy.

Mode (length 8) -5.62 She was very proud of herself.

Mode (length 10) -8.34 She went on to become a famous artist.

Mode (length 12) -10.53 She couldn’t wait to share it with her friends.

Story 1 - Joe was pals with Tim. They always played together
at recess. One day Joe said he was going to move
away. Tim was sad.

Reference (8 tokens) - Joe and Tim stayed friends online.

Mode -3.73 They never spoke again.

Mode (length 8) -5.55 They never saw each other again.

Mode (length 10) -8.65 He never talked to Joe again after that.

Mode (length 12) -10.08 They didn’t see each other again for a while.

Story J - Bay was nervous. Her boyfriend had been acting
weird all through dinner. Bay thought he was going
to dump her. But then he got on one knee.

Reference (8 tokens) - And asked her to marry him.

Mode -4.45 He asked her to marry him!

Mode (length 8) -4.45 He asked her to marry him!

Mode (length 10) -6.91 He proposed to her and she said yes!

Mode (length 12) -6.88 He asked her to marry him and she said yes!
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Table 10: Examples of prompts with empty and non-

empty modes for Alpaca-7B.

Empty

Non-empty

“how would you start explaining mathematics
to kids?”

“I want to get in better shape. I work at a desk
all day, and I’ve never really been in good shape.
Growing up, I didn’t play sports or spend a lot
of time outdoors. I know I need to improve my
physical health, but I really don’t know how
to get started. Can you recommend a workout
routine for me?”

“What is it like to own a dog that sheds every-
where?”

“Give me a list of date night ideas that I’ve never
done.”

“How can you take good star photos?”

“What are some disadvantages of the way the
tax code treats incentive stock options?”

“What activities an admin or an administrator
of any data tools & platform or data tools can
do?”

“What is the future trend of job industry”

“I need to improve my sleep. Give me a list of
ideas for doing so.”

“Write a brief paragraph of the benefits of at-
tending Arizona State University”

“How can listening to music attentively influ-
ence you?”

“What are some of the most accessible jazz
albums for someone new to jazz?”’

“What was the first British instrumental to top
the USA charts”

“What is the difference between a goose and a
geese?”

“What to do when you are bored?”

“List 7 exotic fruits that I should try.”

“What are the names of popular Alternative mu-
sic bands from the 1980s and 1990s.”

“What’s the best BBQ place in Austin”

“What is C++7”

“Should investors time the market?”
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Table 11: Examples of prompts with empty and non-

empty modes for Guanaco-7B.

Empty

Non-empty

“What are some disadvantages of the way the
tax code treats incentive stock options?”

“how would you start explaining mathematics
to kids?”

“What are some best practices to prepare
biryani”

“What are some tools to help combat ADD and
ADHD?”

“Imagine you have won the lottery, and have 5
million dollars after tax to spend in San Fran-
cisco, where you currently rent a 2 bedroom
apartment with three roommates who are your
best friends but who you hate living. Describe
how you would use the money, keeping in mind
you don’t have a high paying job so you want
to do fun things and also set yourself up for the
future.”

“When to use mulch for your landscape?”

“Give me a bulleted list of ingredients that I
need to bake chewy chocolate chip cookies, and
include volume measurements for any ingredi-
ent I have to measure out.”

“Give step by step instructions on how to make
a Long Island Ice Tea.”

“What should I think about when buying a car
(summarization)”

“Describe a plan for a road trip across Northern
Italy”

“What are the words of House Lannister?”

“What kind of method is Transfer printing”

“What is the best book to read about the Battle

of Stalingrad?”

“Is Daft Punk still together?”

“Why do cats make purring sounds?”

“What is the oldest country in the world?”

“How should I learn guitar?”

“What was the first British instrumental to top
the USA charts”

“What is Pascal?”

“What are some of the most common vegetables
in the broccoli family?”
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Table 12: Examples of prompts with empty and non-
empty modes for LLaMA-7B. The modal output for
the “We are getting a new puppy’” prompt is an exact
repetition of the prompt.

Empty

Non-empty

“What are the top 5 soccer(football) leagues in
the world?”

“Compared to a human, categorize the follow-
ing as fast or slow animals: sloth, cheetah, eagle,
tortoise, hippo, slug, horse.”

“When is an object considered a planet?”

“How can I contribute to Spark?”

“What are some tools to help combat ADD and
ADHD?”

“Why do cats make purring sounds?”’

“What is the purpose of a shot clock in basket-
ball?”

“What is the best way to drink coffee?”

“Who are some of the most influential innova-
tors of all time?”

“Describe how social media can help compa-
nies make better business decisions. What so-
cial media data can be collected to aid in busi-
ness decisions? List four pieces of social media
data (e.g., Twitter mentions and the number of
retweets would be counted as two pieces).”

“Can cars have odd number of wheels?”

“What black sweet is particularly popular in the
Netherlands”

“Is 95 degrees Fahrenheit considered to be hot
weather?”
“What is the name of Google’s email service?”

“Identify which instrument is string or percus-
sion: Clapper, Chagane”

“We are getting a new puppy today, I am writing
this messages to you our beloved children that
we need to keep the Cats away from the new

puppy for at least the first 2 weeks.”

“What is your favorite ice cream flavor?”

“Who is the best CEO in the world”

“Which is a species of fish? Goat or Goatfish”

“Which characters belong to DC or Marvel Uni-
verse? Atom, Hank Pym”
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Table 13: Exact Alpaca-7B modes for 10 randomly selected prompts (from the set of inputs which have non-empty

modes)
Type log P(x>¢|r<:) Text
Alpaca Prompt A - How can listening to music attentively influence you?

Reference (62 tokens)

Mode

-9.37

You’ll likely become a better listener in general -
not only in hearing new details in songs but being
a better listener during conversations. Listening to
music attentively will also make you more present in
the moment and enjoy the flow instead of focusing
on the future or the past too [...]

Listening to music attentively can help to improve
focus and concentration, reduce stress and anxiety,
and improve overall wellbeing.

Alpaca Prompt B

Reference (844 tokens)

Mode

-9.45

What are some of the most accessible jazz albums
for someone new to jazz?

Jazz music encompasses a wide range of styles, gen-
res and periods, so it can be difficult and confusing
for the non-jazz listener to find a satisfying entry
point. There have been many “greatest of all time”
jazz album lists developed by jazz publications and
critics over the years. The following is a [...]

For someone new to jazz, some of the most accessi-
ble albums include In a Sentimental Mood by Duke
Ellington, St. Louis Blues by Count Basie, Take the
A’ Train by Duke Ellington, and Mood Indigo by
Duke Ellington.

Alpaca Prompt C

Reference (8 tokens)
Mode

What was the first British instrumental to top the
USA charts

Telstar by The Tornados

The first British instrumental to top the USA charts
was "Apache" by The Shadows in 1960.

Alpaca Prompt D
Reference (75 tokens)

Mode

-2.92

What is the difference between a goose and a geese?
A goose and a geese refer to the same type of bird.
These bird(s) are of the Anatidae biological fam-
ily of water birds. Anatidate includes ducks, geese,
seabirds, storks, and waterfowls. Goose refers to a
single bird where geese refers to multiple birds.

The difference between a goose and a geese is that a
goose is the singular form of the word, while geese
is the plural form.

Alpaca Prompt E
Reference (107 tokens)

What to do when you are bored?

If you are bored, you can use this as an opportunity to
read a book, go outside for a walk, learn something
new, paint, color, draw, call a friend that you haven’t
spoken to in a while, make a to-do list of items that
you’ve been putting off and get to work on those,
yard work, spend time volunteering to help [...]
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Mode

-9.87

When you are bored, there are many things you can
do to pass the time, such as reading a book, playing
a game, watching a movie, going for a walk, calling
a friend, or learning a new skill.

Alpaca Prompt F
Reference (41 tokens)

Mode

-5.87

List 7 exotic fruits that I should try.

1. Dragon fruit 2. Passion fruit 3. Cherimoya 4.
Soursop 5. Star fruit 6. Papaya 7. Mangosteen

1. Durian 2. mangosteen 3. rambutan 4. dragon fruit
5. jackfruit 6. mangosteen 7. durian

Alpaca Prompt G

Reference (301 tokens)

Mode

-9.81

What are the names of popular Alternative music
bands from the 1980s and 1990s.

Bands that were considered Alternative rock music
in the 1980s were R.E.M., Depeche Mode, Nirvana,
0.M.D., the Smiths, the Psychadelic Furs, the House-
martins, Green Day, the Violent Femmes, the B-52s,
the Cure, UB40, and U2, just to name a few. Keep in
mind that some of the bands that had been [...]

1. Nirvana

Alpaca Prompt H
Reference (86 tokens)

Mode

-1.86

What’s the best BBQ place in Austin

Texas BBQ is one of the most famous and popu-
lar food choices for both visitors and locals. The
Franklin BBQ in Austin gets the highest hypes all
these years after former President Obama’s visit. Its
long waiting line has not pushed foodies and pilgrims
away. Other popular but less crowded places [...]
The best BBQ place in Austin is widely considered
to be Franklin Barbecue.

Alpaca Prompt |
Reference (136 tokens)

Mode

-10.47

What is C++?

C++ (pronounced "C plus plus") is a high-level,
general-purpose programming language created by
Danish computer scientist Bjarne Stroustrup. First
released in 1985 as an extension of the C program-
ming language, it has since expanded significantly
over time; modern C++ currently [...]

<nooutput>

Alpaca Prompt J
Reference (169 tokens)

Mode

-6.12

Should investors time the market?

Timing the market is based on predictions of the
future, which is a challenging endeavor. Benjamin
Graham, the father of value investing and mentor of
Warren Buffett, famously said: "In the short run, the
market is a voting machine but in the long run, it is a
weighing machine." This means that in the [...]

No, investors should not time the market.
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Type

log P(x>¢|T<t)

Table 14: Exact Guanaco-7B modes for 10 randomly selected prompts (from the set of inputs which have non-empty
modes)

Text

Guanaco Prompt A
Reference (8 tokens)

What are the words of House Lannister?
"Hear Me Roar"

Mode -8.06 The words of House Lannister are "A Lannister al-
ways pays his debts".

Guanaco Prompt B - What kind of method is Transfer printing

Reference (265 tokens) - Transfer printing is a method of decorating pottery
or other materials using an engraved copper or steel
plate from which a monochrome print on paper is
taken which is then transferred by pressing onto the
ceramic piece. Pottery decorated using the technique
is known as transferware or [...]

Mode -12.36 transfer printing

Guanaco Prompt C - What is the best book to read about the Battle of
Stalingrad?

Reference (90 tokens) - There are a lot of great books that go into great detail
about the battle of Stalingrad. "Dogs, Do You Want
to Live Forever" by Fritz Woss is a good choice if
you like fiction. If you like essays, try Stalingrad by
Antony Beevor or "Stalingrad, the Battle as Seen by
the Germans" by British WWII expert [...]

Mode -10.43 "Stalingrad" by Antony Beevor.

Guanaco Prompt D - Is Daft Punk still together?

Reference (16 tokens) - No. Daft Punk officially broke up in 2021.

Mode -8.81 Yes, they are.

Guanaco Prompt E - Why do cats make purring sounds?

Reference (48 tokens) - Cats make purring sounds as a way to communicate
emotions which may include relaxation, happiness,
and sometimes even excitement. However, the exact
reason why cats make the purring sounds has not
been fully understood.

Mode -13.66 Cats purr for a variety of reasons.

Guanaco Prompt F - What is the oldest country in the world?

Reference (26 tokens) - Egypt is recognized as the oldest country in the world,
its founding accepted to be approximately 3500 BC.

Mode -8.52 The oldest country in the world is China.

Guanaco Prompt G - How should I learn guitar?

Reference (30 tokens) - Guitar is learned best with a teacher and through
many hours of practice. In addition, there are many
helpful online resources available to learn guitar.

Mode -10.29 guitar

Guanaco Prompt H - What was the first British instrumental to top the
USA charts

Reference (8 tokens) - Telstar by The Tornados

Mode -8.32 "Apache" by The Shadows in 1960.
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Guanaco Prompt I
Reference (63 tokens)

What is Pascal?

Pascal is an imperative and procedural programming
language, designed by Niklaus Wirth as a small, effi-
cient language intended to encourage good program-
ming practices using structured programming and
data structuring. It is named in honour of the French
mathematician, philosopher and [...]

Mode -941 Pascal is a programming language.

Guanaco Prompt J - What are some of the most common vegetables in
the broccoli family?

Reference (44 tokens) - The broccoli family includes many cruciferous veg-
etables like cabbage, bok choi, cauliflower, collard
greens, brussel sprouts, and arugula.

Mode -10.49 Brussels sprouts, cabbage, cauliflower, kale, and

broccoli are some of the most common vegetables in
the broccoli family.
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Table 15: Exact LLaMA-7B modes for 10 randomly selected prompts (from the set of inputs which have non-empty
modes)

Type log P(x>¢|r<:) Text

LLaMA Prompt A
Reference (207 tokens)

Can cars have odd number of wheels?

Cars are vehicles that allow you to commute from
one point to another. These are built by companies
across the world and designed based on the compa-
nies choice, local context, historic reference. The car
has three main parts: i) the engine that provides the
thrust or power to the vehicle. ii) The body or [...]

Mode -8.03 No.

LLaMA Prompt B - What black sweet is particularly popular in the
Netherlands

Reference (53 tokens) - In the Netherlands, black sweet is particularly popu-
lar. It is a type of cake made from a light and fluffy
sponge cake, filled with a dark chocolate ganache
and topped with dark chocolate shavings.

Mode -8.54 What black sweet is particularly popular in the
Netherlands

LLaMA Prompt C - Is 95 degrees Fahrenheit considered to be hot
weather?

Reference (14 tokens) - Yes, 95 degrees would typically be considered to be
hot

Mode -7.51 Yes, 95 degrees Fahrenheit is considered to be hot
weather.

LLaMA Prompt D - What is the name of Google’s email service?

Reference (3 tokens) - Gmail

Mode -5.07 Gmail

LLaMA Prompt E - Identify which instrument is string or percussion:
Clapper, Chagane

Reference (13 tokens) - Chagane is string, Clapper is percussion.

Mode -7.81 Clapper

LLaMA Prompt F - We are getting a new puppy today, I am writing this
messages to you our beloved children that we need to
keep the Cats away from the new puppy for at least
the first 2 weeks.

Reference (39 tokens) - The reason is that the Cat will feel intimated and
attack the new puppy if we don’t separate them and
let them get used to each other for a period of time.

Mode -7.39 We are getting a new puppy today, I am writing this
messages to you our beloved children that we need to
keep the Cats away from the new puppy for at least
the first 2 weeks.

LLaMA Prompt G - What is your favorite ice cream flavor?

Reference (52 tokens)

While everyone has different taste buds, there are
many different flavors to enjoy. Most of the basic
flavors are used as a base for other flavors. The most
common being, chocolate, vanilla and strawberry.
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Mode -8.31 My favorite ice cream flavor is chocolate.

LLaMA Prompt H - Who is the best CEO in the world

Reference (11 tokens) - Steve Jobs. Because of his invention.

Mode -8.12 Steve Jobs

LLaMA Prompt I - Which is a species of fish? Goat or Goatfish

Reference (4 tokens) - Goatfish

Mode -4.87 Goatfish

LLaMA PromptJ - Which characters belong to DC or Marvel Universe?
Atom, Hank Pym

Reference (12 tokens) - Hank Pym is Marvel, Atom is DC

Mode -7.22 Atom, Hank Pym
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E Prompts for LLaMA models

This appendix contains the prompt formats used
for the experiments which use LLaMA (Touvron
et al., 2023a) or its variants.

Prompt format for exact mode search with
LLaMA and Alpaca (Section 3)

Below is an instruction that
describes a task. Write
a response that appropriately

completes the request.

### Instruction:
<prompt>

### Response:
<response begins here>

Prompt format for exact mode search with Gua-
naco (Section 3)
### Human: <prompt>

### Assistant:
here>

<response begins

Prompt format for beam search with LLaMA
(Section 5)

Below is a request, and a
response to that request written
by an expert.

### Request: <prompt>

### Response:
here>

<response begins

Prompt with context format for beam search
with LLaMA (Section 5)

Below is a request, and a
response to that request written
by an expert.

### Request: <prompt>
### Input: <context>

### Response:
here>

<response begins

F Additional results: Conditional beam
search

F.1 Larger beam sizes

In this section, we report results for the machine
translation experiments in Section 5.2, but with
beam sizes as large as 200.

F.2 GPT-2 finetuned on ROC stories

Figure 5 shows the results of our experiments with
using conditional beam search to generate out-
puts of a target length using the ROC Stories fine-
tuned GPT-2. We generated completions of various
lengths for all the inputs in the ROC Stories devel-
opment set.

F.3 Qualitative findings

Conditional beam search leads to similar results as
in the exact search case. In particular, when we
add length conditioning, the rate of fluent outputs
increases significantly. Table 17 shows the result of
various length constraints for two examples. The
conditional search outputs are both for fluent and
receive a higher log probability from the language
model.

G Randomly sampled beam search
outputs

Tables 18 and 19 show randomly selected beam
search outputs for MarianMT Zh-En and the ROC
stories finetuned GPT-2 model respectively.
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Search Winrate (1)/Llama2-7B Perplexity ({)
Conditional Constrained
B=50 B=100 B=200 B =50 B =100 B =200

0.8 58.0/31.0 55.4/30.4 53.2/30.0 24.6/31.3 21.8/30.9 19.9/30.5
0.9 49.6/27.3 45.0/26.8 40.5/26.7 26.4/27.6 25.8/27.1 23.5/26.9
1.0 42.0/23.6 36.7/23.4 32.1/23.2 28.4/239 28.1/23.5 25.8/23.2
1.1 45.1/21.6 39.0/21.3 34.0/21.1 28.8/22.3 30.1/22.0 28.8/21.6
1.2 54.3/20.1 50.1/19.9 45.6/19.5 27.0/21.1 27.5/20.7 27.2/20.3

(a) Fraction of the time each method finds a higher likelihood than the other (Search Winrate), and the perplexity Llama2-7B
assigns to their outputs (not conditional on the input). The former is a measure of search performance, while the latter is a
measure of fluency.

Length
Ratio

BLEU/BLEURT
Conditional Constrained
B=50 B=100 B =200 B=50 B =100 B =200

0.8 14.7/59.5 14.6/59.7 14.7/60.0 14.4/52.7 14.4/53.2 14.4/53.8
0.9 16.8/63.3 16.9/63.4 17.0/63.6 16.5/57.8 16.6/58.4 16.7/59.1
1.0 18.0/65.2 18.0/65.4 18.0/65.4 18.0/62.9 18.0/63.2 18.1/63.6
1.1 16.6/65.4 16.7/65.4 16.8/65.4 16.7/63.5 16.8/64.0 16.8/64.3
1.2 14.9/64.3 14.9/64.5 14.9/64.5 15.2/62.9 15.3/63.5 15.2/63.7

(b) BLEU and BLEURT scores of translations from the two methods. BLEURT is a learned metric which tries to captures
semantics, while BLEU is purely lexical.

Length
Ratio

Table 16: Analogous result to those of Table 3, for beam sizes 50, 100, and 200.

100% Best logprob
mmm Conditional < Unconditional

== Conditional = Unconditional

Best logprob
mmm Conditional < Unconditional
wws Conditional = Unconditional
s Conditional > Unconditional

1.2

Figure 5: A comparison of classifier-guided conditional beam search and beam search when generating outputs that
must be a certain length, using our finetuned GPT-2-345M model on the ROC Stories dev. set. See Table 3a for
interpretation.

100%

0.8 0.9 1.0

% of sentences
% of sentences

20%

0% 0%

0.8 0.9 1.0 11 12 . .
Target length / reference length Target length / reference length

(a) Beam size 5. (b) Beam size 20.
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Table 17: Selected decoding outputs from ROC stories finetuned GPT2-345M to compare conditional and uncondi-
tional beam search (beam size 5). The addition of conditioning consistently leads to more grammatical outputs.

Type log P(y|lz) Text

Input - Kelly hated math class and struggled to learn the concepts. She strug-
gled a lot with the work and often sought help from teachers. She
worked very hard and it paid off with good grades. She was entering
college in the fall.

Reference (7 tokens) - Kelly graduated with good grades.

Unconditional (5 tokens) -14.33 She was so excited

Unconditional (6 tokens) -18.39 When she got to college

Unconditional (7 tokens) -16.35 She was so excited to start

Unconditional (8 tokens)  -20.58 When she got to college she was

Conditional (5 tokens) -10.09 Kelly got accepted.

Conditional (6 tokens) -7.63 Kelly graduated with honors.

Conditional (7 tokens) -10.16 Kelly graduated with a B.

Conditional (8 tokens) -10.01 Kelly graduated with honors in math.

Input - Yesterday I played the Powerball game. I picked my numbers from our
family’s bible. I purchased my tickets from a reputable online lottery
agent. I prayed nervously as the winning numbers were drawn.

Reference (6 tokens) - I didn’t win.

Unconditional (4 tokens) -16.02 I won the

Unconditional (5 tokens) -14.07 I won the lottery

Unconditional (6 tokens) -13.69 I won the Powerball

Unconditional (7 tokens) -18.21 When the numbers were called,

Conditional (4 tokens) -7.22 I won!

Conditional (5 tokens) -11.61 I was ecstatic.

Conditional (6 tokens) -7.24 I won the lottery!

Conditional (7 tokens) -7.13 I won the jackpot!
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Table 18: Randomly selected length-constrained outputs from the MarianMT Zh-En model using unconditional and
conditional beam search (beam size 5). (As described in Section 5.2.1). Sources and reference translations are from
the WMT17 Zh-En dev. dataset.

Type log P(y|z) Text

Input - Z W0 B R Em S i IR AR
BRAELRER

Reference (16 tokens) - Dorus de Vries undergoes medical ahead of Celtic move

Unconditional (12 tokens) -15.98 During a medical examination, Dolores de Fries

Unconditional (14 tokens) -19.16 During a medical examination, Dolores de Fris was ready

Unconditional (16 tokens) -21.49 During a medical examination, Dolores de Fris was ready
to go

Unconditional (17 tokens) -21.89 During a medical examination, Dolores de Fries is going
to the C

Unconditional (19 tokens) -20.66 During a medical examination, Dolores de Fries is going
to Celtic Football

Conditional (12 tokens) -15.98 During a medical examination, Dolores de Fries

Conditional (14 tokens) -18.40 During the medical check-up, Dolores de Fries

Conditional (16 tokens) -21.85 During the medical check-up, Dolores de Fris was.

Conditional (17 tokens) -16.84 During a medical examination, Dolores de Fries went to
Celt.

Conditional (19 tokens) -11.48 Dolores de Fries is going to the Celtic Football Club after
medical examination.

Input - HARE Sd St H A B ERAE R AEL S
H 2 FF 55 E #iid

Reference (20 tokens) - Japanese PM Abe will not visit war-dead shrine on WW2
anniversary: Jiji

Unconditional (16 tokens) -12.96 Japan Current Affairs News Agency: Japanese Prime Min-
ister Abe will not visit the

Unconditional (18 tokens) -19.23 Japan News Agency for Current Affairs: Japanese Prime
Minister Abe will not visit the Yasu

Unconditional (20 tokens) -15.59 Japan News Agency for Current Affairs: Japanese Prime
Minister Abe will not visit the Yasukuni

Unconditional (22 tokens) -21.26 Japan Current Affairs News Agency: Japanese Prime Min-
ister Abe will not visit the Yasukuni shrine on the

Unconditional (24 tokens) -19.73 Japan News Agency for Current Affairs: Japanese Prime
Minister Abe will not visit the Yasukuni shrine on the
anniversary

Conditional (16 tokens) -12.96 Japan Current Affairs News Agency: Japanese Prime Min-
ister Abe will not visit the

Conditional (18 tokens) -16.36 Japanese News Agency: Japanese Prime Minister Abe will
not visit the Yasukuni.

Conditional (20 tokens) -15.26 Japan Current Affairs News Agency: Japanese Prime Min-
ister Abe will not visit the Yasukuni.

Conditional (22 tokens) -19.33 Japan Current Affairs News Agency: Japanese Prime Min-
ister Abe will not visit the Yasukuni Shrine.

Conditional (24 tokens) -19.96 Japan Current Affairs News Agency: Japanese Prime Min-

ister Abe will not visit the Yasukuni shrine on World War
I

Input
Reference (18 tokens)

A 23% HI5REE LANBRFFITER -
But 23-year-old Zhang Mengfan won’t stay quiet.
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Unconditional (14 tokens)
Unconditional (16 tokens)
Unconditional (18 tokens)

Unconditional (19 tokens)
Unconditional (21 tokens)
Conditional (14 tokens)
Conditional (16 tokens)

Conditional (18 tokens)

Conditional (19 tokens)
Conditional (21 tokens)

-15.04
-18.51
-10.03

-9.89

-21.13
-17.46
-14.99
-10.03

-11.92
-14.51

However, 23-year-old Zhang Dynasty

However, 23-year-old Zhang Dreamfan did not want to
However, 23-year-old Zhang Dreamfan was reluctant to
remain silent.

However, 23-year-old Zhang Dreamfan did not want to
remain silent.

However, 23-year-old Zhang Dreamfan did not want to
remain silent..

However, Zhang Dreamfan, aged 23, was reluctant.
However, 23-year-old Zhang Dreamfan refused to silence.
However, 23-year-old Zhang Dreamfan was reluctant to
remain silent.

However, 23-year-old Zhang Xian won’t remain silent.
However, Zhang Dynasty, 23-year-old, would not remain
silent.

Input

Reference (33 tokens)
Unconditional (26 tokens)
Unconditional (29 tokens)

Unconditional (33 tokens)

Unconditional (36 tokens)

Unconditional (39 tokens)

Conditional (26 tokens)

Conditional (29 tokens)

Conditional (33 tokens)

Conditional (36 tokens)

Conditional (39 tokens)

-32.20

-32.26

-35.38

-38.13

-32.17

-28.97

-30.32

-31.55

-32.23

-36.03

A3 58 2% R DAL 257 B PRL 5 BR A SR 3B o 9
F2 5,3 W R BR A PR 6T R BT e A SR A T AR
&

Aaron McEneff put the Candystripes in control with two
first-half penalties, both given for fouls on Lukas Schubert.
Two punctuations from half the field of Aaron McNeefe,
both of which were obtained as a

Two punctuations from half the field of Aaron McNeefe,
both of which were obtained as a result of the

Two punctuations from half the field of Aaron McNeeve,
both of which were obtained as a result of irregularities
against Lucas Shubert

Two punctuations from half the field of Aaron McNeeve,
both of which were obtained as a result of irregularities
against Lucas Schulbert, were

Two punctuations from half the field of Aaron McNeefe,
both of which were obtained as a result of irregularities
against Lucas Schulbert, took the initiative.

Two dots in half a field above Aaron McNeif, both of
which were obtained as a result of.

Two dots in half a field above Aaron McNeif, both of
which were obtained for irregularities against Lucas Schul-
bert.

Two dotballs in half a field above Aaron McNeif, both of
which were obtained as a result of irregularities against
Lucas Schulbert.

Two dots in half a field above Aaron McNeif, both of
which were obtained by fouling Lucas Shubert, took the
initiative of the Derry.

Two punctuations from half the field of Aaron McNeefe,
both of which were obtained as a result of the fouling of
Lucas Shubert, took initiative.

Input

JTRERTZFRHF AN B RZRL RS T HABER I
e A BRI E R B ER AN T 28
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Reference (38 tokens)

Unconditional (30 tokens)

Unconditional (34 tokens)

Unconditional (38 tokens)

Unconditional (41 tokens)

Unconditional (45 tokens)

Conditional (30 tokens)

Conditional (34 tokens)

Conditional (38 tokens)

Conditional (41 tokens)

Conditional (45 tokens)

-32.93

-36.48

-37.65

-42.24

-48.34

-26.13

-25.00

-28.53

-30.96

-36.43

Before the trial, Li Jing carefully reviewed the file ma-
terials, wrote records of the file review and guided the
collegiate panel to draw up the trial outline and scheme.
Prior to the opening of the trial, Jing Li carefully reviewed
the file materials, prepared a transcript of the volume and
directed the Full Court

Prior to the opening of the trial, Jing Li carefully reviewed
the file materials, prepared the transcript of the volume
and directed the Full Court to develop the outline

Prior to the opening of the trial, Jing Li carefully reviewed
the file materials, prepared the transcript of the volume
and directed the Full Court to develop the outline and
programme of the

Prior to the opening of the trial, Jing Li carefully reviewed
the file materials, prepared the transcript of the volume
and directed the Full Court to develop the outline and
programme of the trial. The

Prior to the opening of the trial, Jing Li carefully reviewed
the file materials, prepared the transcript of the volume
and directed the Full Court to develop the outline and
programme of the trial. (Signed) J.

Prior to the hearing, Jing Li carefully reviewed the file
materials, prepared transcripts and guided the Full Court
in developing its outline and programme.

Prior to the hearing, Jing Li carefully reviewed the file
materials, wrote the transcripts and directed the Full Court
to develop the outline and programme of the trial.

Prior to the hearing, Li Xing carefully reviewed the file ma-
terials, written the transcripts of the volumes and directed
the Full Court to develop the outline and programme of
the trial.

Prior to the opening of the trial, Li Xing carefully reviewed
the file materials, written the transcripts of the volumes
and directed the Full Court to develop the outline and
programme of the trial.

Prior to the opening of the session, Jing Li carefully re-
viewed the case file materials, prepared the transcript of
the volume and directed the Full Court in the drawing up
of the outline and programme of the trial proceedings.

Input

Reference (21 tokens)
Unconditional (16 tokens)
Unconditional (18 tokens)
Unconditional (21 tokens)

Unconditional (23 tokens)

-15.49

-17.99

-19.96

-11.08

FRONEE ST T R B R T40 B £ T Hod
BEEELL.

The school also called the police because I did not pick up
my daughter for about 40 minutes.

The school also called the police because almost 40 min-
utes later I had not

The school also called the police, as almost 40 minutes
had passed before I could

The school also called the police because almost 40 min-
utes later I had not been able to pick up

The school also called the police, as almost 40 minutes
had passed before I could pick up my daughter.
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Unconditional (25 tokens)
Conditional (16 tokens)
Conditional (18 tokens)
Conditional (21 tokens)
Conditional (23 tokens)

Conditional (25 tokens)

-11.23

-16.26

-15.97

-16.98

-11.08

-15.51

The school also called the police, as almost 40 minutes
later I had not been able to pick up my daughter.

The school also called the police because almost 40 min-
utes had passed before I

The school also called the police because almost 40 min-
utes later I had not gone.

The school also called the police, as almost 40 minutes
later I had not picked up girls.

The school also called the police, as almost 40 minutes
had passed before I could pick up my daughter.

The school also called the police, as almost 40 minutes
had passed before I had been able to collect my daughter.

Input

Reference (41 tokens)

Unconditional (32 tokens)

Unconditional (36 tokens)

Unconditional (41 tokens)

Unconditional (45 tokens)

Unconditional (49 tokens)

Conditional (32 tokens)

Conditional (36 tokens)

-26.74

-19.82

-24.59

-45.91

-42.86

-18.41

-18.71

H A V8 BR T PR B S 1R S A fE L SR L, BT LA
A AR YN BT TN s AU A1, A B AR N B IESE AT
FrE R & -

China maintains that eradicating poverty is the key to
avoiding conflicts and crisis. Therefore, China is dedicated
to strengthening friendly exchanges in Africa so as to help
Africa to realize sustainable development in a real way.
China believes that the eradication of poverty is the key to
avoiding conflicts and crises, and is therefore committed
to strengthening friendly relations in Africa and helping
Africa to

China believed that the eradication of poverty was the
key to avoiding conflicts and crises, and was therefore
committed to strengthening friendly relations in Africa
and helping Africa to achieve sustainable development.
China believed that the eradication of poverty was the
key to avoiding conflicts and crises, and it was therefore
committed to strengthening friendly relations in Africa
and helping Africa to achieve sustainable development in
a genuine manner.

China believed that the eradication of poverty was the
key to avoiding conflicts and crises, and it was therefore
committed to strengthening friendly relations in Africa
and helping Africa to achieve sustainable development in
a genuine manner, and was committed to

China believed that the eradication of poverty was the
key to avoiding conflicts and crises, and it was therefore
committed to strengthening friendly relations in Africa
and helping Africa to achieve sustainable development in
a genuine manner, and it was committed to doing so.
China believed that poverty eradication was the key
to avoiding conflicts and crises and was committed to
strengthening friendly relations in Africa and helping it to
achieve sustainable development.

China believes that the eradication of poverty is the key to
avoiding conflicts and crises and is therefore committed
in Africa to strengthening friendly relations and helping
Africa to truly achieve sustainable development.
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Conditional (41 tokens)

Conditional (45 tokens)

Conditional (49 tokens)

-22.35

-31.39

-35.48

China believes that the eradication of poverty is the key
to the avoidance of conflicts and crises, and it is therefore
committed to strengthening friendly relations in Africa and
to helping Africa to truly achieve sustainable development.
China believes that the eradication of poverty is the key
to the avoidance of conflicts and crises, and it is therefore
committed to strengthening friendly relations in Africa
in order to help Africa to achieve real and sustainable
development in Africa.

In view of the fact that the eradication of poverty was the
key to the avoidance of conflicts and crises, China was
committed to strengthening friendly relations in Africa in
order to help it to achieve sustainable development in a
truly sustainable and sustainable manner.

Input

Reference (65 tokens)

Unconditional (52 tokens)

Unconditional (58 tokens)

Unconditional (65 tokens)

Unconditional (71 tokens)

Unconditional (78 tokens)

Conditional (52 tokens)

-46.62

-55.03

-63.76

-73.98

-98.44

4447

i £ 104 [A] VR TG — HL 32t AR A0 & & [Boh 4F
B (BRZTE) PrixEm)aE 5 LR BATH0E
LT ERIR G X B AR R E” -

In the past ten years, the restaurant has offered high-
specification set meals. However, "in order to satisfy the
upper limit of table money set by The Improper Solicita-
tion and Graft Act, we will have to change the tradition of
several decades, which is really a difficult decision."
Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will
be forced to change decades of tradition in order to meet
the ceiling on meals (set by the Golden England Act)”. (
Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will
be forced to change decades of tradition in order to meet
the ceiling on meals (set by the Golden England Act)”.
(S/PV.4855

Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will
be forced to change decades of tradition in order to meet
the ceiling on meals (set by the Golden England Act)”.
(S/PV.4855, p. 3) (para.

Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will
be forced to change decades of tradition in order to meet
the ceiling on meals (set by the Golden England Act)”.
(S/PV.4855, p. 3) (A/PV.39, p. 3)

Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will
be forced to change decades of tradition in order to meet
the ceiling on meals (set by the Golden England Act)”.
(S/PV.4855, p. 3) (A/PV.39, p. 27, para. 7) (A

Over the past 10 years, the hotel has been providing a
high-precision package, but “it is difficult to decide that
we will be forced to change decades of tradition in order
to meet the ceiling on meals” (set in Kim.

16200



Conditional (58 tokens)

Conditional (65 tokens)

Conditional (71 tokens)

Conditional (78 tokens)

-38.22

-56.80

-60.98

-85.55

Over the past 10 years, the hotel has been providing a
high-precision package, but “it is difficult to decide that,
in keeping with the ceiling on the cost of meals (set by the
Golden England Act), we will be forced to change decades
of tradition”.

Over the past 10 years, hotels have been offering high-
grade packages, but “it is hard to decide that we will be
forced to change decades of tradition in order to meet the
ceiling on the cost of meals (set by the Golden England
Act)” (AJAC.254/5/Add.1, p. 2).

Over the past 10 years, hotels have been offering high-
grade packages, but “it is a difficult decision for us to be
forced to change decades of tradition in order to meet the
ceiling on the cost of meals (set by the Golden England
Act)” (A/CN.9/WG.I/WP.56, p. 14).

Over the past 10 years, hotels have been offering high-
grade packages, but “it is difficult to decide that we will be
forced to change decades of tradition in order to meet the
ceiling on the cost of meals” (as set out in the Quint-
land Law). (Ha’aretz, Jerusalem Post, 15 November)
(A/55/PV.40), p

Input

Reference (51 tokens)

Unconditional (40 tokens)

Unconditional (45 tokens)

Unconditional (51 tokens)

Unconditional (56 tokens)

Unconditional (61 tokens)

Conditional (40 tokens)

-41.02

-45.48

-50.24

-52.92

-59.35

-40.72

LR ZEVERH Rk B AL A B AR AL 5 | HY 22 e 2 A& T
WL TAEWI « B E AT PHER B AR AL L P 2, 42
K698 4 H

The Beijing-Shenyang high speed railway extends from
the railway terminal in Beijing, and passes Chengde in
Hebei Province as well as Chaoyang and Fuxin in Liaoning
Province. It measures 698 kilometers in length.

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde,

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde in Hebei province and
to

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde in Hebei province and
to the city of Xiang

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde in Hebei province and
to the city of Xiaoyang after being connected.

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde in Hebei province and
to the city of Xiaoyang after being connected to Shenyang
railway hub

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province and Xiangyang City.
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Conditional (45 tokens)

Conditional (51 tokens)

Conditional (56 tokens)

Conditional (61 tokens)

-48.85

-54.53

-60.78

-53.08

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province and Shinyang’s railway hub, via the city of
From Beijing to Shenyang’s railway hub, a total of 698
km of the Shenyang railway hub was connected to Liaon-
ing province and the Shinyang railway hub after being
connected to the city of Xiaoyang.

From Beijing to Shenyang’s railway hub, a total of 698 km
of the Shenyang railway hub was connected to Liaoning
province through the city of Chinde in Hebei province,
and to Xiangyang City, which is linked.

Beijing to Shenyang’s Iron was drawn from the Bei-
jing railway hub, which was connected to Shenyang sta-
tion, 698 kilometres long, via the city of Chinde, Hebei
province, and Liaoning province, as well as to the city of
Xiangyang.

Input

Reference (34 tokens)

Unconditional (27 tokens)

Unconditional (30 tokens)

Unconditional (34 tokens)

Unconditional (37 tokens)

Unconditional (40 tokens)

Conditional (27 tokens)

Conditional (30 tokens)

Conditional (34 tokens)

Conditional (37 tokens)

-14.79

-25.89

-37.53

-33.79

-37.27

-14.79

-19.29

-30.40

-28.44

R e 3 R AE W B I A R A HE B SR B R
B S AR - RARMEFA BT -

This year’s Shanghai Bookfair will highlight the topicality,
popularity and innovation through a focus on "value" and
"quality" when organizing reading activities.

The exhibition was organized around “values” and “qual-
itys” and highlighted thematic, popular and innovative
aspects of reading.

The exhibition was organized around “values” and “qual-
itys” and highlighted thematic, popular and innovative
aspects of the reading exercise..

The exhibition was organized around “values” and “qual-
itys” and highlighted thematic, popular and innovative
aspects of the reading exercise, and highlighted the impor-
tance of

The exhibition was organized around “values” and “quali-
tys” and highlighted thematic, popular and innovative as-
pects of the reading exercise, which was organized around
the following themes:

The exhibition was organized around “values” and “quali-
tys” and highlighted thematic, popular and innovative as-
pects of the reading exercise, which was organized around
the theme of “values”.

The exhibition was organized around “values” and “qual-
itys” and highlighted thematic, popular and innovative
aspects of reading.

The exhibition was organized around “values” and “quali-
tys” and highlighted the theme, popularism and innovation
of the reading exercise.

The fair was organized around “values” and “qualitys”
in the context of reading events, highlighting the theme,
popularism and innovation that emerged.

The opening of the book fair focused on the organization of
reading events around “values” and “qualitys”, highlight-
ing the subject matter, popularism, and innovativeness.
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Conditional (40 tokens) -34.10 The opening of the book fair, organized around “values”
and “qualitys” in the context of reading events, highlighted
the subject matter, popularism and innovation of the event.
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Table 19: Randomly selected length-constrained outputs from a ROC stories finetuned GPT2-345M model, using
unconditional and conditional beam search (beam size 5). (As described in Section 5.2.1). Inputs and reference
completions are from the ROC Stories dev. dataset.

Type log P(x>t|z<:) Text

Input - My brother loved candy. He ate a lot of it. He left the
wrappers on the counter. Our mother scolded him for
it.

Reference (15 tokens) - He didn’t listen until we got a lot of ants one spring.

Unconditional (12 tokens) -12.49 He said he didn’t want to clean it up.

Unconditional (13 tokens) -16.16 He said he didn’t want to clean it up anymore.

Unconditional (15 tokens) -19.57 He said he didn’t want to clean it up so he left.

Unconditional (16 tokens) -19.83 He said he didn’t want to clean it up, but he did.

Unconditional (18 tokens) -21.74 He said he didn’t want to clean it up, so he left it
alone.

Conditional (12 tokens) -12.73 He apologized and bought a new set of wrappers.
Conditional (13 tokens) -16.99 He apologized and bought a new set of candy wrap-
pers.

Conditional (15 tokens) -15.78 He got in trouble for leaving candy on the counter
for so long.
Conditional (16 tokens) -19.08 He told her he would never leave candy on the

counter, ever again.

Conditional (18 tokens) -19.87 He got in trouble for leaving the wrappers on the
counter for a long time.

Input - Oscar never made his bed. His mom always wanted
him to. Finally he decided to start making his bed.
His mom was proud.

Reference (8 tokens) - She gave him a dessert treat.

Unconditional (6 tokens)  -5.47 Oscar made his bed.

Unconditional (7 tokens)  -5.23 Now Oscar makes his bed.

Unconditional (8 tokens)  -13.01 Now Oscar makes his bed every night
Unconditional (9 tokens)  -5.71 Now Oscar makes his bed every night.

Conditional (6 tokens) -6.64 Oscar was very happy.

Conditional (7 tokens) -5.23 Now Oscar makes his bed.

Conditional (8 tokens) -8.03 Now Oscar makes his bed everyday.

Conditional (9 tokens) -7.04 Oscar was happy to make his bed.

Input - Rachel decided to donate blood at the local blood

drive. She was a little nervous because this was her
first time. The next day Rachel received a call from
the doctor that she saw. The doctor told her that he
had bad news.
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Reference (7 tokens)

Rachel broke down in tears.

Unconditional (5 tokens) -12.42 Rachel had contracted HIV

Unconditional (6 tokens)  -16.25 Rachel had to stop donating

Unconditional (7 tokens)  -11.83 Rachel had to stop donating blood

Unconditional (8 tokens) -18.38 He had found out that she had

Conditional (5 tokens) -7.63 Rachel had died.

Conditional (6 tokens) -7.11 Rachel had contracted HIV.

Conditional (7 tokens) -10.72 Rachel had contracted the virus.

Conditional (8 tokens) -11.84 The donor had died from AIDS.

Input - Amelia decided to take a vacation to Mexico. She
booked her flight and hotel. When she got to Mexico,
she was sure to visit many different things. She loved
every moment of it.

Reference (11 tokens) - Amelia decided to vacation to Mexico more often.

Unconditional (8 tokens)  -11.15 Amelia couldn’t wait to return home

Unconditional (9 tokens)  -6.39 Amelia couldn’t wait to return home.

Unconditional (11 tokens) -7.62 Amelia couldn’t wait to go back to Mexico.

Unconditional (12 tokens) -10.58 Amelia couldn’t wait to go back to Mexico again.

Unconditional (13 tokens) -10.84 Amelia couldn’t wait to go back to Mexico next year.

Conditional (8 tokens) -6.80 Amelia couldn’t wait to return.

Conditional (9 tokens) -6.39 Amelia couldn’t wait to return home.

Conditional (11 tokens) -7.62 Amelia couldn’t wait to go back to Mexico.

Conditional (12 tokens) -9.67 Amelia couldn’t wait to return to Mexico next year.

Conditional (13 tokens) -10.84 Amelia couldn’t wait to go back to Mexico next year.

Input - George had an internship. He really wanted to get a
full time job with the company. George worked hard
and proved to be smart. A position opened up that
George wanted.

Reference (11 tokens) - He eagerly applied for it and was ultimately hired.

Unconditional (8 tokens)  -14.37 George was able to get the job

Unconditional (9 tokens)  -7.56 George was able to get the job.

Unconditional (11 tokens) -14.12 George got the job and was very happy with it

Unconditional (12 tokens) -9.01 George got the job and was very happy with it.

Unconditional (13 tokens) -9.74 George got the job and was very happy with his deci-
sion.

Conditional (8 tokens) -8.21 George got the job right away.

Conditional (9 tokens) -7.82 George got the job and loved it.

Conditional (11 tokens) -9.97 George got the job and is very happy now.
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Conditional (12 tokens) -9.01 George got the job and was very happy with it.

Conditional (13 tokens) -9.41 George got the job and now has a full time job.

Input - A girl falls in love with a boy and he liked her too.
She finds out that their parents don’t get along. The
boy and the girl love each other so much. But, they
don’t want to hurt their parents feelings so they stay
away

Reference (8 tokens) - But eventually they get together anyway.

Unconditional (6 tokens)  -16.41 . The girl and the

Unconditional (7 tokens)  -15.29 . The girl and the boy

Unconditional (8 tokens)  -17.36 . The girl and the boy are

Unconditional (9 tokens)  -13.74 . The girl and the boy get married

Conditional (6 tokens) -14.31 . The girl gets pregnant

Conditional (7 tokens) -9.23 . The girl is devastated.

Conditional (8 tokens) -7.62 . The girl is heartbroken.

Conditional (9 tokens) -8.90 . The girl falls in love again.

Input - Tom bought a new plant. He kept it by his bed. The
plant stopped growing. His mother said it needed
sunlight.

Reference (10 tokens) - So Tom moved the plant to a window.

Unconditional (8 tokens)  -5.14 Tom watered the plant every day.

Unconditional (9 tokens)  -9.47 Tom didn’t care and kept it.

Unconditional (10 tokens) -8.65 Tom didn’t care and kept the plant.

Unconditional (11 tokens) -9.94 Tom watered the plant every day for a week.

Unconditional (12 tokens) -10.69 Tom didn’t care and kept it in the dark.

Conditional (8 tokens) -5.14 Tom watered the plant every day.

Conditional (9 tokens) -9.84 Tom watered the plant and it grew.

Conditional (10 tokens) -10.49 Tom watered the plant and the plant grew.

Conditional (11 tokens) -11.10 Tom watered it every day and it grew back.

Conditional (12 tokens) -11.91 Tom watered the plant every day to keep it growing.

Input - The little sister found out she was having a baby
brother. She was excited until she found out she
would no longer be the baby. Then she started acting
out. She colored on the walls.

Reference (10 tokens) - The little sister got punished with a timeout.

Unconditional (8 tokens)  -8.92 The little sister was very sad.

Unconditional (9 tokens)  -19.96 The little sister was so upset she cried

Unconditional (10 tokens) -16.02 Her mom had to take her to the hospital

Unconditional (11 tokens) -8.81 Her mom had to take her to the hospital.
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Unconditional (12 tokens) -21.19 Her mom had to take her to the hospital for her

Conditional (8 tokens) -8.92 The little sister was very sad.

Conditional (9 tokens) -11.63 The little sister was sad and cried.

Conditional (10 tokens) -11.55 The little sister was so upset she cried.

Conditional (11 tokens) -15.72 The little sister was so sad she cried too.

Conditional (12 tokens) -15.01 The little sister was so upset she threw a fit.

Input - John went skydiving for the first time. He went with
an instructor on a plane into the air. He screamed
when they jumped. John was terribly afraid of heights
and passed out.

Reference (11 tokens) - When he woke up, he had already landed.

Unconditional (8 tokens)  -7.32 He woke up in the hospital.

Unconditional (9 tokens)  -13.62 He woke up hours later in the hospital

Unconditional (11 tokens) -14.35 He woke up in the hospital with a broken leg

Unconditional (12 tokens) -8.99 He woke up in the hospital with a broken leg.

Unconditional (13 tokens) -16.61 He woke up hours later in the hospital with a broken
leg

Conditional (8 tokens) -7.32 He woke up in the hospital.

Conditional (9 tokens) -10.90 He woke up in the hospital afterwards.

Conditional (11 tokens) -9.38 He woke up in the hospital with a concussion.

Conditional (12 tokens) -8.99 He woke up in the hospital with a broken leg.

Conditional (13 tokens) -11.36 He woke up a few hours later with a broken neck.

Input - Holly asked her brother to put suntan lotion on her
back. He took his time and applied it very carefully.
Later that day, Holly wondered why people were
laughing. She later realized her brother had made a
design with the lotion.

Reference (13 tokens) - Holly yelled at her brother to get back at him.

Unconditional (10 tokens) -21.72 The lotion was a fake lotion,

Unconditional (11 tokens) -23.49 The lotion was a fake lotion, and

Unconditional (13 tokens) -27.53 The lotion was a fake lotion that looked like real

Unconditional (14 tokens) -24.45 The lotion was a fake lotion, and Holly was embar-
rassed

Unconditional (15 tokens) -18.71 The lotion was a fake lotion, and Holly was embar-
rassed.

Conditional (10 tokens) -14.87 She was so embarrassed she never asked again.

Conditional (11 tokens) -13.26 Holly was so embarrassed she never asked him again.

Conditional (13 tokens) -17.70 She was so embarrassed, she decided to never ask

again.
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Conditional (14 tokens) -15.91 She was so embarrassed, she decided to never ask
him again.

Conditional (15 tokens) -15.16 She was so embarrassed, she never asked him to do
it again.
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H Architectures and Hyperparameters of
classifiers

This appendix gives additional details for the train-
ing of the classifiers described in subsection 5.

H.1 Attribute classifier architecture
(MarianMT and GPT-2)

This section describes the classifier architecture,
and how it is used for conditional beam search. The
classifier must be able to make predictions about
the class of possible continuation tokens, while not
needing to run the full decoder model on each of
those continuations to make a hidden state. To
make that possible, the classifier uses the model
hidden states at time ¢ (and earlier) to make a clas-
sification prediction for time ¢ + 1.

We’ll formalize the prediction process here. Let

hgtj)T be the layer ¢ hidden states of the decoder,
with the decoder having M total layers and an em-
bedding dimension of dypgel. Suppose we want to
predict the final label for an output sequence with a
prefix of x1.;, and a candidate next token z;41. In
order to make the computation for each continua-
tion lightweight, we frame it in terms of the word
embedding of that token'?, w. For some dimension
sizes dcir and doy, the classifier output is computed
as follows:

stacked 0 1 M
h’gi ) = COHC&t <[h§27 hgl‘?’ e ;hg:t )])
hgif;) = Linear (h(ﬁaCked)>

hgog 0 = Transformer(hgiz?f))

Cit1 = Concat([hgout) , w))

Logits; = MLP(¢¢41)

At training time, the classifier is only passed the
tokens that actually occur in the training example,
so this is done in parallel for every position in the
sequence. At inference time, it needs to evalu-
ate k candidate continuation tokens. Since the the
transformer output from time ¢ is shared across all
evaluations of tokens for time ¢ + 1, it only needs
to be run once for each position, while the MLP is
run k times.">

!“These embeddings come from the input embedding table
from the underlying decoder model.

'5To avoid possible confusion, there are two transformers:
the one in the underlying NLG model, and the one being used
for classification. Both of them only need to make one forward
pass per sequence during training, and one forward pass per
token during inference.

The reason to include the transformer instead of
just the MLP is that it allows the classifier to use as
many of the NLG model’s hidden states as possible,
instead of just the hidden states from time ¢. This
is similar to the architecture used by FUDGE, but
using a transformer instead of a LSTM.

Because the number of possible output lengths
is very high, we make two adjustements: predict-
ing remaining length rather than absolute length,
bucketing lengths into coarser classes. Specifically,
lengths 0-16 each have a unique class, lengths 17-
32 are split into 4 groups, lengths 32-64 are split
into two groups, then all lengths 65 and higher are
assigned to a single group (24 classes in total).

H.2 Length predictor hyperparameters for
Marian MT Zh-En model

The transformer which is applied to the seq2seq
decoder’s hidden states has two layers, a model
dimension of d.y = 240, 12 attention heads, doy =
24, and is trained with a dropout rate of 0.33.

The MLP has two hidden layers with dimen-
sion 48, uses a ReLU activation, and has an output
dimension of 24 (the number of classes for the
classification problem).

The classifier (consisting of the transformer and
MLP together) Adam (Kingma and Ba, 2014) using
a learning rate of 1073, a weight decay of 3 x 1078,
and a batch size of 8.

Training was run for three epochs using sampled
outputs for 1.1M source sentences.

H.3 Length predictor hyperparameters for
ROC Stories finetuned GPT2-345M
model

The hyperparameters for the classifier for the ROC
stories GPT-2 model are the same as those from
the previous subsection, except for the data and
number of epochs. Training was run for 8 epochs
using 300K samples.

We use beam sizes of 5 and 20 for our experi-
ments, and always evaluate & = 100 candidate next
tokens with the prefix classifier.

H.4 LLaMA attribute classifier architecture
and hyperparameters

The classifier architecture used for conditional
beam search with LLaMA is essentially a finetuned
LLaMA model, with a linear classification head in
place of the output projection. However, in order
to reduce the memory footprint of this approach,
we use several techniques.
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LoRA (Hu et al., 2021). We avoid needing two
full copies of the weights by instantiating the clas-
sifier as a LoRA finetune of LLaMA-7B. We can
make a single forward pass which evaluates both
the language model and the classifier by batching
the hidden states.

4-bit quantization. We use the blockwise quanti-
zation method introduced by Dettmers et al. (2023),
but with the AF4-64 code'® instead of their NF4
code. As in Dettmers et al. (2023), we only quan-
tize the pretrained model weights, not the LoRA
parameters.

KV-cache sharing. The attribute classifier needs
to be run on 100 candidate tokens, which would re-
quire executing the LLaMA-7B model with a batch
size of 100 if done naively. However, all these
tokens share the same past, so we batch the candi-
date tokens, but not the KV-cache, so the memory
footprint is far lower than a full batch-size 100
execution. Both the KV-cache and the candidate
tokens are batched across beam hypotheses, so the
KV-cache has a single batch dimension while the
hidden states for the candidate tokens have two.

Shared trunk. Running both the unmodified
LLaMA-7B model and a LoRA finetuning of it
would require two copies of the hidden states, i.e.
the key-value-cache would be twice as large as
for ordinary LM decoding. For beam search, this
is also multiplied by the beam size, which would
make running decoding on a single GPU impracti-
cal. We reduce this amount by only training LoRA
parameters on the last three of LLaMA’s 32 lay-
ers. This way, the LoRA finetuned classifiers can
still take advantage of LLaMA’s pretrained knowl-
edge to some extent, but they only need distinct
key-value caches for the final few layers.

Training data and Hyperparameters. The clas-
sifier training data consists of 14,000 outputs from
LLaMA-7B which were produced using beam
search with a beam size of 5 on distinct prompts
from the Alpaca (Taori et al., 2023) dataset. 95%
of the outputs were used for training, while the
remaining 5% were used for validation/early stop-
ping. We train the classifier for 3 epochs with a
batch size of 16. The rank constraint of the LoRA
parameters is 8. We use Adam with a learning rate
of 3 x 107 and a weight decay value of 1073,
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I Details of Human and GPT-4 evaluation
of LLaMA-7B outputs

For both the human and GPT-4 evaluation, the con-
ditional and standard beam search outputs were ran-
domly ordered and labeled with A and B. The an-
notator (or GPT-4) was then told to evaluate which
was better. The GPT-4 prompt format is as follows
(no other prompts were tested for scoring other
than modifying the prompt to enforce the correct
output format when parsing failed initially):

<System message>: You compare
pairs responses to prompts. You
MUST select one of the options as
better. You must always respond
with the letter A or the letter
B and nothing else, or output
will not be parsed correctly.
<User message>: Choose the
response which is overall higher
quality, no matter how slightly.
Prompt: <prompt>

A: <Option A>

B: <Option B>

Is A or B a better response?

The instructions given to annotators were:

In the "Label” column, enter "A"
or "B" for each row. Decide
whether A or B is a better
response from a chatbot to the
user input in the "Prompt"” column.
If they are equally good, put
"-" instead, but try to label
examples as A or B if at all
possible.

J LLaMA-7B beam search outputs

Tables 20 and 21 show inputs for which condi-
tional and ordinary beam search had the largest
increase and decrease in reward model score re-
spectively. Recall from Section 5.3 that conditional
beam search leads to a higher reward on 64% of
inputs from the Alpaca dataset, so this sample of
an equal number of positive and negative cases is
not balanced. The examples also exclude inputs
for which ordinary beam search produced an empty
output.

The positive examples show that the addition of
conditioning often leads to an answer instead of a
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failure to answer. For example, beam search often
leads to an output such as “Here is a list of different
ways to brew coffee”, without any actual response,
while the conditional version produces a response.

On the other hand, conditional search shows
quite a bit of repetition, on both the improved and
worsened inputs. This is likely because the reward
model itself doesn’t punish repetition, so the condi-
tioning doesn’t affect this behavior.
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Table 20: LLaMA-7B: The 10 prompts for which conditional search led to the largest increase in score compared to

ordinary beam search, with beam search producing a non-empty output. Prompts come from the Alpaca dataset.

Can you provide a
list of foods that are
both high in protein
and low in fat?

Why is customer ob-
session important

Which author cre-
ated Dick Tracy

Who is the best bas-
ketball team in the
NBA?

What are some easy
food recipes that in-
clude beef?

What is a Hummum

Give me a list of dif-
ferent ways to brew
coffee

What is the capital of
Germany?

Identify which ani-
mal species is alive
or extinct: Troodon,
African Elephant

Why do you like bal-
let so much?

Here is a list of foods that
are high in protein and low

in fat.

\begin{blockquote }
\begin{blockquote }
\begin{blockquote }
<continues>

Al Capp

The Boston Celtics are the
best basketball team in the

NBA.

Here are some casy

food

recipes that include beef.

A hummum is a musical in-

strument.

Here is a list of different

ways to brew coffee

Berlin

African Elephant

I like ballet because it makes

me feel like a princess.

Foods that are high in protein and low in fat
include lean meats, fish, poultry, eggs, beans,
nuts, and low-fat dairy products.

Customer obsession is important because it
allows a company to understand what their
customers want and need. This allows a com-
pany to create products and services that meet
the needs of their customers.

Dick Tracy was created by Chester Gould.

The best basketball team in the NBA is the
Golden State Warriors.

Beef stew, roast beef, hamburgers, and meat-
balls.

A hummum (or hummus) is a Middle East-
ern dip or spread made from cooked, mashed
chickpeas or other beans, blended with tahini
(sesame seed paste), olive oil, lemon juice,
salt and garlic.

1. Pour hot water over ground coffee beans.
2. Pour boiling water over ground coffee
beans.

3. Pour cold water over ground coffee beans.
4. Pour hot water over instant coffee granules.
5. Pour boiling water over instant coffee gran-
ules.

The capital of Germany is Berlin.

The African Elephant is alive. The Troodon
is extinct.

I like ballet so much because I think it is the
most beautiful and graceful of all the perform-
ing arts. I love the way the dancers move and
the music they dance to.
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Table 21: LLaMA-7B: The 10 prompts for which conditional search led to the largest decrease in score compared
to ordinary beam search. Prompts come from the Alpaca dataset.

In the comic book
series Calvin and
Hobbes, who are
Calvin and Hobbes
named after?

What kind of socks
do grizzlies wear?

What is the plot
of the movie John
Wick?

What is the differ-
ence between a Nar-
row Transformation
and Wide Transfor-
mation

Does taking long
walks do anything
good for my health?

Calvin is named after Calvin
Coolidge, the 30th Presi-
dent of the United States,
and Hobbes is named after
Thomas Hobbes, an English
philosopher.

Grizzlies do not wear socks.

John Wick is a 2014 Ameri-
can neo-noir action thriller
film directed by Chad Sta-
helski and written by Derek
Kolstad. It stars Keanu
Reeves, Michael Nyqvist,
Alfie Allen, Adrianne Pal-
icki, Bridget Moynahan,
Dean Winters, Ian Mc-
Shane, John Leguizamo, and
Willem Dafoe. The film
was released in the United
States on October 24, 2014,
by Summit Entertainment.

A Narrow Transformation
is a transformation that is
applied to a single column
of data. A Wide Transfor-
mation is a transformation
that is applied to multiple
columns of data.

Yes, it does.
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Calvin and Hobbes are named after Calvin
Coolidge, the 30th President of the United
States (1923-1929), and John Calhoun, the
7th Vice President of the United States (1825-
1832).

Grizzly bears, also known as brown bears
or North American brown bears, are large
carnivorous mammals of the family Ursidae.
Grizzly bears (Ursus arctos horribilis) are a
subspecies of the brown bear (Ursus arctos),
which also includes the Kodiak bear (Ursus
arctos middendorffi), the polar bear (Ursus
arctos maritimus), and the Asian black bear
(Ursus thibetanus). Grizzly bears are found
in Alaska, British Columbia, Idaho, Mon-
tana, Washington, and Wyoming in the United
States, and in Al

The plot of the movie John Wick is about a
retired hitman who comes out of retirement
to avenge the murder of his puppy.

A Narrow Transformation is a transformation
that operates on a single record. A Wide
Transformation is a transformation that op-
erates on multiple records.

Taking long walks does not do anything good
for your health.



Give me a list of
south Indian break-
fast dishes I should

try.

What is seek speed in
HDFS and why is it
no longer going to be
important?

What activities an ad-
min or an administra-
tor of any data tools
& platform or data
tools can do?

1. Idli
2. Dosa
3. Vada
4. Uttapam

5. Upma

6. Pongal

7. Paniyaram
8. Appam

9. Appalam

10. Kesari Bath

Seek speed is the time it
takes to find a block in the
file system.

An admin or an administra-
tor of any data tools & plat-
form or data tools can do the
following activities:
\begin{itemize}

\item Create new data tools
& platform or data tools.
\item Edit data tools & plat-
form or data tools.

\item Delete data tools &
platform or data tools.
\end{itemize}
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. 1dli

. Dosa

. Vada

Upma

. Pongal

. Paniyaram
Appam

. Appalam

9. Kesari Bath

10. Puliyogare

11. Sambar

12. Rasam

13. Chutney

14. Sambar Vada

15. Puliyogare Vada
16. Puliyogare Idli
17. Puliyogare Dosa
18. Puliyogare Upma
19. Puliyogare Pongal
20. P

Seek speed in HDFS is the time it takes to find
a block in the file system. This is important
because it determines how long it takes to
read or write a block of data to or from the
file system.

Seek speed in HDFS is the time it takes to find
a block in the file system. This is important
because it determines how long it takes to
read or write a block of data to or from the
file system.

Seek speed in HDFS is the time it takes to find
a block in the file system. This is important
because it determines how long it takes to
read or write a block of data to or from the
file system

0N A W -

An admin or an administrator of any data
tools & platform or data tools can do the fol-
lowing activities:



What would Bruce Bruce lee would do what
lee do if he is alive?  Bruce lee would do.

What was invented Dr. Albert Southwick in-
by Dr Albert South- vented the Southwick stetho-
wick in 1881 scope in 1881.

If Bruce Lee were alive today, he would be
76 years old. He died in 1973 at the age of
32. If Bruce Lee were alive today, he would
be 76 years old. He died in 1973 at the age of
32. If Bruce Lee were alive today, he would
be 76 years old. He died in 1973 at the age of
32. If Bruce Lee were alive today, he would
be 76 years old. He died in 1973 at the age of
32. If Bruce Lee were alive today, he would
be 76 years old. He died in 1973 at

Dr. Albert Southwick invented the Southwick
Gauge in 1881.
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