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Abstract

We investigate what linguistic factors affect
the performance of Automatic Speech Recog-
nition (ASR) models. We hypothesize that or-
thographic and phonological complexities both
degrade accuracy. To examine this, we fine-
tune the multilingual self-supervised pretrained
model Wav2Vec2-XLSR-53 on 25 languages
with 15 writing systems, and we compare their
ASR accuracy, number of graphemes, uni-
gram grapheme entropy, logographicity (how
much word/morpheme-level information is en-
coded in the writing system), and number of
phonemes. The results demonstrate that a high
logographicity correlates with low ASR accu-
racy, while phonological complexity has no
strong correlation.

1 Introduction

When a human learns a second language, a complex
writing system and a complex phonological system
can both be obstacles to language learning. For
example, learners of a language like Chinese may
spend years learning thousands of characters, while
Japanese learners of English commonly struggle
with mastering the two liquid phonemes /r/ and /l/
that are not distinguished in Japanese. By anal-
ogy with these observations, we may ask: do com-
putational models of language, like humans, also
struggle with these linguistic complexities? In this
paper, we investigate the relationship between the
accuracy of Automatic Speech Recognition (ASR)
and linguistic complexity, specifically orthographic
and phonological complexity.

To answer this question, this study proposes
three hypotheses about factors that may make learn-
ing ASR hard.

Hypothesis 1. If a language has more character
(grapheme) types, then ASR accuracy gets lower.
This idea corresponds to the example of Chinese
mentioned above.

Hypothesis 2. The more a language’s writing
system encodes word- or morpheme-level informa-
tion, the more ASR accuracy decreases. Sproat and
Gutkin (2021) call this property logographicity, as
opposed to phonographicity, which means that a
language’s written form is more predictable from
its spoken form.

Hypothesis 3. If a language has more sound
(phoneme) types, then ASR accuracy gets lower.
This idea corresponds to the example of Japanese
learners of English mentioned above.

To test these hypotheses, we fine-tune the same
pre-trained ASR model (Wav2Vec2-XLSR-53) on
25 languages with 15 different orthographies.

The results demonstrate a significant correlation
of ASR accuracy with measures related to ortho-
graphic complexity, while no significant correlation
is observed with phonological complexity.

2 Related Work

Multilingual ASR. With the successful develop-
ment of Transformer-based architectures, the field
of multilingual ASR has also achieved drastic im-
provements. Wav2Vec 2.0 (Baevski et al., 2020)
is a framework for learning speech representations
with a self-supervised method like BERT (Devlin
et al., 2019). For each span of speech with a fixed
length, this architecture first obtains a latent repre-
sentation z through a feature encoder with a CNN,
and computes its discretized vector q via product
quantization (Jégou et al., 2011). Next, it masks
some z with a certain probability; the objective of
this self-supervised training is then to predict the
quantized vector q for the masked representation.
The pretraining step is illustrated in Figure 1.

Wav2Vec 2.0 is known to perform well for var-
ious speech recognition tasks by fine-tuning the
pre-trained model. Wav2Vec2-XLSR-53 (Conneau
et al., 2021), which this study employs, is a 300M-
parameter model pre-trained on speech samples
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Figure 1: Visualization of the self-supervised pretraining step of Wav2Vec 2.0.

of 53 languages. It performs well for various lan-
guages, including those unseen in the pre-training
step, by fine-tuning with a small amount of anno-
tated data. Since the appearance of Wav2Vec2.0,
other larger multilingual Wav2Vec 2.0 pretrained
models have been developed, such as Wav2Vec2-
XLS-R (Babu et al., 2021) which is pretrained on
0.5M hours from 128 languages and Wav2Vec2-
BERT (Seamless Communication et al., 2023) pre-
trained on 4.5M hours from 143 languages.

The current state-of-the-art in ASR for some
languages has been achieved by Whisper (Rad-
ford et al., 2022), which is an encoder-decoder
architecture based on next token prediction with
weak supervision. However, unlike Wav2Vec 2.0,
a pretrained Whisper model is weakly supervised;
namely, the pretraining data contains some labeled
data. Importantly, fine-tuning on the languages that
have labeled data in Whisper’s pretraining step is
known to remarkably boost the performance, while
there is less observed improvement between the lan-
guages included in Wav2Vec 2.0 pretraining and
those not included (Rouditchenko et al., 2023). To
avoid the performance difference biased by labeled
pretraining data, our work conducts experiments
on Wav2Vec2-XLSR-53 through fine-tuning.

Logographicity. In some languages, the spelling
of a token encodes word- or morpheme-level infor-
mation that is not predictable from the token’s pro-
nunciation alone. For instance, English /raIt/ can
be spelled as <write>, <right>, <rite>, or <wright>,
which all have different meanings. Sproat and
Gutkin (2021) calls this property logographicity.
To measure logographicity, they train a phoneme-

to-grapheme model and look at how widely dis-
persed its attention is to see how context-dependent
the orthography is (see Section 3.4 for details).

3 Experimental Setup and Methods

This section describes the setup and the methods
used in the experiments.1

3.1 Dataset
In this experiment, we use Common Voice 16.1
(Ardila et al., 2020) for every language examined
except English and Korean. We use LibriSpeech
(Panayotov et al., 2015) for English instead be-
cause Common Voice English contains a number
of non-native speech samples and Zeroth-Korean2

because the Korean subset in Common Voice 16.1
does not have enough samples. Since LibriSpeech
and Zeroth-Korean have a longer maximum audio
length than Common Voice 16.1, long audio sam-
ples are filtered out. For each setting, we keep ex-
tracting training data samples until the total sample
length reaches 10,000 seconds. In doing so, we aim
to standardize the training dataset size across the
settings rather than to rely on number of samples
that vary in their audio length.

3.2 Pre-trained model and fine-tuning
We use Wav2Vec2-XLSR-533 as the base pre-
trained model for every setting and fine-tune it
for each target language and writing system. The

1The code used in the experiments is available at: https:
//github.com/ctaguchi/ASRcomplexity

2https://github.com/goodatlas/zeroth
3https://huggingface.co/facebook/

wav2vec2-large-xlsr-53
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fine-tuning step adds supervised training to the pre-
trained model with Connectionist Temporal Clas-
sification (CTC, Graves et al., 2006) as illustrated
in Figure 1. In the experiment, the same hyper-
parameters were used for every fine-tuned model;
among others, we ran 20 epochs and the learning
rate was set to 0.0003. Each experiment took ap-
proximately two hours on two GPU cores (NVIDIA
A10). Also, punctuation was removed at the pre-
processing step.4

3.3 Graphemes
Our first hypothesis is that a language’s higher num-
ber of graphemes worsens ASR accuracy. To test
this in a controlled way, we include among our fine-
tuning settings some languages that have multiple
scripts, namely, Japanese, Korean, and Chinese.

For Japanese, we use the following three sys-
tems: a combination of Kanji (Chinese characters)
and Kana (syllabary), which is the default orthog-
raphy, Kana-only, and Romaji-only (romanized
Kana). For example, the word for “the Japanese
language” in Japanese is <日本語>, and can be
transliterated as <ニホンゴ> in Kana and as <ni-
hongo> in Romaji. Kana can be uniquely mapped
to Romaji but not vice versa. The tokenization
and conversion from the default orthography into
Kana-only is done by SudachiPy (Takaoka et al.,
2018). Then, these Kana are romanized with the
pykakasi library.5

For Korean, we use Hangul syllables, a syllabary
writing system where each syllable character is
composed of phonemic components, and Hangul
Jamo, which is decomposed Hangul so that each
character represents a phoneme. For example, /han
gWl/ is written as한글 in the default orthography
(Hangul syllables) and can be decomposed into six
Hangul Jamo letters: <ㅎ> /h/, <ㅏ> /a/, <ㄴ> /n/,
<ㄱ> /g/, <ㅡ> /W/, and <ㄹ> /l/. In the preprocess-
ing step, Hangul syllables are converted to Hangul
Jamo by the g2pK library (Park, 2019).

For Chinese, three writing systems are
used: Hanzi (Chinese characters), Zhuyin (semi-
syllabary), and Pinyin (romanized). For example,
the Chinese word for “the Chinese language” is
<漢語> in Hanzi, and can be expressed as <ㄏㄢˋ

ㄩˇ> in Zhuyin and as <hànyǔ> in Pinyin. Zhuyin
and Pinyin can be converted to each other by
rules. In our implementation, we convert Hanzi

4The training code is available in the repository: https:
//github.com/ctaguchi/ASRcomplexity

5https://pykakasi.readthedocs.io

into Zhuyin and Pinyin using the dragonmapper
library.6

To measure the impact of the grapheme size to
ASR accuracy, we employ two metrics. One is to
naively count all the character (grapheme) types
in the training data. The other is to calculate the
unigram character entropy of the training data, to
capture the fact that not all character types appear
with the same probability. In fact, it is known that
Chinese Hanzi have a Zipfian distribution (Deng
et al., 2014). The unigram character entropy is com-
puted as 𝐻 (𝐶) = −∑

𝑐∈C 𝑝(𝑐) log 𝑝(𝑐), where C
is the set of character types in the corpus.

3.4 Logographicity
Hypothesis 2 claims that the more logographic a
language is (that is, the more irregular the map-
ping from pronunciation to orthography is in a
language), the harder it is for an ASR model to
transcribe the language. To measure logographic-
ity, we follow Sproat and Gutkin (2021) and train
a model that predicts a word’s orthography given
its phonemes and context. If a language is phono-
graphic (i.e., a word’s orthography can be easily
reconstructed by how it is pronounced), then the
attention matrix of a learned model would only at-
tend to a word’s phonemes and would not attend
its surrounding context. On the other hand, if a lan-
guage is logographic and a word’s pronunciation
may depend on the context, then the model would
attend to other surrounding words.

This attention-based metric of logographicity is
calculated as follows. Given an attention matrix 𝐴
and a mask matrix 𝑀, 𝑀 ◦ 𝐴 is their component-
wise (Hadamard) product. The mask matrix 𝑀 is
a matrix of the same size as 𝐴 whose entries 𝑖, 𝑗
are 0 if 0 ≤ 𝑖 < 𝑘 where 𝑘 is the length of the
target word’s pronunciation and 𝑚 ≤ 𝑗 ≤ 𝑛 where
𝑚 is the left edge of the target word in a text and 𝑛
the right edge. Then, the attention spread 𝑆𝑤 for a
word 𝑤 is:

𝑆𝑤 =

∑
𝑖, 𝑗 (𝑀 ◦ 𝐴)𝑖, 𝑗∑

𝑖, 𝑗 𝐴𝑖, 𝑗
.

To apply this to a writing system of a language, one
can compute the average attention spread of a word
over a corpus D:

𝑆token =
∑

𝑤∈D 𝑆𝑤
|D| .

6https://github.com/tsroten/dragonmapper
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Figure 2: A visualization of attention masking. The top matrix shows the original distributions of attention scores
with a Japanese phoneme input and an orthographic output of the target word. The bottom matrix has zeroed-out
attention values for the cells corresponding to the target word. The logographicity score 𝑆token measures how much
information is retained after masking. Values near 1 are in yellow and those near 0 in dark purple.

A phonographic language would have lower 𝑆token
than a logographic language. See Figure 2 for an
example of an attention matrix and a masked atten-
tion matrix.

In this experiment, we measure the logographic-
ity of various languages with different types of writ-
ing systems. See Table 1 for the list of languages
covered and the datasets used. For each language,
we extracted 10k samples and used 80% as the
training set and 20% as the validation set. Since
our objective is not to measure the accuracy but to
measure the attention spread, we do not prepare
a test set. Punctuation is removed, and samples
with numerical symbols are omitted. The phoneme
string contains seven tokens, with the phonemized
target token in the middle and three tokens on its
left- and right-hand sides. In the phoneme string,
the target word is enclosed by tag tokens <TARG>
and </TARG>, and word boundaries are marked by
[SEP]. Special characters [START] and [END] are
added to the beginning and the end of both input
and output, respectively.

For phonemization, we used the same converters
for Japanese, Korean, and Chinese. For Thai ro-
manization, we used PyThaiNLP’s transliteration
module (Phatthiyaphaibun et al., 2023). For En-
glish phonemization, we used the CMU Pronounc-
ing Dictionary7 via eng-to-ipa package.8 Other
alphabetic languages and Arabic were converted
into IPA by gruut library.9

7http://www.speech.cs.cmu.edu/cgi-bin/cmudict
8https://pypi.org/project/eng-to-ipa
9https://github.com/rhasspy/gruut

The architecture is an attention-based sequence-
to-sequence encoder–decoder model. The encoder
consists of an embedding layer and a bidirectional
GRU layer. The decoder consists of an embedding
layer and a unidirectional GRU layer, followed by
a single cross-attention layer that receives context
vectors from the encoder. The attention matrix
that we focus on here is the result of multi-head
attention before residual connection and layer nor-
malization. The hyperparameters are the same as
the implementation by Sproat and Gutkin (2021),
except that we run 10 epochs with a batch size
of 64.

3.5 ASR Metrics
To measure ASR accuracy, we employ two ap-
proaches in this experiment: Character Error Rate
(CER) and Calibrated Errors Per Second (CEPS).
The following describes the details of these metrics.

3.5.1 Character Error Rate
CER is calculated as:

CER =
𝑆 + 𝐷 + 𝐼

𝑁

where 𝑆, 𝐷, 𝐼 are the numbers of substitution, dele-
tion, and insertion errors, respectively, and 𝑁 is the
length of the reference text. Though Word Error
Rate (WER) is also a widely used metric in the
ASR literature, we do not use it in this experiment
because the notion of word or token varies across
languages. For example, Tatar, an agglutinative
language, can take multiple inflectional suffixes to
form one token as in (1), where the English transla-
tion is expressed with seven tokens.
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Language Script type Dataset

Chinese logographic LCCC (Wang et al., 2020)
Japanese logographic/syllabary SNOW (Maruyama and Yamamoto, 2018)
Korean syllabary Korean Parallel Corpora (Park et al., 2016)
Thai abugida ThaiGov V2 Corpus (Phatthiyaphaibun et al., 2023)
Arabic abjad Rasaif Classical-Arabic–English Parallel Texts
English alphabetic Europarl (Koehn, 2005)
French alphabetic Europarl
Italian alphabetic Europarl
Czech alphabetic Europarl
Swedish alphabetic Europarl
Dutch alphabetic Europarl
German alphabetic Europarl

Table 1: Details of the datasets for measuring logographicity. The original Arabic data were published on
https://rasaif.com.

(1) tanı-ş-qan-ıbız-ğa
get.to.know-each.other-participle-our-to
‘to our getting to know each other’

The use of WER can unfairly harm the evaluation
of such agglutinative languages compared to ana-
lytic languages. In addition, some languages and
writing systems are less clear as to what a word
is, particularly those written without a whitespace
character (Japanese, Chinese, and Thai in our ex-
periments). In contrast, the notion of a (Unicode)
character is always clear, so we use CER using
Unicode characters.

3.5.2 Errors Per Second
A problem with ASR evaluation metrics that are
solely based on text like WER and CER is that
they are not comparable across languages or scripts.
Consider, for example, evaluating the same system
on the same data, but represented in two ways:
one where the characters are Hangul Jamo and one
where the characters are Hangul syllables. The two
settings should have the same accuracy, but will
have different CERs.

We make the following simplifying assumptions.
First, all languages communicate the same amount
of information per second (Coupé et al., 2019) and
therefore times are comparable across languages.
Second, speech is divided into equal-length slices
of 𝜏 seconds each. Third, an ASR error is an event
that occurs at a single point in time, and errors are
Poisson-distributed, so the probability that a given
slice has 𝑘 errors is

𝑃(𝑘;𝜆) = (𝜆𝜏)𝑘𝑒−𝜆𝜏
𝑘!

.

The parameter 𝜆 can be thought of as the number
of errors per second, which we propose to use as
an error rate that is comparable across different
segmentations, writing systems, and languages. We
now describe how to estimate 𝜆 from a run of an
ASR system on test data.

First, define a slice to be a character, a word, or
something else, and consider the ASR output and
reference transcription as strings of slices. Let 𝜏
be the average length of a slice, in seconds, and let
𝑛 be the number of slices in the reference. Com-
pute the Levenshtein distance 𝑑 between the output
and the reference, and let 𝑝 = 𝑑/𝑛 be the usual
normalized Levenshtein distance.

Recall that we assumed that an error occurs at a
single point in time, so a single slice could contain
more than one error. However, we can only detect
whether a slice has at least one error; we can’t
distinguish between a slice with one error versus a
slice with two errors. The probabilities of a slice
having no errors and at least one error are

𝑃𝜆(𝑘 = 0) = 𝑒−𝜆𝜏

𝑃𝜆(𝑘 > 0) = 1 − 𝑒−𝜆𝜏

so the log-likelihood is

𝐿 (𝜆) = 𝑝𝑛 log(1 − 𝑒−𝜆𝜏) − (1 − 𝑝)𝑛𝜆𝜏

and the maximum-likelihood estimate of 𝜆 is

𝜆 =
1
𝜏

log
1

1 − 𝑝
. (2)

We call this the calibrated errors per second
(CEPS). Note that for 𝑝 ≪ 1, this reduces to 𝜆 ≈ 𝑝

𝜏 ,
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Figure 3: Calibrated errors per second (solid) compared
with raw errors per second (dashed), assuming 𝜏 = 1.

the raw number of errors per second, but for larger
𝑝, the CEPS grows faster than the raw errors per
second, accounting for the fact that slices may have
more than one error.

4 Results

This section reports the results of the experiments
to test the three hypotheses. Table 2 summarizes
the results across languages and metrics. Com-
parisons with different writing systems within
Japanese, Korean, and Chinese clearly demonstrate
that logographic writing systems like Japanese
Kanji and Chinese Hanzi, as well as writing sys-
tems that are phonographic but have hundreds of
syllable characters like Korean Hangul syllables,
make ASR models harder to learn to transcribe
correctly. Indeed, there is a significant correlation
(𝑝 < 0.05) between CER and orthography-related
variables (the number of graphemes, unigram en-
tropy, and logographicity score), as shown in the
correlation matrix in Table 3. On the other hand,
there is no significant correlation (𝑝 > 0.05) in
Table 3 between ASR accuracy and the number of
phoneme types.

We can also observe that CEPS mitigates the
score deterioration coming from purely ortho-
graphic differences. For instance, though Hangul
syllables and Hangul Jamo only differ in how
phoneme characters are encoded, we see a large
difference in CER (28.21 and 16.72, respectively).
However, in CEPS, Hangul syllables have a slightly
higher score than Hangul Jamo (2.63 and 3.23, re-
spectively). In addition, as Table 3 demonstrates,
CEPS has less significant correlation with the or-
thographic factors (|C|: 0.49, 𝐻 (C): 0.41, 𝑆token:
0.61) than CER does (|C|: 0.85, 𝐻 (C): 0.81,
𝑆token: 0.76).

We also ran experiments on additional lan-
guages with phonographic scripts (i.e., alphabetic
or abugida writing systems), for which we were
unable to measure logographicity due to lack of
reliable grapheme-to-phoneme tools. These results
are summarized in Table 4. In this case, we see
less but moderate positive correlations of CER with
orthographic complexities (|C|, 𝐻 (C), and 𝑆token)
and no correlation with phonological complexity
(|Φ|), as summarized in Table 5. All of the correla-
tion coefficients with CER were small (≤ ±0.20),
and there is no significant correlation (𝑝 > 0.05)
with respect to CER.

Thus, there is a clear positive correlation of
ASR accuracy of fine-tuned Wav2Vec 2.0 mod-
els with orthographic complexities but not with
phonological complexities. In other words, logo-
graphic writing systems and large character inven-
tories can harm ASR performance, supporting the
first and second hypotheses, but the self-supervised
pretrained model is robust to different phonological
complexities, rejecting the third hypothesis.

In addition to the numerical results, there were
also differences in the learning curve of fine-tuning
to different writing systems. As Figure 5 shows for
the three writing systems of Japanese, the model
struggles to learn to transcribe in a writing sys-
tem with a larger inventory of graphemes. For the
mixed orthography of Kanji and kana, the valida-
tion CER never goes under 100% until 5800 steps,
while the Kana-only and Romaji-only models start
to grasp transcription at much earlier steps (1800
steps and 1300 steps, respectively). Furthermore,
the curves of validation CERs over the steps is less
smooth in complex orthographies (Kanji, Hangul
syllables, and Hanzi) than the phonographic scripts
(Kana, Romaji, Hangul Jamo, Zhuyin, and Pinyin).
This demonstrates that complex orthographies re-
sult not only in poorer ASR performance but also
slower learning speed and more required training
data to achieve the desired performance.

5 Discussion

In this section, we discuss the implications of the
main results from the previous section.

5.1 Low CER in English
In Table 2, one can notice that the CER of the
English fine-tuned model is markedly lower than
those of other languages. There are two possible
reasons for this tendency. One is that Wav2Vec2-
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Language Writing system CER (%)↓ CEPS |C| 𝐻 (C) 𝑆token (%) |Φ|
Japanese Kanji + Kana 58.12 7.21 1702 7.74 44.98 27.00

Kana 29.71 3.48 92 5.63 41.22 27.00
Romaji 17.09 2.91 27 3.52 29.46 27.00

Korean Hangul syllables 28.21 2.63 965 7.98 25.27 39.50
Hangul Jamo 16.72 3.23 62 4.90 15.99 39.50

Chinese Hanzi 62.81 2.65 2155 9.47 39.46 42.50
Zhuyin 9.71 1.04 49 4.81 24.32 42.50
Pinyin 9.17 1.01 56 5.02 22.50 42.50

Thai Thai 19.77 1.80 67 5.24 20.55 40.67
Arabic Perso–Arabic 40.59 4.78 53 4.77 21.57 37.00
English Latin 3.17 0.58 27 4.17 19.17 41.22
French Latin 19.64 2.79 69 4.42 20.37 36.75
Italian Latin 14.81 1.84 48 4.27 21.28 43.33
Czech Latin 16.89 1.86 46 4.92 20.57 39.00
Swedish Latin 20.31 2.71 34 4.52 19.81 35.00
Dutch Latin 12.35 1.77 36 4.20 19.67 49.38
German Latin 7.61 1.03 48 4.18 18.03 40.00

Table 2: A summary of the experimental results. C and Φ are the sets of grapheme types and phoneme types,
respectively, that appeared in the training data. Thus, |C| is the number of grapheme types, 𝐻 (C) is the unigram
character entropy, 𝑆token is logographicity, and |Φ| is the number of phoneme types. The number of grapheme types
and the unigram entropy 𝐻 (𝐶) were calculated from the ASR training data. The number of phoneme types was
retrieved from Phoible 2.0 (Moran and McCloy, 2019); when there is more than one total number of phoneme types
reported, we use the averaged number.

CER CEPS |C| 𝐻 (C) 𝑆token |Φ|
CER 1.00 0.77 0.85 0.81 0.76 −0.37
CEPS 1.00 0.49 0.41 0.61 −0.66
|C| 1.00 0.93 0.72 −0.14
𝐻 (𝐶) 1.00 0.67 −0.08
𝑆token 1.00 −0.60

Table 3: Correlation matrix of CER and other variables
based on the results in Table 2.

XLSR presumably has more English pretraining
data than other languages. The experimental re-
sults of fine-tuning Wav2Vec2-XLS-R 300M by
Rouditchenko et al. (2023) also show lower CER
in English models than other languages. The sec-
ond possible factor is the nature of the fine-tuning
dataset used in our experiment. Due to the un-
certain quality of Common Voice English, we in-
stead used LibriSpeech, which is a carefully read
speech from book texts. Since it has been empiri-
cally known in ASR evaluation that audio samples
of noisy speech can degrade performance (Babu

et al., 2021), the clear articulation and recording
of LibriSpeech could help the model achieve better
results.

5.2 Revisiting logographicity
The concept of logographicity used in this study
measures the degree of one-to-many mapping be-
tween phonemes (pronunciation) and graphemes
(orthography), following Sproat and Gutkin (2021).
Since the task of ASR is to map pronounced words
into written words, this measurement of logo-
graphicity is valid. However, we can also think
of the many-to-one mapping relationship between
phonemes and graphemes as an orthographic com-
plexity. For example, English <gh> can be phono-
logically realized as either /f/ (as in <tough>), /g/
(as in <ghost>), or silent (as in <though>). Because
the attention-based metric 𝑆token used in our study
only considers how much the model looks outside
the target word, it is unable to look at how much
the attention is spread across the target characters,
failing to take this type of complexity into account.
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Language Writing system CER (%)↓ CEPS |C| 𝐻 (C) |Φ|
Lithuanian Latin 19.20 2.60 39 4.55 52.50
Polish Latin 12.58 1.63 40 4.56 36.00
Basque Latin 6.28 0.78 27 3.89 30.71
Indonesian Latin 24.01 3.36 35 4.04 31.00
Kabyle Latin 31.59 3.02 46 4.30 30.00
Swahili Latin 17.83 2.14 33 4.00 36.50
Hungarian Latin 15.41 1.98 37 4.52 52.00
Russian Cyrillic 14.44 1.99 40 4.65 39.33
Tatar Cyrillic 21.43 3.27 43 4.72 43.00
Abkhaz Cyrillic 15.09 1.66 41 4.60 66.00
Georgian Georgian 14.69 1.78 37 4.29 33.75
Armenian Armenian 10.87 1.45 49 4.57 36.50
Hindi Devanagari 21.81 2.44 119 5.10 68.40

Table 4: Additional experimental results on languages with phonographic writing systems.

CER CEPS |C| 𝐻 (C) |Φ|
CER 1.00 0.89 0.20 0.16 −0.18
CEPS 1.00 0.18 0.17 0.02
|C| 1.00 0.72 0.58
𝐻 (𝐶) 1.00 0.61

Table 5: Correlation matrix of CER and other variables
based on the results of phonographic languages.

5.3 Broader impacts
Understanding the factors that affect fine-tuned
accuracy of the self-supervised pretrained model
provides benefits to broader applications. In an
extremely low-resource setting like this study, a
fine-tuned model would learn faster and better with
a phonographic (i.e., spelled as is pronounced) writ-
ing system or phonemic transcription than with a
logographic writing system. This strategy can ap-
ply to low-resource languages with a larger number
of graphemes such as Yi syllabary of the Nuosu
language, the Cherokee syllabary of Cherokee, and
Canadian Aboriginal syllabics of Canadian indige-
nous languages, providing a path to inclusion of
these languages in language technologies.

Furthermore, understanding the model’s flexibil-
ity of adapting to different phonological systems
and struggle in learning complex writing systems
confirms the strength and weakness of the self-
supervised approach of pretraining. Namely, a mul-
tilingual Wav2Vec 2.0 model is good at learning

phonology of any language but not so good at writ-
ing. This finding possibly sheds light on computa-
tional modeling of phonology and written language
acquisition.

6 Conclusion

This study investigated what linguistic factors
can confuse ASR performance of fine-tuned self-
supervised models (Wav2Vec2-XLSR-53) focus-
ing on orthographic and phonological complexi-
ties. The experiments trained a fine-tuned model
for each language and writing system, covering 25
languages and 11 writing systems in total. The
results demonstrated that speech recognition accu-
racy, in particular CER, strongly correlates with
orthographic complexities, that is, with the size
of the grapheme inventory and the degree of logo-
graphicity of a language’s writing system. On the
other hand, the results showed that CER has no
significant correlation with the size of the phono-
logical inventory of the target language. In ad-
dition, more complex orthographies turned out
to make the model learn less accurately, more
slowly, and less stably than phonographic writing
systems. These results confirm the robustness of
the self-supervised pretrained model fine-tuned on
languages with unseen phonology and the nega-
tive effect of orthographic complexities on ASR
performance.

7 Limitations

It is worth mentioning that there are still several
methodological limitations in this study.
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Figure 4: CER versus various measures of linguistic
complexity.

Figure 5: Comparison of validation CERs during the
training with different writing systems for Japanese
(top), Korean (middle), and Chinese (bottom).
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Quality of the dataset. Since Common Voice
is a dataset with speech samples collected through
crowdsourcing, the quality of data may vary. While
there is a validation system to filter out poor sam-
ples, there are often speakers’ mistakes and other
errors in the dataset.

Evaluation metrics. Though CER is one of the
most commonly used metrics in ASR, its cross-
lingual applicability is questionable. Since a let-
ter in different orthographies can encode different
lengths of phonemes, an orthography that repre-
sents multiple phonemes like Chinese characters
might be more prone to errors than alphabetic or-
thographies that have one-to-one mapping to pro-
nunciation. In addition, as mentioned in Section 5,
the attention-based logographicity measure 𝑆token
captures the one-to-many mapping between pro-
nunciation and writing but not the many-to-one
mapping.

Other Wav2Vec models. As mentioned in Sec-
tion 2, other multilingual pre-trained Wav2Vec2
models have been developed with more pretrain-
ing data and with various model parameter sizes.
We have not shown the results from these models
here, and the findings in this paper do not necessar-
ily promise reproducibility with these pretrained
models.

Low-resource setting. For the sake of controlled
experiments, this study limited the amount of train-
ing data for each language to be 10k seconds in to-
tal. As described in Section 4, different languages
and writing systems can exhibit different learning
curves, and training on a larger dataset or with more
epochs might yield different performance results.
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