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Abstract

In parataxis languages like Chinese, word
meanings are highly correlated with morpho-
logical knowledge, which can help to disam-
biguate word senses. However, in-depth explo-
ration of morphological knowledge in previous
word sense disambiguation (WSD) methods is
still lacking due to the absence of publicly avail-
able resources. In this paper, we are motivated
to enhance Chinese WSD with full morphologi-
cal knowledge, including both word-formations
and morphemes. We first construct the largest
releasable Chinese WSD resources, including
the lexico-semantic inventories MorInv and
WrdInv, a Chinese WSD dataset MiCLS, and
an out-of-volcabulary (OOV) test set. Then, we
propose a model, MorBERT, to fully leverage
this morphology-informed knowledge for Chi-
nese WSD and achieve a SOTA F1 of 92.18%
on MiCLS dataset. Finally, we demonstrated
the model’s robustness in low-resource settings
and generalizability to OOV senses. These re-
sources and methods may bring new insights
into and solutions for various downstream tasks
in both computational and humanistic fields1.

1 Introduction

Word sense disambiguation (WSD) aims to iden-
tify the sense of a polysemous word in a spe-
cific context. It has become critical for accu-
rate language understanding and has proven ef-
fective in various downstream tasks, including In-
formation Extraction (Barba et al., 2021b), Test
Summarization (Kouris et al., 2021) and Machine
Translation (Pu et al., 2018; Campolungo et al.,
2022), etc. Previously, mainstream methods typi-
cally regarded the target word as an indecompos-
able lexico-semantic unit, utilizing various inter-
word and word definition information (Blevins
and Zettlemoyer, 2020; Barba et al., 2021a,b), to

1Data and code for this paper are available at https://
github.com/COOLPKU/MorBERT.

improve the model’s performance. These meth-
ods achieved remarkable results, surpassing the F1
score of 80% on standardized English datasets (Ra-
ganato et al., 2017), which is the estimated hu-
man performance (Navigli, 2009). Recently, large
language models (LLMs) have demonstrated re-
markable performance across various tasks, but
they still struggle to make improvements on WSD.
Even ChatGPT, one of the top-performing mod-
els, only achieves an F1 score of 73.30% (Ko-
coń et al., 2023). However, when applied to Chi-
nese, these top-performing models (without mor-
phological knowledge) fail to reach an F1 value
of 80% (Yan et al., 2023). This decrease in accu-
racy may be attributed to the characteristics of the
Chinese language.

In a parataxis language like Chinese, word
meanings are highly correlated with morpholog-
ical knowledge, which includes word-formations
and morphemes as two aspects (Cao, 2001). Word-
formations designate how characters (as mor-
phemes) are combined to compose lexical seman-
tics by specific patterns of morphemes. While
word-formation has been proven to be effective
in Chinese WSD (Zheng et al., 2021b), the role of
morphemes may be equally significant for the task.

In Chinese, morphemes are defined as the small-
est semantic and sound-bearing unit (Zhu, 1982)
and play a fundamental role in the process of word
formation with their characteristics (Yin, 1984; Xu,
1990). Despite the vast and dynamic set of Chi-
nese would-be words, morphemes remain relatively
stable in number and meaning (Yuan and Huang,
1998). An overwhelming majority of them main-
tain their meanings in the process of word forma-
tion (Yuan and Huang, 1998), and as a result, the
composition of morpheme senses can largely rep-
resent the meaning of words (Fu, 1981). Combin-
ing morphemes under word-formations can yield
even greater efficacy. As shown in Figure 1, the
polysemous word "满月" holds two senses: "满
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月1" and "满月2", which are composed of dif-
ferent morphemes (’满3月2" vs. "满4月1’) un-
der different word-formation rules (Verb-Object
vs. Modifier-Head). Such semantic compositional-
ity of morphemes, with intuitive clarity, can there-
fore enhance WSD and improve its performance.
What’s more, this motivated strategy may bring
about further advantages that largely benefit out-
of-vocabulary (OOV) issues previously entangled
with WSD.

Figure 1: The word formation process of the polyse-
mous word "满月", with word-formation and morpheme
senses specified, can denote the word’s meaning.

In recent years, researchers have explored the
application of morphological knowledge. Zheng
et al. (2021b) leveraged word-formation in Chi-
nese WSD and achieved a high F1 of 87.62% on
FiCLS. This is largely attributed to the introduc-
tion of word-formation knowledge. While the im-
portance of word-formations in Chinese WSD has
been explored and yielded notable improvements,
the introduction and application of morphemes are
still neglected due to the absence of publicly avail-
able resources and annotations. With morphology-
informed resources and models, the potential of
full morphological knowledge can be stimulated,
which may further enhance Chinese WSD and im-
prove its performance.

This specific strategy may bring about further ad-
vantages, which can largely benefit OOV sense rep-
resentations and disambiguation. In real Chinese
corpora, the OOV issues are quite common, and
even more popular than in other languages2. For ex-
ample, the word "千万(ten million/be sure to)" may
mean "ten million" in texts, representing a direct
combination of the morphemes "千1 (thousand)"
and "万1 (ten thousand)", but it is unambiguous in
the Contemporary Chinese Dictionary (CCD)3 with
only one sense "be sure to". These "unambiguous"

2These OOV senses may also adopt the same word types
as unambiguous in dictionaries, making them ambiguous in
real corpora.

3The most authoritative and influential Chinese dictionar-
ies, published by the Commercial Press.

words also need disambiguation and can therefore
enhance WSD by extending the coverage and ac-
curacy of word sense representation (Loureiro and
Camacho-Collados, 2020). Currently, existing Chi-
nese WSD datasets cannot cover or handle such
cases. This urges for a new kind of WSD resources
that may underline and address these problems.

Facing these scenarios of Chinese and inspired
by the process of word formation, in this paper,
following the previous works (Zheng et al., 2021b),
we are motivated to further leverage morpheme
features and fully explore the potential of mor-
phological knowledge to enhance WSD. We first
construct two lexico-semantic inventories MorInv
and WrdInv, a Morphology-informed Chinese
Lexical Sample dataset(MiCLS), and an OOV test
set. Then, we propose MorBERT to explicitly in-
corporate Chinese morphological knowledge into
a BERT-based WSD model. Experimental results
show that our method brings consistent and substan-
tial performance improvements to Chinese WSD
with high accuracy in morpheme prediction. Anal-
ysis shows that our method can be greatly gener-
alized to low-resource settings and OOV senses.
These resources and methods may bring new in-
sights into and solutions for various downstream
tasks in both computational and humanistic fields.

In summary, this paper is committed to fully
leveraging morphological knowledge to enhance
Chinese WSD. The main contributions are as fol-
lows:

(1) We provide large-scale releasable resources
for Chinese WSD for the first time, including two
lexico-semantic inventories (MorInv and WrdInv),
a Chinese WSD dataset (MiCLS), and an OOV
sense test set. These constitute the largest re-
leasable Chinese WSD resources so far as we know.

(2) We incorporate morpheme features on the
foundation of formBERT (Zheng et al., 2021b) and
propose MorBERT to fully leverage Chinese mor-
phological knowledge and achieve a SOTA F1 of
92.18% on MiCLS dataset.

(3) This morphology-informed strategy can
greatly meet the demands of low-resource scenar-
ios and OOV sense challenges, such as in Chinese,
demonstrating its robustness and generalizability
to the WSD task.

2 Related Work

WSD Methods: Recent supervised neural WSD
methods achieved remarkable performance by
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leveraging lexical knowledge-bases, incorporat-
ing definitional (Luo et al., 2018; Huang et al.,
2019; Blevins and Zettlemoyer, 2020; Barba et al.,
2021a), relational (Bevilacqua and Navigli, 2020;
Barba et al., 2021b; Zhang et al., 2022), and con-
ceptual (Raviv and Markovitch, 2021) knowledge.
Su et al. (2022) further improved performance on
rare and zero-shot senses by Z-reweighting. These
methods exhibit lower accuracy in Chinese owing
to the neglect of Chinese morphology, which plays
a pivotal role in its lexico-semantics. Zheng et al.
(2021b) leveraged word-formations for Chinese
WSD and achieved further improvement, but ig-
nored the incorporation of morphemes due to the
absence of publicly available resources and annota-
tions.
Chinese WSD Resources: Compared to English,
resources for Chinese WSD are still relatively lack-
ing. SemEval-2007 task 5 (Jin et al., 2007) and Chi-
nese Word Sense Tagging Corpus (STC) (Wu and
Yu, 2006) used the corpora of People’s Daily4 (PD,
in months of 1998 & 2000) and annotated senses
for 40 and 966 polysemous words, respectively.
They are currently the most commonly used Chi-
nese WSD datasets, but are limited to low cover-
age, and the corpora lack timeliness. Word Sense
Annotated Corpus for Teaching Chinese as Sec-
ond Language (Wang et al., 2007) and FiCLS
dataset (Zheng et al., 2021b) annotated senses for
1181 polysemous words in Chinese textbooks and
7064 polysemous words in Chinese Wikipedia, re-
spectively, with large scale and corpora exhibiting
strong timeliness. However, both datasets are anno-
tated based on CCD and are therefore not publicly
available due to copyright issues. Modern Chinese
Word Sense Annotated dataset (Yan et al., 2023)
annotated senses for 1083 polysemous words in
19082 sentences collected from different sources.
It is now publicly available, but the size is still
relatively small and without providing morphologi-
cal knowledge. Due to restrictions on intellectual
property, Chinese WSD still faces the challenges
of obtaining large-scale, high-quality datasets. It
is necessary to construct resources for public use
(and adaption to computing applications) through
methods such as paraphrasing to facilitate sharing
with both the academic and industrial communities.
Chinese Morphology-Related Resources: Ex-
isting Chinese morphology-related resources fo-

4http://paper.people.com.cn/, China’s official news-
paper.

cus on morpheme definition and morpheme-based
word-formation features. For morpheme inventory,
Yuan and Huang (1998) introduced a morpheme
knowledge-base by manually describing 17,470
morphemes for 6,763 characters used for word-
formation analysis. Kang et al. (2004) further
connected such morphemes to Cilin (Mei et al.,
1983), an influential Chinese thesaurus. Lin
and Liu (2019) described morphemes with part-of-
speech (PoS) and inter-morpheme relations, cover-
ing a comprehensive set of 20,855 morphemes for
8,515 characters originating from CCD. Based on
it, for morphology-informed datasets, Zheng et al.
(2021a) manually annotated word-formations and
morphemes for 45,311 words for definition genera-
tion (DG). These resources can serve as the basis
for the construction of our resources for public use.

3 Resources

Current Chinese WSD resources face challenges
in achieving high coverage and restrictions on
public use due to intellectual property.In light of
these, we aim to construct large-scale, releasable
resources for WSD, which can also benefit han-
dling the OOV problems. In this section, we first
introduce morpheme inventory (MorInv) and word
inventory (WorInv) as the lexico-semantical basis.
Then, we construct the MiCLS dataset for WSD.
Additionally, we provide a small OOV test set for
testing chances of generalizability to OOV senses.

3.1 Chinese Lexico-Semantic Inventories

For the lexico-semantic inventories, we provide
both MorInv and WrdInv, which include mor-
phemes and words with their parts-of-speech (PoS)
and sense definitions designed for computing ap-
plications, respectively.

Following the previous works (Lin and Liu,
2019; Zheng et al., 2021a), we extracted Chinese
morphemes and disyllabic words with their PoS
and senses from CCD as the basis to construct re-
leasable resources. It is also noted that dictionaries
primarily serve humans, and the sense definitions
can be too complex and potentially distractive for
computing applications. To tackle these issues,
we adopted ChatGPT5 to further paraphrase (and
simplify) the senses. Details of the prompt for
paraphrasing are shown in Appendix A.

5All "ChatGPT" in this paper refers to GPT-3.5-turbo-
0613.
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To ensure data quality, three mother-tongue re-
viewers manually checked the paraphrased senses
and revised the inappropriate ones. We also identi-
fied tens of semantic categories for representative
patterns (eg. place names, chemical compounds)
and designed their corresponding sense templates
according to one of the best paraphrased results.
This simplified and systematized the sense defini-
tions in MorInv and WrdInv, which is beneficial for
computing applications.

The final MorInv contains 20,856 morphemes
for 8,516 characters, and WrdInv contains 52,115
senses for 41,479 words, of which 8684 words are
polysemous (with 19320 senses covered).

3.2 Chinese WSD Datasets

3.2.1 The MiCLS Dataset
Based on the above inventories, we introduce

a Morphology-informed Chinese Lexical Sample
WSD dataset (MiCLS), which includes annotations
of word sense and morphological knowledge in
context sentences. Each MiCLS entry consists of:
(1) a target word, (2) sense definition for the word,
(3) word-formation of the word, (4) sense defini-
tion for morphemes within the word, (5) a context
sentence.

For the context sentences, we initialed by fil-
tering the previous FiCLS dataset (Zheng et al.,
2021b) and kept the portion targeting disyllabic
words (and replaced the sense definitions with the
paraphrased ones in WrdInv), with 22146 entries
gathered, covering 7301 senses for 3929 polyse-
mous words. However, it has a low coverage of
only 45.24% polysemous words and no monose-
mous words (both of which may potentially have
OOV senses in corpora) in WrdInv.

To ensure high coverage, we further expanded
the dataset by crawling context sentences of all
words in WrdInv from the corpora of PD (from year
2018 to 2020), and Zaojv Net6. In each corpus, we
extracted context sentences 10 times the number of
senses for each word in WrdInv. Subsequently, we
used three large language models (LLMs): Chat-
GPT, Qwen (Bai et al., 2023), and ChatGLM (Du
et al., 2022)7, to annotate word senses. The models
are presented with a target word, a context sentence,
and a sense definition, and then asked to determine
whether the meaning of the target word in the con-

6https://zaojv.com/, an online sentence-making dictio-
nary.

7We used Qwen-max for Qwen and ChatGLM-turbo for
ChatGLM.

text matches this sense. Considering LLMs’ sen-
sitivity to prompts, each sample was subjected to
three carefully designed prompts. Therefore, each
sample went through 9 voting processes by LLMs.
Details of the prompts for annotation are shown in
Appendix B.

We collected the voting results and retained sam-
ples that met both conditions: 1) receiving at least
7 votes of "yes" and 2) for the sentence, the sense
gets the highest number of "yes". Considering a
balance among senses, for each sense, we retained
a maximum of 5 contexts. We prioritized keeping
the ones with the highest votes. To ensure data
quality, each sample getting less than 8 votes was
manually checked by two annotators and would be
retained only if both of them voted "yes". The inter-
annotator agreement of manual annotation reached
94.30%. Note that the inner-annotator agreement is
relatively high due to the preliminary annotation of
the LLMs, with over 90% positive samples. This
new procedure combining LLM annotation and
manual checking improves the efficiency of this
activity while ensuring its quality, thus facilitating
the construction of large-scale datasets.

After annotating word senses in the context sen-
tences, we then obtained word-formation and mor-
pheme sense annotations from the DG dataset pro-
posed by (Zheng et al., 2021a) and replaced the
original morpheme senses defined in CCD with the
paraphrased ones in MorInv.

The final dataset contains 174,433 entries, cov-
ering 42,879 senses for 36,057 words, of which
8126 are polysemous (with 14948 senses covered),
totaling 93.57% of all polysemous words. It is
the largest releasable Chinese lexical sample WSD
dataset so far as we know. The coverage of data
from each source is shown in Table 1. Table 2
shows examples of entries with the target word "满
月" in MiCLS.

Source Entries Words Senses Poly.
Words

Poly.
Senses

FiCLS 22,146 3,929 7,301 3,929 7,301
People’s Daily 109,030 28,052 30,452 6,313 8,713
Zaojv Net 43,257 18,435 19,620 4,623 5,808

All 174,433 36,057 42,879 8,126 14,948

Coverage - 86.93% 81.53% 93.57% 77.37%

Table 1: The coverage of data from different sources.
Poly. Words represent the number of polysemous words.
Poly. Senses represent the number of senses of polyse-
mous words covered in MiCLS.
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Word Word sense Formation Morpheme1 Morpheme2 Context

满月

出生满一个月 述宾 到一定时间 时间单位 我女儿不到～就十来斤了
one month after birth Verb-Object reach a certain time month My daughter was over 5 kg before～.
圆月 定中 整个 月亮 玉盘似的～在云中穿行
full moon Modifier-Head entire moon The jade-like～moves through the clouds.

Table 2: Examples of entries with the target word "满月" in MiCLS.

Word Context Real sense Senses in MorInv

千万
营收超～的设计企业达8家 一千个一万 1.务必
Eight design companies have a revenue exceeding～ ten million 1.be sure to

作对
有人以月为题吟诗～ 创作对联 1.与人为难；2.成为配偶
Some people recite poems and～with the topic of moon write couplets 1.embarrass someone; 2. become spouses

Table 3: Examples of entries in the OOV test set. The real sense in context and senses in MorInv of the target word
are additionally shown to facilitate understanding.

3.2.2 The OOV Test Set
Noticing previous datasets’ neglect of OOV

senses and their necessity for disambiguation, to
address this issue, we further introduce an OOV
test set for testing the generalizability of Chinese
WSD models. Each entry consists of only: (1) a tar-
get word, (2) a context sentence. Note that the real
sense of the target word in the context sentences is
not included in MorInv as previous.

To generate this test set, We randomly selected
1000 contexts rejected by the LLMs in the above
procedure, which received no more than 3 votes for
either sense in MorInv. Through manual checking,
we collected sentences containing OOV senses and
constructed a small-scale test set.

The final test set contains 173 entries, covering
148 OOV senses for 147 words (existed in WrdInv),
where the same word type may possess different
OOV senses. Table 3 shows examples of entries
with words "千万" and "作对" in OOV test set.The
real sense and MovInv senses of the target word
are additionally shown to facilitate understanding.

4 Methodology

4.1 Task Formulation

As stated in Section 1, Chinese words in dictio-
naries may potentially have OOV senses, which
many traditional MSD models cannot handle. In
light of this, we formulate WSD as a sentence-level
binary classification task, which has been proven
to effectively leverage sense definitions in BERT-
based WSD methods (Huang et al., 2019). Specif-
ically, given a target word w, its context sentence
c, and its component morphemes m1, m2, we con-
struct an instance quintuple (w, c,m1,m2, d) using

a sense definition d of the target word. In this way,
a positive triplet contains the correct sense defini-
tion with its label y∗ = 1, while a negative triplet
contains the wrong one with y∗ = 0. We flatten the
context, morpheme definitions, and word definition
into a character sequence with the BERT-specific
prediction token [CLS] and the sentence boundary
indicator [SEP]8. A classifier f is responsible for
mapping the prediction token representation h to
the label distribution, and the label of the triplet is
predicted as:

p(y|w, c,m1,m2, d) = f(h),

ŷ = argmax
y

p(y|w, c,m1,m2, d).

Our goal is to minimize the negative log-likelihood
of the ground-truth label y∗:

Lwsd = − log p(y∗|w, c,m1,m2, d).

4.2 MorBERT: Leveraging Morphological
Knowledge

Following FormBERT (Zheng et al., 2021b), we
propose MorBERT to leverage full morphological
knowledge by further incorporating morpheme fea-
tures seamlessly into the BERT-based model and
formation prediction. The overall architecture of
MorBERT is shown in Figure 2. Specifically, given
the target word w = (ch1, ch2), its component
morphemes m1, m2, and its word-formation an-
notation fm∗ for the ground-truth definition d in
the context c, we learn morpheme embeddings m1,
m2 using BERT, and a formation embedding fm∗

via a matrix Wfm for each formation type. The
8We add weak supervisions in the context and the definition

to hint the target word following Huang et al. (2019)
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Figure 2: Illustration of the proposed MorBERT with Morpheme Perdictor (MP) and revised Formation Predictor
(FP). The dashed line indicates that, during inference, the inferred formation and morphemes based on the context
will be exploited to generalize to scenarios without these annotations.

obtained embeddings m1, m2, and fm∗ are then
combined with h to produce the label probability
distribution:

p(y|w, c,m1,m2, d, fm
∗) =

f(h+m1 +m2 + fm∗).

By incorporating the full morphological knowl-
edge of morphemes and word-formations, Mor-
BERT is better informed of how the characters (as
morphemes) interact and what they mean in the
target word to better distinguish senses. However,
morpheme annotations are expensive to acquire and
can be unavailable in other resources. Thus, we in-
troduce an auxiliary Morpheme Predictor (MP) to
automatically annotate morpheme senses for each
character in the target word.

Considering the similarity between WSD and
morpheme prediction, we adopt BEM9 (Blevins
and Zettlemoyer, 2020), one of the top-performing
WSD models that formulate WSD as a multiclass
classification task, as the model for MP. For each
character chi(i = 1, 2) in the target word:

m̂i = f(chi, c).

where f(·) is a BEM model pre-trained on MiCLS.
To avoid test data leakage, the dataset is split in
the same way as WSD. To adapt the morpheme
prediction task, we split each MiCLS entry into

9Other top-performing WSD models, such as
EWISER (Bevilacqua and Navigli, 2020) and Con-
SeC (Barba et al., 2021b), require special word features that
are unavailable for morphemes.

two entries, each targeting one character in the
target word.

MorBERT also inherited a Formation Pre-
dictor (FP) from FormBERT to predict word-
formations for unannotated words. Morpheme fea-
tures have been proven effective in the subtask of
word-formation prediction (Zheng et al., 2021c),
and we leveraged them in the revised FP:

p(fm|w, c,m1,m2) = g(w, c,m1,m2),

ˆfm = argmax
fm

p(fm|w, c,m1,m2).

where g(·) is a MLP formation predictor. During
training, where the word-formations are available, a
formation prediction objective is added for training
the predictor:

Lfp = − log p(fm∗|w, c,m1,m2)

This objective is combined with the original sense
disambiguation loss with a weighting factor λ.

With well-trained MP and revised FP, this frame-
work can generalize to data without morpheme
annotations and word-formation annotations.

5 Experiments

5.1 Experimental Settings
Datasets: We split the MiCLS dataset described
in Section 3.2.1 into training, validation, and test
sets by 8:1:1. Note that MiCLS only annotated the
ground-truth sense, so for an entry with the target
word having n senses, we split it into n entries,
each corresponding to one sense. We label 1 for
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the entry corresponding to the ground-truth sense
and label 0 for the other entries.
Baselines: Besides random and most frequent
sense (MFS) as the default baseline, we also im-
plement strong baselines with features available in
MiCLS, including BEM (Blevins and Zettlemoyer,
2020) and FormBERT (Zheng et al., 2021b), and
use the same settings as our model for a fair compar-
ison. Note that BEM formulates WSD as a multi-
class classification task, and the model must choose
one of the senses. To deal with OOV senses, we
added the option "NULL" for each entry, demon-
strating that the sense of the word in the context
is different from any sense in the inventory. When
calculating accuracy, we assign weights based on
the sense number of the target word.
Experimental configuration We adopt BERT-
wwm-ext (Cui et al., 2021) as the base model.
The MP is a BEM model where each encoder is ini-
tialized with BERT-base-Chinese (Cui et al., 2020).
The revised FP is a 2-layer feedforward network
with a hidden size of 768 and ReLU as the activa-
tion function. The formation prediction objective
weight λis 0.25. For the baselines, we directly
follow the settings in their original papers. Other
detailed configurations are shown in Appendix C.

5.2 Results

Model All N. V. Adj. Adv. Func.

Random 57.42 58.32 57.54 55.14 49.17 53.69
MFS 77.60 80.62 76.50 71.73 65.99 68.84
BEM 87.41 88.44 87.88 85.05 76.33 79.71
FormBERT 91.90 93.04 92.08 88.21 83.45 86.02

[MP] 94.36 95.37 94.08 92.84 87.22 91.36

MorBERT 92.18 93.19 92.47 88.77 83.83 86.07
MorBERT
w/MP

92.19 93.18 92.52 88.85 84.00 85.89

Table 4: Evaluation results (F1) on MiCLS. [MP] is the
precision of the Morpheme Predictor (MP). MorBERT
w/MP denotes MorBERT using the MP without anno-
tated morphemes in the valid and test sets.

Table 4 shows the overall F1 results on Mi-
CLS across five PoS categories: noun, verb, adjec-
tive, adverb, and functional (including conjunction,
preposition, pronoun, etc.) words. Note that PoS
is not included during training. We only use it for
a parallel comparison with previous works. From
the table, we have the following observations:

(1) By leveraging full morphological knowledge,
our MorBERT achieves a SOTA F1 of 92.18%
and surpasses all baseline models across nearly

all PoS. Reaching an improvement at above 90%
accuracy is quite challenging, as it has approached
the inter-annotator agreement of manual annotation,
which is 94.30%10. This validates that morphology-
informed knowledge can enhance Chinese WSD
consistently and comprehensively and is approach-
ing the level of human experts.

(2) Although MorBERT w/MP has no ground-
truth information in the valid and test sets, it still
reaches the accuracy of MorBERT and even sur-
passes it in some PoS, which confirms the gener-
alizability of our method. We speculate that the
slight advantage over MorBERT can be attributed
to the significantly high 94.34% accuracy of the
morpheme prediction.

(3) Concerning the performance on different
PoS, most models perform the worst on Chinese
adverbs. This can be explained by the higher am-
biguity of adverbs, which is evident as MFS on
adverbs is also the lowest. The high granularity of
adverbs in CCD, which was adopted by WordInv,
also contributes to this low F1. As shown in Ta-
ble 5, some of their senses can be similar and need
extra context for disambiguation.

Word Word sense Context

没有6

“已然”的否定 他没有回家。他妈妈很着急。
haven’t He hasn’t gone home. His mother is

worried.

没有7

“曾经”的否定 他没有回家。他去了学校。
didn’t He didn’t go home. He went to

school.

Table 5: Examples where adverbs hold similar senses
and need extra context for disambiguation.

(4) It can also be observed that the F1 of Mor-
BERT with MP is slightly below FormBERT on
functional words, which might be attributed to the
relatively low accuracy of MP on functional words.
Further observation reveals that up to 71.42% en-
tries with wrong morpheme prediction have both
morphemes predicted incorrectly. These entries
with both morphemes wrongly predicted are more
likely to be wrongly predicted in WSD too.

6 Analysis

6.1 Analysis on the High F1 Score
The F1 score of 92.18 is significantly higher

than that of top-performing WSD models on other
10The agreement is relatively high due to the preliminary

annotation of the LLMs, with most samples positive, as stated
in Section 3.2.1
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datasets. We believe that the relatively high F1 of
the models on MiCLS dataset value may be related
to the following factors:

(1) The introduction of monosemy words: We
first propose that monosemous words in dictionar-
ies also need disambiguation due to the potential
existence of OOV sense and add these words to the
dataset. Most of these words in context hold the
sense in dictionaries, which may result in a higher
F1 for disambiguation.

(2) Better sense definitions for computational
use: Previous Chinese WSD datasets primarily
used senses in dictionaries for the sense inven-
tory. As dictionaries primarily serve humans, the
sense definitions can be too complex and poten-
tially distractive for computing applications. Our
paraphrased senses remove these unnecessary de-
tails for better suiting computation use.

(3) Larger scale of dataset: MiCLS is the largest
Chinese WSD dataset so far as we know and a
larger scale of dataset always leads to higher accu-
racy. We further trained MorBERT and the base-
line models on a subset of FiCLS, which contains
22146 entries and has a similar data structure as
MiCLS. Results are shown in the table 6:

Model F1

BEM 74.51
FormBERT 78.45

MorBERT-w/MP 79.01

Table 6: Results on a subset of FiCLS dataset.

Note that FiCLS do not contain morpheme an-
notations, so we use MorBERT w/MP for Mor-
BERT. MorBERT still exhibits the best perfor-
mance among the three models. However, the over-
all F1 decreases due to the size of the dataset.

6.2 Analysis in Low-resource Settings

To better understand the overall results, we di-
vide the test set into two subsets: (1) entries with
the most frequent definition (MFD) of the target
word; and (2) entries with less frequent definitions
(LFD) of the target word. We compare MorBERT
with and without MP against BEM and FormBERT.
As shown in Table 7, the models show similar ac-
curacy on MFD, with BEM as the highest. This is
not surprising, as BEM tends to predict the most
frequent senses.

However, in LFD, both MorBERT with and with-
out MP introduce improvements over the baselines,

Model MFD LFD OOV

BEM 93.72 65.52 0.00
FormBERT 92.33 82.44 64.74

MorBERT 92.56 83.11 -
MorBERT w/MP 92.54 83.23 71.67

Table 7: Evaluation results on the MFD, LFD subsets
of the test set, and the OOV test set. Note that we use
precision for OOV since there are no positive samples.

which validates that our method is effective and
robust in low-resource settings. Especially BEM,
MorBERT surpasses it by 17.71 points. We specu-
late that this is because BEM treats words as indi-
visible atomic units, making it more susceptible to
the influence of the most common sense when rep-
resenting words. By leveraging full morphological
knowledge, MorBERT can get a deeper understand-
ing of words at a smaller unit level. Therefore, for
LFD, the model can learn additional information
from other words containing the same morphemes.
For example, the word sense "地道4(underground-
road; tunnel)" appears only once in the training set,
but the model can infer the morpheme "道1(road)"
from other words like "暗道(hidden-road)" with
similar context and thereby understand the sense
of "地道4(underground-road; tunnel)".

6.3 Analysis of Generalizability on OOV
Senses

To test the generalizability in OOV senses, we
further tested the models on the OOV test set.
Since the test set does not contain any positive
samples, we use precision for evaluation, and a pre-
diction is considered correct only when all senses
of the target word are predicted as 0. As shown
in Table 7, MorBERT with MP achieves an accu-
racy of 71.67%, surpassing FormBERT by 6.93
points. This can be due to the fact that OOV
senses may have the same word-formation as one
of the senses in WrdInv. Take the word ‘爆炒(stir-
frying/intensely hyping up)’ in the sentence ‘北京
顾客喜欢爆炒(Beijing customers like stir-frying)’
as an example, the real OOV sense ’stir-frying’ and
the sense in WrdInv ‘intensely hyping up’ are both
composed of the word-formation ‘Adverb-Verb’. In
cases like this, formation prediction in FormBERT
may not provide any extra information. Therefore,
FormBERT wrongly predicts the sense in WrdInv
‘intensely hyping up’ as the sense of ‘爆炒’ in the
context. However, the morpheme predictor in Mor-
BERT can predict the right morphemes ‘爆(fierce)’
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and ‘炒(fry)’ in the context. With this extra mor-
pheme information, MorBERT thus rightly disam-
biguates ‘爆炒’ in the context. This validates that
MP and MorBERT can be highly generalizable to
OOV senses, which may bring new insights into
and solutions for various downstream tasks in both
computational and humanistic fields, including but
not limited to new word prediction, dictionary com-
pilation, etc.

On the other hand, compared to the results on
senses in WrdInv (92.18% F1), the accuracy of the
model on OOV senses still shows a certain decrease.
We speculate that there are mainly two factors:

(1) Some word senses in WrdInv are derived
from OOV senses with high semantic transparency,
and they are composed of the same word-formation
and morphemes. For example, for the word "铜
板(copper coin/copperplate)’, sense in WrdInv
"copper coin" and OOV sense "copperplate" are
both composed of the word-formation "Modifier-
Head" and morphemes "铜1(copper)" and "板1(a
piece of a hard object)". In these cases, morpheme
prediction may not provide extra information;

(2) Constrained by the derivation and evolution
of morpheme senses in new word senses, some
morphemes cannot be found in WrdInv. For exam-
ple, the word "杠杠(thick straight line/ very good)"
has only one sense in WrdInv, "thick straight line".
The morpheme "杠(good)" means "good" in the
OOV sense, "very good", but this morpheme sense
is not included in WrdInv. This indicates that there
are deficiencies in the semantic space division of
existing morphemes, as it cannot cover the mor-
pheme senses that may be derived from new words
or senses.

After morpheme prediction and WSD, it is pos-
sible to infer the new morpheme senses through
computational methods, thus assisting with new
word prediction as well as dictionary compilation.

7 Conclusion

In this paper, we propose to enhance Chinese
WSD with full morphological knowledge, includ-
ing word-formation and morphemes. We first con-
struct large-scale and releasable WSD resources,
including lexico-semantic inventories MorInv and
WrdInv, Chinese WSD dataset MiCLS, and OOV
test set. Then, following the previous FormBERT,
we propose MorBERT to fully leverage morpholog-
ical knowledge and achieve a SOTA F1 of 92.18%
on MiCLS dataset. Analysis reveals that our model

is characteristic of robustness in low-resource set-
tings and generalizability to OOV senses. This
may bring new insights into and solutions for var-
ious downstream tasks in both computational and
humanistic fields.

In the near future, we plan to continuously en-
large the WSD datasets, expand them to other sim-
ilar languages for further improvements in WSD,
and apply them to the aforementioned downstream
tasks, thereby contributing to a deeper understand-
ing of languages.

8 Limitations

We have constructed the largest releasable Chi-
nese WSD resources so far as we know and pro-
posed MorBERT to fully leverage morphological
knowledge, achieving a SOTA result. However,
there is still room for improvement:

• Outside the single-character morphemes cov-
ered in MorInv, there still exists a small per-
centage of unexplored multi-character ones.

• Outside the disyllabic words covered in
WrdInv, monosyllabic words, as free mor-
phemes (viz. not bound morphemes), are al-
ready covered in MorInv. However, there still
exists a small percentage of unexplored mul-
tisyllabic ones, which can be further decom-
posed into monosyllabic or disyllabic units
through binary divisions.

• Current MiCLS only covers disyllabic words
and can be extended to monosyllabic and mul-
tisyllabic words in the near future.

• The OOV test set is still relatively small and
needs to be further expended.

• Current MorBERT only considers cases of
disyllabic words. They may be adapted to fur-
ther consider monosyllabic and multisyllabic
words in the near future.

We will continuously enlarge the resources and
broaden the model to encompass the issues chal-
lenging Chinese WSD.
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Kanclerz, Anna Kocoń, Bartłomiej Koptyra, Wik-
toria Mieleszczenko-Kowszewicz, Piotr Miłkowski,
Marcin Oleksy, Maciej Piasecki, Łukasz Radliński,
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A Prompt for Paraphrasing

Figure 3: Example of the prompts for paraphrasing and
their results for paraphrasing one of the sense definitions
of "体" and "王国", which are "体1" and "王国1" in
CCD.

We adopt ChatGPT (GPT-3.5-turbo-0613) to
paraphrase the sense definitions of morphemes and
words. Figure 3 shows examples of the prompts for
paraphrasing.

B Prompts for LLM Annotation

Considering LLMs’ sensitivity to prompts, we
designed three prompt templates for LLM annota-
tion. Figure 4 shows examples of the three prompts
templates.

C Experimental Configuration

Our BERT model consists of 12 layers with 768
hidden units, with a learning rate of 5e-5, a batch
size of 32, a dropout rate of 0.1, and a max se-
quence length of 128. The MP is optimized with
Adam (Kingma and Ba, 2017), with the initial learn-
ing rate of 1e-5, warm-up phase of 10,000 steps,
context batch size of 4, morpheme sense batch size
of 32, and trained up to 20 epochs. The revised FP
is optimized with AdamW, with a learning rate of
4e-4 and a batch size of 32.

Our experiments are conducted on an RTX
A5000 GPU with 24GB memory.

Figure 4: Examples of the three prompt templates for
LLM annotation and their results for annotating an entry
targeting "满月".
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