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Abstract

Text style transfer (TST) is an important task
in natural language generation, which aims to
transfer the text style (e.g., sentiment) while
keeping its semantic information. Due to the
absence of parallel datasets for supervision,
most existing studies have been conducted in
an unsupervised manner, where the generated
sentences often suffer from high semantic diver-
gence and thus low semantic preservation. In
this paper, we propose a novel disentanglement-
based framework for TST named DisenTrans,
where disentanglement means that we sepa-
rate the attribute and content components in
the natural language corpus and consider this
task from these two perspectives. Concretely,
we first create a disentangled Chain-of-Thought
prompting procedure to synthesize parallel data
and corresponding attribute components for su-
pervision. Then we develop a disentanglement
learning method with synthetic data, where two
losses are designed to enhance the focus on
attribute properties and constrain the semantic
space, thereby benefiting style control and se-
mantic preservation respectively. Instructed by
the disentanglement concept, our framework
creates valuable supervised information and
utilizes it effectively in TST tasks. Extensive
experiments on mainstream datasets present
that our framework achieves significant perfor-
mance with great sample efficiency.

1 Introduction

Text style transfer (TST) aims to modify sentence
style with its semantics unchanged. The main task
in TST is sentiment transfer, along with some other
tasks like politeness, formality and humor transfer.
TST has wide extensive applications, such as neu-
tralizing offensive remarks (Nogueira dos Santos
et al., 2018), data augmentation (Xu et al., 2019),
and human-computer interaction (Li et al., 2016b).

*Corresponding author: Zhendong Mao.

Inputl: very good food and service !
Outputl: very bad food and service !

Input2: salsa is not hot or good .
Output2: salsa is hot and good .

Input3: fun to watch the kitchen in rush hour .
Output3: boring to watch the kitchen in rush hour .

Figure 1: Three cases from the test set of sentiment
transfer dataset Yelp, which can reflect the disentangled
components.

The main challenge in TST is the lack of par-
allel data as supervised information, so the exist-
ing mainstream works design their frameworks in
an unsupervised manner for training non-parallel
data. These frameworks employ an additional style
embedding into the Transformer architecture and
design at least three losses to construct supervision,
such as cycle consistency loss (Dai et al., 2019),
self-construct loss (Ma and Li, 2021) and style loss
(Leeetal.,2021). However, without parallel data as
supervised information, the transferred sentences
often exhibit high semantic divergence, which will
consequently cause low semantic preservation and
reduced human-like characteristics.

In this paper, we propose a disentanglement-
based TST framework (DisenTrans), in which we
create a disentangled data synthesis paradigm and
construct a disentanglement learning method to
learn from synthetic data. Specially, we employ
a novel disentanglement concept to instruct our
framework. This concept considers that a sentence
is identified with a particular style mainly because
some parts exhibit the characteristics of that style.
The parts with these style characteristics are de-
fined as the attribute component, while the remain-
ing parts with content characteristics are defined as
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the content component. Figure 1 shows three cases
from the test set of the Yelp (Li et al., 2018) sen-
timent transfer dataset. The attribute components
of these three cases are "very good", "not hot or
good" and "fun" respectively. Obviously, the mod-
ification of attribute components determines style
accuracy, while the modification of content compo-
nents determines semantic preservation. These two
components naturally exist in most of the sentences
within the TST task and suggest that we can con-
sider this task from a disentanglement perspective.

Inspired by the disentanglement concept, we cre-
ate a special CoT prompting procedure for data syn-
thesis. Initially, we prompt the LLM to explicitly
identify the attribute components in the sentences.
Subsequently, we query the LLM to transfer the
original style by modifying these attribute compo-
nents while keeping the rest unchanged. Therefore,
the attribute components are accurately disentan-
gled and original semantics are preserved to the
greatest extent. Moreover, we design an error de-
tection module to filter out synthetic sentences with
incorrect style and inadequate semantic preserva-
tion, which ultimately minimizes the propagation
of generated errors in LLMs. In general, this data
synthesis paradigm synthesizes a certain amount
of parallel data and corresponding attribute compo-
nents with satisfactory quality.

With such synthetic data as supervised infor-
mation, we develop a disentanglement learning
method to address the TST task from two perspec-
tives. Concretely, we design a meaningful con-
trastive loss, where the attribute components are
regarded as positive examples and other style ones
as negative examples for the original sentences.
This loss pulls the representations of attribute com-
ponents closer to the representations of the original
sentences, enhancing the model’s focus on style
properties and ultimately improving the model’s
style control capability. In addition, we also em-
ploy a sequence-to-sequence loss with parallel data
to constrain the semantic space of generated sen-
tences, thereby enhancing the model’s semantic
preservation capability. By incorporating these two
losses, we can achieve both substantial style con-
trol and semantic preservation, which demonstrate
significant performance in the TST tasks. In addi-
tion, we also demonstrated in our experiments that
this learning method allowed us to achieve better
results than directly using LLM for the TST task.

In summary, our contributions are as follows:

* We are the first to create a CoT-based data
synthesis paradigm in a disentangled manner
for TST tasks. Combined with the error detec-
tion module, this paradigm synthesizes scarce
parallel data and novelly alleviates the issue
of limited supervised information in this field.

* We propose a disentanglement learning
method with synthetic data, where we design
two losses to achieve the TST task from two
perspectives respectively.

* We validate the effectiveness of our frame-
work on two widely used datasets and our
approach outperforms multiple strong base-
lines. Besides, due to the synthetic parallel
data for supervised information, we enhance
sample efficiency in this field and require
only about 1/10 training samples compared
to other methods. !

2 Approach

We propose a disentanglement-based framework
for the TST task (DisenTrans), where the disentan-
glement concept refers to separating the attribute
and content components within a sentence and ad-
dressing this task from these two perspectives. In
this framework, we primarily create a disentangled
data synthesis paradigm to synthesize parallel data
and corresponding attribute components. Subse-
quently, we construct a disentanglement learn-
ing method to learn from these synthetic data and
achieve significant TST performance. We will for-
mulate the TST task first, and then further elaborate
on DisenTrans through the data synthesis paradigm
and disentanglement learning method.

2.1 Problem Formulation

{ (JZZ‘, Si)zrzl}’
x; 1S an input sentence and s; is its style label. The
primary objective of TST is to acquire a model £ =
fo(x, §), which takes an arbitrary natural language
sentence x along with a desired style § € {s; }f: 1
as input, and then generates a new sentence & that
adheres to the desired style § while maintaining the
semantic information of the original input sentence
x. In this paper, we focus on the popular sentiment
transfer task in TST to illustrate our approach, and
it is also applicable to other transfer tasks.

Considering a training corpus D =

'Please email Jingxuan Han with your affiliation and a
short description of how you will use our synthetic parallel
data, and we will then provide access to it.
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Standard Prompting

Change the negative sentence {ever since joes
has changed hands it 's just gotten worse and ||
worse .} into the positive style.

Joe's has undergone a positive transformation
since changing hands, resulting in continuous 4|
enhancements and improvements.

Limited semantic integrity !
- AN

LLM

N [ N\
Chain of thought Prompting

1)Distanglement

Identify the components in sentence {ever since
| joes has changed hands it 's just gotten worse
and worse .} that determine its negative style.

N worse and worse
2)Data Synthesis

.|| Change this sentence into the positive style by
modifying these components.

ever since joes has changed hands it 's just

>
otten better and better .
J U 9 >/

Figure 2: An example of data synthesis using ChatGPT with different prompting methods. The yellow box represents
the input prompt for guiding the LLM, while the green box depicts the synthetic data generated by the LLM.

2.2 Disentangled Data Synthesis

We propose a disentangled data synthesis paradigm
to obtain parallel data and corresponding attribute
components, which are used as supervised infor-
mation to constrain the outputs’ semantic space
and enhance the model’s focus on attribute proper-
ties respectively. Specifically, we utilize the CoT
prompting procedure to instruct the LLM to trans-
fer the sentence to other styles while preserving
its original semantics. Subsequently, we design
an error detection module to filter the synthetic
sentences and ensure their quality.

Chain-of-Thought Prompting When solving a
complicated problem, it is typical to decompose
the problem into intermediate steps and solve each
before giving final answers (Wei et al., 2022).
Inspired by this, we create a disentangled CoT
prompting procedure for data synthesis, where the
LLM is instructed to first disentangle the attribute
components and then modify the style by revising
these attribute components.

Figure 2 illustrates an example where ChatGPT
performs a data synthesis procedure using two dif-
ferent prompting procedures, standard prompt-
ing and our CoT prompting procedures. We as-
sume the original sentence x = "ever since joes has
changed hands it’s just gotten worse and worse".
Under the standard prompting condition, we di-
rectly prompt the LLM for style transfer but obtain
extremely limited semantic integrity. By contrast,
under the CoT prompting condition, we primarily
prompt the LLM to disentangle the attribute compo-
nent x* = "worse and worse" and then transfer the
style by revising . Obviously, when employing
the CoT prompting procedure to instruct LLM in a

disentangled manner, we achieve significant style
transformation and semantic preservation, thereby
obtaining satisfactory synthetic data.

Error Detection Module There are a few er-
rors inevitably during the CoT prompting process.
Therefore, we designed an error detection mod-
ule to ensure the precise style and high semantic
preservation of synthetic data.

To ensure the style accuracy of synthetic data, we
employ two open-source classifiers” on Hugging
Face to filter out sentences with inaccurate styles.
With BERT as the architecture, these two classifiers
are fine-tuned on Yelp and IMDb datasets respec-
tively. The reported accuracy is 97.0% and 91.0%.
To achieve high semantic preservation, we measure
the degree of semantic preservation with the BLEU
score (Papineni et al., 2002) and utilize it to avoid
synthetic sentences with low semantic preservation.
Assuming that we aim to sample Y sentences and
Lpyqy 1s the max length, we divide the synthetic
sentences into L4, groups based on their lengths.
The [-th group contains k; sentences, all of which
have a length of /. We sample the top ¥ x ky

Lmaz f,
sentences that have the highest BLEU scorezslfcl)r the
[-th group. This sampling approach ensures that the
model can learn transfer patterns of high semantic
preservation across various sentence lengths.

By employing such data synthesis paradigm on
the original dataset D, we obtain a set of sentence
pairs W = {(xz, xd, &, :%f)lyzl} for training pro-
cess, where =, ] represent the attribute compo-
nents in sentence x;, ©; respectively. Y is the num-

Zhttps://huggingface.co/textattack/bert-base-uncased-
yelp-polarity, https://huggingface.co/JiaqiLee/imdb-finetuned-
bert-base-uncased
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Source  _ Optimization -———=——————————————
Sentences ~ Template : 2 :
Target |
O«x AT(x,3) - LA , PLM Sentences | @) £ SeqToSeq Loss
1 ' —_— - +
1
@~ AT || ; Ok |
- el |l | CES |
O x ATZ,s) I ' ConTr‘asTiveI
) ATGE | ! Loss |
X X%, s ey e T/ s, | e
O+ (*%,5) (——— Template
Trainable Parameters Representation

O x : "It tastes delicious." . x@ : "delicious"

A T(x,8) : "Transfer 'It tastes delicious.’ to negative style."

AT(R,s): "Transfer It tastes awful.' to positive style."

O)’c‘ : "It tastes awful."

O)?“ "awful"
A T(x%38) : "Transfer 'delicious’ to negative style."

A TR s) : "Transfer ‘awful’ to positive style."

Figure 3: Disentanglement Learning Method.

ber of synthetic sentence pairs.

2.3 Disentanglement Learning

Based on synthetic data, we construct a disentan-
glement learning method to address the TST task
from two distinct perspectives. The overall archi-
tecture is shown in Figure 3. For a sentence pair
(z,z% &,2%), we enclose each sentence x into a
transfer template 7'. Here, T'(z, §) denotes the tem-
plate used to transfer the sentence z into the style
5 and & denotes its corresponding target sentence.
In general, our goal is to train a model that takes a
template as input and generates its corresponding
target sentence effectively.

To save computational resources, we introduce
a lightweight prefix-tuning network (Li and Liang,
2021), which tunes only the continuous prefix em-
bedding with the parameters of pre-trained lan-
guage models (PLMs) frozen. We prepend prefix
tokens as "virtual tokens" before inputs and encode
them into prefix embeddings with a trainable matrix
Py (parameterized by 6) of dimension L fi; x
dmodet 1n €ach layer, where Ly fiz, dmodel are the
length of prefix tokens and PLM hidden size. Pre-
fix parameters 6 are the only trainable parameters.
As follows, we design two losses to optimize the
trainable prefix parameters.

Contrastive Loss We introduce the supervised
contrastive loss (Khosla et al., 2020) to improve
the model’s focus on attribute properties, which
finally benefits the style control. The sentence
template and its corresponding attribute compo-
nents are regarded as positive pairs, by which
their representations will lie close together to im-
prove the model’s focus on attribute properties.
The sentence template and other style templates

serve as negative pairs, so their representations
will lie far apart to make the template representa-
tions more distinguishable between different styles.
Concretely, considering a template 7'(z, §) in Fig-
ure 3, P = {T'(z%3§)} is the positive set and
N = {T(z,s),T(z% s)} is the negative set. We
prepend a special token [StyleToken] to each input
template and take the hidden state of this token as
the template representation z. The contrastive loss
of template T'(x;, §) can be defined as Eq.1, where
z; is the representation of template 7'(z;, §) and 7
is the temperature.

-1
Econ = ﬁ Z log
peEP

exp (z; - 2p/T)
D ac(N+P) €XP (2i * 24 /T)

ey

SeqToSeq Loss We also utilize the loss derived
from the sequence-to-sequence task as our loss
function. We could constrain the output seman-
tic space and take advantage of the abundant in-
ternal knowledge in PLM using this loss, which
ultimately benefits the semantic preservation and
human-likeness of the generated sentences. For
the input template 7" and its corresponding output
target sentence x, we perform gradient updates on
the log-likelihood objective as Eq.2:

L

1
=S —logp(zt |21, T),  (2)

ﬁst -
L t=1

where L is the length of target sentence x.

Total Loss We optimize the prefix parameters
with L5 and L, The total loss of training steps
is defined as Eq.3 and ) is a balancing parameter
to balance Lgo, with L.

[ftotal = EsZs + )\ﬁcon (3)
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Train Dev Test | Vocab

Pos | 270K 2K 05K
Yelp | Neg | 180K 2K 05K | 0K 8.9
Pos | 180K 2K 1K
Neg | 190K 2K 1K | 30K | 185

Dataset | Style Avg.Len

IMDb

Table 1: Statistics of the Yelp and IMDb dataset.

3 Experimental Settings

3.1 Datasets

We employ the two most widely used datasets in
the current research: the Yelp Review Dataset and
the IMDb Movie Review Dataset, whose statistics
of the two datasets are presented in Table 1.

Yelp Review Dataset (Yelp) The Yelp 3 dataset
contains reviews of restaurants and businesses,
each labeled to indicate positive or negative senti-
ment. In addition, it also includes human-annotated
sentences for evaluating semantic preservation.

IMDb Movie Review Dataset (IMDb) The
IMDb dataset, provided by the Style Transformer
(Dai et al., 2019)*, comprises movie reviews
penned by online users, each tagged with either
a positive or negative sentiment label. However, it
lacks annotations by human evaluators.

3.2 Automatic Evaluation

We assess the effectiveness of our method based on
two fundamental abilities: style control and seman-
tic preservation, which are widely recognized as
the most crucial factors in evaluating style transfer
models (Xiao et al., 2021; Luo et al., 2021).°

Style Control Style accuracy (S-ACC) is a met-
ric to assess the ability of style control. We trained
two sentiment classifiers on the training set of Yelp
and IMDb to evaluate all methods. To ensure a
fair comparison, we utilize T5-base as the classi-
fier architecture which is different from the error
detection module. The classification performance
is 98.0% and 93.3% respectively.

Semantic Preservation The Bilingual Evalua-
tion Understudy (BLEU) score (Papineni et al.,

Shttps://www.yelp.com/dataset

“https://github.com/fastnlp/style-transformer

SWe don’t adopt PPL like many studies in TST, which
cannot evaluate the text fairly for the following reasons (Wang
et al., 2022): (i) The PPL of short text is larger than long text,
which goes against common sense. (ii) The repeated text span
could damage the performance of PPL. (iii) The punctuation
marks could affect the performance of PPL heavily.

2002) serves as a metric to quantitatively assess
the lexical-level similarity between two sentences,
by which we can evaluate the degree of semantic
preservation. Two BLEU scores are calculated by
the Natural Language Toolkit (Bird et al., 2009)
in our work. The self-BLEU score measures the
similarity between output and input, while the ref-
BLEU score measures the similarity between out-
put and human reference.

G-score The G-score, calculated as the geomet-
ric mean of self-BLEU and S-ACC, is a holistic and
comprehensive metric to evaluate the effectiveness
of both style control and semantic preservation.
This composite metric considers the delicate bal-
ance between maintaining the intended style and
preserving the semantic information.

3.3 Human Evaluation

We performed human evaluations to assess the gen-
erated sentences. Concretely, we randomly sam-
pled 200 outputs (100 per style) from each dataset,
resulting in a total of 400 outputs per model. Three
annotators were tasked with evaluating the gener-
ated sentences based on style control (SC), seman-
tic preservation (SP), and fluency (FL), assigning
scores ranging from 1 (Very Bad) to 5 (Very Good).
The average score across the three annotators was
used as the final evaluation metric.

3.4 Implementation Details

Data Synthesis Implementation We use Chat-
GPT?® for data synthesis. For each dataset, we ran-
domly select 100K original sentences to generate
parallel synthetic sentences. Besides, we employ
in-context learning to enhance synthetic quality,
where we incorporate one pos — neg and one
neg — pos specific example in the CoT prompt.
The detailed CoT prompt is provided in Appendix
A.1. When synthesizing 100k initial parallel sen-
tences, we utilize the error detection module to
sample high-quality synthetic sentences. For the
Yelp and IMDb datasets, our goal is to sample 45K
and 40K sentences respectively, while other base-
lines require 450K and 370K training samples.

Disentanglement Learning Implementation
We have a small number of hyperparameters, the
temperature 7 and balancing parameter A are 0.8
and 0.6 respectively. We select TS as PLM to em-
ploy prefix tuning and L, ;. is 12. Our approach
is trained on one NVIDIA A800 GPU.

®https://openai.com/blog/chatgpt, version: gpt-3.5-turbo.
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Methods Params Yelp MDb
S-ACC? ref-BLEU?T self-BLEU?T G-scoreT S-ACCtT self-BLEUT G-scoret

Input Copy - 14 21.8 100.0 11.8 2.8 100.0 16.7
StyleTrans (Dai et al., 2019) 1.8 x 107  90.0 17.3 46.0 63.6 75.0 66.9 70.8
DGST (Li et al., 2020) 3.2x 107 88.0 18.7 54.5 69.3 70.1 70.2 70.1
DIRR (Liu et al., 2021c) 1.5 x 109  92.8 20.8 52.3 69.7 86.9 65.1 75.2
RACOLN (Lee et al., 2021) 1.0x 107  86.9 20.0 56.3 69.9 80.8 68.2 74.2
LEWIS (Reid and Zhong, 2021) 1.1 x 108  86.3 19.4 53.0 67.6 N/A N/A N/A
ComPose (Liu et al., 2022) 77 %108 794 18.2 51.6 64.0 N/A N/A N/A
CRF (Shuo, 2022) 1.2x 108  86.7 20.2 53.5 68.1 83.0 59.0 70.0
DisenTrans (Ours) 7.1x105 93.2 21.5 58.7 74.0 88.4 67.0 77.0

Table 2: Automatic evaluation results. The ref-BLEU for the IMDb is not reported due to the absence of human

references. Input Copy means an unmodified copy of the source sentence.

4 Results and Analysis

4.1 Baseline Description

We select several strongest TST methods including
some SOTA methods like StyleTrans (Dai et al.,
2019), RACoLN (Lee et al., 2021), and DIRR (Liu
et al., 2021c¢) for comparison. (1) StyleTrans (Dai
etal., 2019): a typical method that employs an addi-
tional style embedding and designs three losses to
construct supervision. (2) DGST (Li et al., 2020):
a novel dual-generator network that does not rely
on any discriminators. (3) DIRR (Liu et al., 2021c¢):
an RL-based approach to improving content preser-
vation by leveraging a semantic similarity metric
as the content reward. (4) RACoLN (Lee et al.,
2021): a method that utilizes reverse attention to
implicitly remove style tokens and fuse content in-
formation to style representation using conditional
layer normalization. (5) LEWIS (Reid and Zhong,
2021): a coarse-to-fine editor that transforms text
using Levenshtein edit operations. (6) ComPose
(Liu et al., 2022): an efficient approach for compos-
able text operations in the compact latent space of
text. (7) CRF (Shuo, 2022): a probabilistic model
that generates a tag sequence to modify the input
sentences using programming search algorithms.

4.2 Automatic Evaluation Result

The automatic evaluation results are presented in
Table 2. DisenTrans achieves competitive overall
performance compared to these baseline methods
with a limited number of training samples, as indi-
cated by the G-score metric (+4.1 for Yelp, +1.8
for IMDDb). Moreover, DisenTrans has a smaller
amount of trainable parameters and does not intro-
duce a more complex training process.

Concretely, DisenTrans demonstrates significant
ability in style control, evident from its higher S-

Methods Yelp IMDb
SC SP FL SC SP FL

StyleTrans 4.2 39 40 38 33 3.7

DGST 40 41 39 32 38 40

DIRR 44 45 40 38 36 4.1

RACoLN 41 46 42 37 39 40

LEWIS 40 39 3.8 NA NA NA
ComPose 38 37 40 N/A NA NA
CRF 42 45 43 38 31 39

DisenTrans 4.5 4.7 43 39 38 4.1

Table 3: Human Evaluation. Each score represents
the average score of three annotators, where SC, SP,
FL represent style control, semantic preservation and
fluency respectively.

ACC metrics on both Yelp and IMDb datasets. Al-
though DIRR achieved a comparable accuracy, its
trainable parameters are about 1000x larger than
ours and it cannot simultaneously do well in BLEU
metrics. Furthermore, DisenTrans excels in seman-
tic preservation and produces sentences with more
human-like characteristics, as evidenced by its su-
perior self-BLEU and ref-BLEU metrics, respec-
tively. Notably, a low self-BLEU score may not
directly reflect semantic preservation in the IMDb
dataset, because sentences in the IMDD dataset are
relatively long (Shuo, 2022). Besides, DisenTrans
also exhibits good stability. We conducted multi-
ple repetitions of experiments using different seeds
and observed relatively low variance, which is pre-
sented in Appendix A.2.

4.3 Human Evaluation Result

We incorporate human evaluation for a detailed
and reliable assessment of sentence quality. The
results presented in Table 3 are generally consistent
with the automatic evaluation, indicating that our
model outperforms other methods in terms of style
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Methods S-ACC ref-BLEU self-BLEU G-score
DisenTrans 93.2 21.5 58.7 74.0
(-)EDM 87.6 19.8 51.3 67.0
(-)ConLoss  90.3 21.1 60.5 739

Table 4: Ablation study of the error detection module
and contrastive loss.

Methods S-ACCt ref-BLEU?T self-BLEU?T G-score?
DisenTrans (two-stage data filtering)  93.2 21.5 58.7 74.0
DisenTrans (combined data filtering) ~ 91.8 21.7 59.6 74.2

Table 5: Ablation study of the data filtering paradigm.

control and particularly in semantic preservation.
Besides, the fluency score proves our ability to
generate fluent outputs. The human evaluation for
data synthesis and the Inter Annotator Agreement
are reported in Appendix A.3.

4.4 Ablation Study

To validate the effects of individual components in
DisenTrans, we conduct comprehensive ablation
studies on the Yelp dataset and these results remain
consistent when applied to the IMDb.

Ablating Error Detection Module To assess the
impact of the Error Detection Module (EDM), we
conduct training without its incorporation. Con-
cretely, we utilize the same quantity of data directly
generated by the LLM for the experiment and the
results are shown in Table 4. Obviously, we would
obtain suboptimal performance without the EDM
to enhance the quality of synthetic data, which sug-
gests the importance of the EDM.

Ablating Data Filtering Paradigm In our two-
stage data filtering paradigm, we first filter the origi-
nal synthetic sentences based on accuracy to obtain
first-stage sentences with high classification accu-
racy. Then, we further filter first-stage sentences
based on semantic similarity to obtain two-stage
sentences with both high classification accuracy
and semantic similarity. For further exploration,
we employ a unified metric for data filtering and
develop a combined data filtering paradigm for
comparison. Specifically, we employ the G-score
as the unified metric and select top-performing sen-
tences across different length groups. The results
in Table 5 show that the combined data filtering
can also achieve comparable performance.

Ablating Contrastive Loss To explore the im-
pact of contrastive loss, we optimize our network
with only SeqToSeq loss while maintaining consis-

95.0

92.5 4

87.5 1

85.0

S-ACC

82.51

80.0 1

77.51

9K 18K 27K 36K 45K 54K 63K 72K
Data scale

Figure 4: S-ACC performance with different data scales.

Methods S-ACC ref-BLEU self-BLEU  G-score
DisenTrans (Ours, 45K)  93.2 21.5 58.7 74.0
StyleTrans (450K) 90.0 17.3 46.0 63.6
StyleTrans (45K) 82.7 9.1 39.0 56.8
RACOLN (450K) 86.9 20.0 56.3 69.9
RACOLN (45K) 81.4 19.8 55.9 67.5

Table 6: The comparison with two typical baselines
under the same data scale.

tent hyperparameters. The results in Table 4 demon-
strate that the contrastive loss effectively enhances
the model’s capability to style control. Moreover,
it also illustrates the substantial influence of the
SeqToSeq loss on semantic preservation.

Ablating Data scale We chose training data of
different scales to investigate the impact of our sam-
ple efficiency. In more detail, we conduct experi-
ments with different data scales while maintaining
consistent hyperparameters. Figure 4 illustrates
the variation curve of the S-ACC metric, which
indicates that as the data scale reaches a certain
point, the model’s performance converges. There-
fore, there’s no requirement to use a larger data
scale, which would sacrifice more computational
resources to achieve less improvement.

We also retrained two typical baselines with 45K
training samples on the Yelp dataset for a detailed
comparison. The results in Table 6 distinctly il-
lustrate a performance decline in these baselines
when restricted to just 45K training samples. Dis-
enTrans demonstrates significant performance us-
ing the same number of samples (45K). Therefore,
while baselines require up to 450K training sam-
ples for effective performance, DisenTrans requires
only up to 45K.

LLM vs DisenTrans We directly evaluate the
performance of ChatGPT on the Yelp test set with

15193



Methods Negative — Positive Positive — Negative
Input 1 the food is worse than you find in the freezer section at walmart . suzanne and her staff were excellent !
Human the food is way better than you find in the freezer section at walmart . suzanne and her staff were horrible .
Ours the food is better than you find in the freezer section at walmart . suzanne and her staff were horrible .
RACoLN the food is great than you find in the world section at walmart . take-out and her staff were awful !
Lewis | the food here is even better than you find in the freezer section at walmart . suzanne and her staff were soooo rude !
ComPose the food is amazing as you find in the department at walnut grill . suzanne and her staff were incorrect !
CRF the food is than you find in the freezer section at eye ! suzanne and her staff were rude !
Input 2 i may just post pictures to prove their shoddy work . i can honestly say i am so glad we will be moving to az .
Human i may just post pictures to prove their high quality work . i can honestly say i am very unhappy we will be moving to az !
Ours i may just post pictures to prove their great work . i can honestly say i am so disappointed we will be moving to az .
RACoLN i absolutely just post pictures to prove their discounted work . i can honestly say i am so glad we will be moving to az .
Lewis i may just post pictures to prove their quality of work . i can not say i am so sure we will be back to az .
ComPose i will post some fabulous work pictures to their craftsmanship . i can honestly say i am so glad we will not be moving to this place .
CRF i may just pictures to prove their quality work . i can only say i am so glad we will be going to az .
Input 3 as soon as they delivered i was like ugh . love my cut and color and sage is amazing !
Human as soon as they delivered i was in awe . hate my cut and color and sage is awful !
Ours as soon as they delivered i was like delightful . hate my cut and color and sage is horrible !
RACoLN as soon as they delivered i was like heaven . avoid my cut and color and meat is gross !
Lewis as soon as they delivered i was like u rock ! i hate my cut and color and sage is horrible !
ComPose as soon as they delivered i was like wow . asked my cut and color and mine broke apart .
CRF as soon as they delivered i was like ugh happy . my cut and color and sage is terrible !

Table 7: Case Study from the Yelp dataset. The red portion indicates the modified portions in comparison to the
inputs. We have selected four of the most recent studies, with "Human" representing the human reference sentence.

Methods S-ACC ref-BLEU self-BLEU  G-score
DisenTrans 93.2 21.5 58.7 74.0
Standard Prompting ~ 84.2 14.3 25.1 46.0
CoT Prompting 86.0 18.7 49.1 65.0

Table 8: Ablation study of the disentanglement learn-
ing. Standard prompting and CoT Prompting represent
directly querying ChatGPT to transfer texts without dis-
entanglement learning.

Methods G-score  Params  Hours/Epoch GPU
DisenTrans(Prefix-tuning) 74.0 7.1 % 106 2 1 x A800
Fine-tuning 74.4 2.9 x 10° 5 4 x A800

Table 9: Ablation study of the prefix tuning.

two prompting procedures. As shown in Table 8, al-
though the CoT prompting procedure significantly
enhances the semantic preservation performance,
it still falls short compared with DisenTrans which
benefits from our disentanglement learning method.
Therefore, we require our learning method to as-
sist our model in better performance, rather than
directly using LLM to generate style transfer texts.

Prefix-tuning vs Fine-tuning We utilize a
lightweight prefix-tuning network in DisenTrans.
To verify the effectiveness of our prefix-tuning net-
work, we carried out fine-tuning comparative exper-
iments. The results are displayed in Table 9. Disen-
Trans employs prefix-tuning to achieve comparable
performance while requiring significantly fewer
parameters and shorter training duration. Conse-
quently, we choose prefix-tuning in DisenTrans to
reduce the computational resources.

4.5 Case Study

To better understand the characteristics of dif-
ferent methods, we sampled several output sen-
tences from Yelp, as shown in Table 7. Compared
with other methods, DisenTrans always revises the
fewest words which are possibly the attribute com-
ponents to transfer sentence style. Such transforma-
tion aligns more closely with human properties and
results in greater semantic preservation. Although
some methods may modify the same number of
words in certain cases, DisenTrans exhibits a more
accurate style and smoother semantic coherence.
Interestingly, it even preserves better semantic in-
formation than human reference in some cases.

5 Related Work

Text Style Transfer TST task has proven to be
quite challenging due to the discrete nature of lan-
guage (Jin et al., 2022). Most approaches are un-
supervised owing to the difficulty of obtaining par-
allel data (Shang et al., 2019). Previous work can
mainly be categorized into two groups.

The first group attempts to identify and revise
the words with stylistic attributes in the early stage
of TST (Rao and Tetreault, 2018a; Li et al., 2018;
Wu et al., 2019). These methods employed atten-
tion mechanisms and directly revised words with
style information in sentences according to atten-
tion scores. However, most of these approaches
suffer from flat attention distribution due to the lim-
itations of the network’s capacity, where similar at-
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tention scores are assigned to tokens and numerous
tokens without stylistic attributes would be revised.
Moreover, due to the lack of a high-level under-
standing of semantics, the generated sentences are
not sufficiently authentic and logical. (Li et al.,
2018) employ the editing technique which involves
token deletion through simple counts and target
word retrieval via TF-IDF weighted overlap.

The second group focuses on revising an en-
tangled representation of input (Dai et al., 2019;
Huang et al., 2020; Kashyap et al., 2022; Liu et al.,
2021a), which is mainstream in TST currently.
These methods employ a style embedding or en-
coder and create many losses to construct training
supervision. ARAE (Kashyap et al., 2022) pro-
poses the incorporation of two collaborative loss
functions with the adversarially regularized auto-
encoder framework. SA-MLM (Narasimhan et al.,
2023) performs TST by using a style-masked input
and performs a simple same-style reconstruction
task with a Transformer Encoder block.

Large Language Model Recently, there has
been a growing trend of research related to LLMs
(Sun et al., 2023; Lu et al., 2023), and our pri-
mary focus is on data synthesis. For text clas-
sification tasks, (Kurakin et al., 2023) generates
private synthetic data by DP-finetuned LLM to pri-
vately estimate predictive models. In the Compu-
tational Social Science field, (Veselovsky et al.,
2023) study three strategies to increase the faithful-
ness of synthetic data generated by LLMs: ground-
ing, filtering, and taxonomy-based generation. For
Human-Computer Interaction research, (Haméilii-
nen et al., 2023) employ LLLMs to generate open-
ended questionnaire responses about experiencing
video games. However, there is also no suitable
CoT method available to assist LLMs in synthesiz-
ing the supervised data in the TST field.

6 Conclusion

In this work, we propose a novel disentanglement-
based framework for text style transfer (Disen-
Trans), which is instructed by a disentanglement
concept. Concretely, we first create a CoT prompt-
ing procedure to synthesize parallel data and cor-
responding disentangled information for supervi-
sion. Then we develop a disentanglement learning
method with such synthetic data, where contrastive
loss and sequence-to-sequence loss are designed to
improve the focus on attribute properties and con-
strain the semantic space, thereby benefiting the

TST tasks from style control and semantic preserva-
tion respectively. Experiments on two widely used
datasets demonstrate that DisenTrans achieves su-
perior performance with great sample efficiency.

Limitations

Since there is a lack of multi-attribute datasets
in the existing literature, the efficiency of our ap-
proach to multi-attribute TST tasks has not been
validated. As part of our future work, we intend to
apply our data synthesis paradigm to create datasets
for multi-attribute style transfer using large lan-
guage models. This will help us confirm the ca-
pability of our method in tackling multi-attribute
transfer tasks.

Ethics Statement

The text style transfer task finds extensive appli-
cation in the domain of controlled text generation.
However, due to the various corpus of different
styles, the development in the field of text style
transfer may bring about potential risks. The style
transfer model can be misused to generate false
information, which could result in unreliable social
media, news and other online platforms. Moreover,
misuse of style transfer applications could raise
concerns related to privacy and copyright, such
as unauthorized content transformation and abuse
of others’ work. Therefore, with the development
of the text style transfer, it is essential to remain
vigilant and ensure that its applications are ethical
and lawful, which ultimately mitigates potential ad-
verse effects. In our data synthesis paradigm, Chat-
GPT synthetic data might contain toxic contents.
To avoid toxic content, we intend to introduce a
detoxification model to our error detection module.
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A Appendix

A.1 Implementation Appendix

Data Synthesis Implementation We employ the
ChatGPT API (version: gpt-3.5-turbo) to synthe-
size the parallel sentences along with their cor-
responding components, incurring a cost of ap-
proximately 30$. Our implementation of this API
was facilitated through OpenAI’s Python library.
The detailed prompt is "Identify the components
in sentence {Original Sentence} that determine its
{Original Style} style. Then, change this sentence
into the {Oppisite Style} style by modifying these
components. For instance, if the positive sentence
is {along with cops , the goat is one of keaton ’s
two funniest shorts .}, the style component would
be {funniest} and the negative revision would be
{along with cops , the goat is one of keaton ’s two
worst shorts .}. Similarly, if the negative sentence
is {worst oysters i had so far .}, the style component
would be {worst} and the positive revision would
be {best oysters i had so far .}."

Disentanglement Learning Implementation
TS5 adopts an encoder-decoder framework, to which
we introduced prefix embeddings in every layer of
both the encoder and decoder. The contrastive loss
operates on the encoder’s output, exclusively op-
timizing the prefix parameters of the encoder. In
contrast, the sequence-to-sequence loss is based
on the decoder’s output, leading to the optimiza-
tion of the prefix parameters for both the encoder
and decoder. For supervised contrastive learning,
we label each sentence, ensuring that sentences
and their corresponding attribute components share
the same label. Take an instance, for the sentence
pairs W = {(z1, 27, 21,27), (x2, 25, T2, 25)} in
a batch where size is 2, the assigned label £ =
{(0,0,1,1),(2,2,3,3)}. Such sentence pairs and
corresponding labels will be used to calculate the
supervised contrastive loss.

Human Evaluation Implementation We hired
three human annotators to evaluate our method
along with other recent methods. Here we provide
details about the annotators who were tasked with
assigning scores to the generated sentences. The av-
erage sentence length in the IMDb dataset is twice
that of the Yelp dataset, making the evaluation of
the IMDb dataset more challenging. Consequently,
considering the different complexities between the
two datasets, annotators will receive a payment of
0.05$ for each sentence in the Yelp dataset and

0.1$ for each sentence in the IMDb dataset. We
randomly selected 200 outputs (100 per style) from
each dataset, resulting in a total of 1.8K sentences
from the Yelp dataset and 1.4K sentences from the
IMDB dataset. This process incurred a cost of 230$
for each annotator.

A.2 Experiment Appendix

The performance on formality style transfer
We conducted experiments on the formality style
transfer task using the GYAFC dataset (Rao and
Tetreault, 2018b), which is created from the Yahoo
Answers L6 corpus. This corpus includes approx-
imately 5.2k parallel training data and 1.0k test
data in the Family & Relationships domain. We
developed a formality classifier on the training set
to calculate the accuracy metric. Based on the
T5-base architecture, this classifier achieved an ac-
curacy of 92.0%. Due to the availability of parallel
data, there was no need for synthesizing additional
parallel data. Instead, our focus was on effectively
disentangling these parallel sentences for disentan-
gled learning. The results are presented in Table 10,
which indicates that our approach achieved signifi-
cant performance in this specific task. Additionally,
Figure 5 presents two disentangled instances from
the GYAFC dataset, demonstrating our method’s
ability to disentangle attribute components in the
sentences of this task.

Methods BLEUT S-ACCtT G-scoref
Semi-Supervised (Shang et al., 2019) 81.4 85.1 83.2
LEWIT (Babakov et al., 2023) 75.7 84.2 79.8
DisenTrans 80.2 87.3 83.7

Table 10: The performance on formality style transfer
task.

Methods ref-BLEUT S-ACC?T

Probabilistic (He et al., 2019) 10.8 81.4
P-R (Suzgun et al., 2022) 21.9 78.0
DisenTrans 20.3 86.4

Table 11: The performance on personal writing style
transfer task.

The performance on personal writing style
transfer In complex style transfer tasks, style
and content cannot be completely disentangled
within a small number of sentences. To explore the
effectiveness of our method in these tasks, we uti-
lized the Shakespeare personal writing style dataset
(Xu et al., 2012) for experiments. This transfer task
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~
( Formal: explain to your parents that you want to act !l [
| Informal: explain 2 ur parents that u want 2 act !l )
( Formal: You guys don't have any reason to hate each other . [
| Informal: You do not have any reason to hate each other. |
( )
Shakespeare: Thus we are agreed .
| Modern: So we are in agreement . )
(Shakespear‘e: Should T lie , madam ? 1
\Moder‘n: Do you want me to lie , madam ? )
J

Figure 5: Disentangled instances on two transfer tasks. The yellow box represents the formality transfer task, while
the blue box denotes the personal writing style transfer task. The red part is the attribute component in the sentence.

is one of the most complex transfer tasks in TST,
even for human manual operations. The Shake-
speare dataset contains 18k parallel training data
and 1.4k test data. We trained a Shakespeare classi-
fier on the training set to calculate the accuracy met-
ric. With T5-base as the architecture, the classifier
achieves an accuracy of 87.0%. The results in Table
11 demonstrate that DisenTrans sill achieves com-
parable performance in this complex task, which
implies that our approach does not strictly require
complete disentanglement for every sentence. Al-
though a small number of sentences cannot be dis-
entangled, our method is effective for most sen-
tences, which is beneficial for this task. Addition-
ally, we provide two disentangled instances in Fig-
ure 5. The instances showcase our method’s ability
to disentangle attribute words in the sentences of
this complex task.

The performance of Open-source LLMs We
selected Llama-2-70b’ as the open-source LLM
for data synthesis and replicated the experiments
with consistent settings. The results in Table 12
demonstrate that leveraging an open-resource LLM
can also produce comparable performance. There-
fore, ChatGPT serves merely as one of the tools
for data synthesis in our research and we do not
depend on it heavily. We prefer to use ChatGPT
for data synthesis primarily because open-source
LLMs require extensive GPU resources (8*A100).

The performance of LLM+CoT+Error Detec-
tion Module We conducted experiments to in-

"https://huggingface.co/meta-llama/Llama-2-70b-chat-hf

Methods S-ACCT ref-BLEU?T self-BLEU?T G-scoref
DisenTrans (with ChatGPT) 93.2 21.5 58.7 74.0
DisenTrans (with Llama2-70b)  92.8 212 56.2 722

Table 12: The performance of Open-source LLMs.

vestigate the effectiveness of the LLM+CoT+Error
Detection Module (EDM). Specifically, we used
EDM to filter the test results of LLM+CoT and con-
sidered the correctly filtered results as a test plus set
(about 860 test samples). Subsequently, we evalu-
ated the LLM+CoT and our model on this set. The
results in Table 13 show that the LLM+CoT+EDM
achieves sub-optimal performance.

Hyperparameters S-ACCT ref-BLEUT self-BLEUT G-score?
LLM+CoT+EDM  89.6 20.9 46.4 64.5
DisenTrans 95.6 22.3 58.5 74.8

Table 13: The performance of LLM+CoT+EDM.

The comparison with other data augmentation
methods In the TST field, to the best of our
knowledge, there is really limited work correspond-
ing to data augmentation. To further evaluate the
effectiveness of our approach, we chose LaMer
(Liu et al., 2021b) for comparison, which generates
parallel sentences from each style for data augmen-
tation based on scene graphs and large-scale LMs.
The results are presented in Table 14. DisenTrans
achieves better performance than LaMer, which
suggests that our method achieves more effective
data augmentation.

Ablating Sampling Method We conducted the
ablation study to quantify the importance of sam-
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Methods S-ACC?T ref-BLEU? self-BLEUT G-scoref
LaMer (Liu et al., 2021b) ~ 90.1 - 40.6 60.5
DisenTrans 93.2 21.5 58.7 74.0

Table 14: The comparison with other data augmentation
methods.

pling high BLEU sentences based on sentence
length intervals. Specifically, we sampled syn-
thetic data directly in descending BLEU score or-
der, while keeping other settings unchanged for the
experiment. The results in Table 15 revealed a no-
table decline in the S-ACC metric. Furthermore,
upon observing the sampled data, we noticed that
there is a lack of short sentences in our training
samples, which we think is a contributing factor to
the decreased performance. Therefore, it is impor-
tant to sample based on sentence length intervals
to ensure that sentences of all lengths are included
in the sampling process.

Hyperparameters S-ACCtT ref-BLEUT self-BLEUT G-scoref
(-)Length Interval ~ 82.0 20.9 61.1 70.8
DisenTrans 93.2 21.5 58.7 74.0

Table 15: Ablation study of the sampling method.

Explore Training Stability To explore the train-
ing stability of DisenTrans, we select ten seeds for
multiple experiments under the same hyperparame-
ters and calculate the variance of each metric. The
results are presented in Table 16, which depicts that
our method has achieved impressive performance
with strong stability.

Methods  S-ACC? ref-BLEUT self-BLEUT G-score?
StyleTrans  90.01 o 17.30.4 46.01 7 63.616
RACoLN  86.91 4 20.00.8 56.315 69915
DIRR 92.818 20.819 52314 69.716
DisenTrans 93.215 21.5()‘3 58.709 74.01,2

Table 16: Exploration of the training stability on the
Yelp dataset. The number in the lower right corner
represents the variance.

Ablating Prefix Length To investigate the im-
pact of prefix lengths, we conduct ablation studies
with different prefix lengths. The results are pre-
sented in Table 17. It can be observed that as the
prefix length reaches a certain value, the model
converges, and there is no further improvement in
performance with further increases in the prefix
length. A longer prefix leads to more trainable
parameters, but it also has a negligible impact on

inference speed since the attention computation
across the entire prefix is parallelized on GPUs.

Prefix Length G-score Params

Lprefizc =6 733 3.5 x 10°
Lprefiz =12 740 7.1 x 10°
Lprepiz =18 743 1.1 x 107
Lprefiz =24 744 1.4 x 107
Lprefiz =30 747 1.8 x 107
Lprefiz =40 746 2.4 x 10"
Lprefiz =50 744 2.9 x 107

Table 17: Ablation study of the prefix length.

Explore Diversity We have incorporated an as-
sessment of diversity to demonstrate that our ex-
plicit controlled modification does not lead to less
diversity in the output. Concretely, we select the
diversity metric Distinct (Li et al., 2016a) to quan-
tify the diversity of baselines on the Yelp dataset.
The results in Table 18 indicate that our method
achieves comparable diversity with better semantic
preservation and style control abilities

Method Dist-11 Dist-21 Dist-21
StyleTrans 0.154 0.550 0.733
DIRR 0.141 0.492 0.667
RACoLN  0.150 0.543 0.734
LEWIS 0.136 0.480 0.667
ComPose  0.160 0.559 0.747
CRF 0.139 0.498 0.673
DisenTrans 0.157 0.551 0.737

Table 18: The performance of diversity.

Ablating Balance Parameter A To investigate
the impact of varying balance parameters, we select
different A to conduct experiments. The results in
Table 19 show that our performance is insensitive
to A. We select A = 0.6 according to the highest
G-score metric.

Hyperparameters S-ACC{ ref-BLEUT self-BLEUT G-score?

A=04 91.8 22.5 59.4 73.8
A=0.6 93.2 21.5 58.7 74.0
A=0.38 92.4 22.1 58.4 73.5
A=1.0 92.9 21.6 58.0 73.4

Table 19: Ablation study of the balance parameter.
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A.3 Evaluation Appendix

Human Evaluation For Data Synthesis We em-
ployed three annotators for human evaluation to en-
sure the satisfactory quality of our synthesized data.
For each dataset, we randomly selected 1000 syn-
thesized sentences (500 for positive style, 500 for
negative style) for quality assessment. The scores
(on a scale from O to 5) and inter-annotator agree-
ment (quantified by Fleiss’ Kappa coefficient) are
presented in Table 20. The scores demonstrate the
superior quality of our synthesized data. The high
consistency among human annotators indicates the
acceptability of our human evaluation.

Yelp IMDb

SC SP FL SC SP FL
Human Evaluation Score 4.9 4.8 4.6 4.7 4.9 4.7
Fleiss’ Kappa coefficient  0.798 0.775 0.632 0.778 0.782 0.641

Table 20: Human evaluation for data synthesis. The
SC, SP, and FL correspond to style accuracy, semantic
preservation, and fluency respectively.

Inter Annotator Agreement We calculate the
Fleiss’ Kappa coefficient to measure the inter-
annotator agreement score for each human eval-
uation metric. The results are shown in the Table
21. The high consistency among human annotators
indicates the acceptability of our human evaluation.

Yelp IMDb

SC Sp FL SC Sp FL
StyleTrans  0.773 0.742 0.658 0.754 0.732 0.651
DGST 0.787 0.797 0.687 0.747 0.786 0.674
DIRR 0.792 0.775 0.667 0.779 0.752 0.653
RACoLN 0.801 0.753 0.662 0.794 0.743 0.665
LEWIS 0.751 0.732 0.668 N/A N/A N/A
ComPose 0.763 0.742 0.652 N/A N/A N/A
CRF 0.812 0.794 0.698 0.765 0.781 0.685
DisenTrans 0.805 0.788 0.705 0.785 0.775 0.692

Methods

Table 21: The inter-annotator agreement score for hu-
man evaluation. The SC, SP, and FL correspond to
style accuracy, semantic preservation, and fluency re-
spectively.
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