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Abstract

Temporal knowledge graph (TKG) reason-
ing has two settings: interpolation reasoning
and extrapolation reasoning. Both of them
draw plenty of research interest and have
great significance. Methods of the former de-
emphasize the temporal correlations among
facts sequences, while methods of the latter
require strict chronological order of knowledge
and ignore inferring clues provided by miss-
ing facts of the past. These limit the practi-
cability of TKG applications as almost all of
the existing TKG reasoning methods are de-
signed specifically to address either one set-
ting. To this end, this paper proposes an orig-
inal Temporal PAth-based Reasoning (TPAR)
model for both the interpolation and extrapola-
tion reasoning. TPAR performs a neural-driven
symbolic reasoning fashion that is robust to
ambiguous and noisy temporal data and with
fine interpretability as well. Comprehensive ex-
periments show that TPAR outperforms SOTA
methods on the link prediction task for both the
interpolation and the extrapolation settings. A
novel pipeline experimental setting is designed
to evaluate the performances of SOTA com-
binations and the proposed TPAR towards in-
terpolation and extrapolation reasoning. More
diverse experiments are conducted to show the
robustness and interpretability of TPAR.

1 Introduction

Knowledge graph (KG) is a semantic network that
represents real-world facts in a structured way us-
ing entities and relations (Bollacker et al., 2008;
Song et al., 2021; Zhao et al., 2021). Typically, a
fact is represented by a triple (s, r, o) in KG, con-
sisting of a subject entity s, an object entity o, and
a relation r between s and o.

In the real world, many facts are closely associ-
ated with a particular time interval. For example,
the fact “Barack Obama is the president of USA”

∗ Equal contributions.
† Corresponding authors.

is valid for the time period of 2009 January 20th
- 2017 January 20th and the fact “Donald Trump
is the president of USA” is only valid for the fol-
lowing four years. To represent such time-sensitive
facts, Temporal Knowledge Graphs (TKGs) have
recently gained significant attention from both aca-
demic and industrial communities. Specifically,
TKGs extend static KGs by incorporating the tem-
poral information t into fact triples, represented
as a quadruple (s, r, o, t), which allows for mod-
elling the temporal dependencies and evolution of
knowledge over time, being crucial for reasoning
time-evolving facts in applications such as financial
forecasting, social networks, and healthcare.

TKG reasoning infers new knowledge with time-
sensitive facts in existing TKGs, which generally
has two settings: the interpolation reasoning (Xu
et al., 2020; Lacroix et al., 2020; Xu et al., 2021;
Chen et al., 2022) and the extrapolation reason-
ing (Jin et al., 2020; Sun et al., 2021; Liu et al.,
2022). Given a temporal knowledge graph with
facts from time t0 to time tT , the interpolation rea-
soning infers missing facts at any time in history
(t0 ≤ t ≤ tT ) and the extrapolation reasoning at-
tempt to predict unknown facts that may occur in
the future (t > tT ).

Many approaches have been proposed to tackle
the TKG reasoning problem, however, these two
reasoning tasks are tackled in totally different and
incompatible manners. On the one hand, interpo-
lation methods de-emphasize the temporal corre-
lations among fact sequences while training, thus
it’s difficult to cope with the challenges of invisi-
ble timestamps and invisible entities in extrapola-
tion due to their poor inductive reasoning ability
(Sun et al., 2021). On the other hand, most state-
of-the-art (SOTA) extrapolation solutions require
a strict chronological order of data during train-
ing. As a result, they can only predict unknown
future facts, but they could hardly infer missing his-
torical facts which are crucial for completing the
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overall knowledge landscape and providing more
clues for predicting accurate future events. These
limit the practicability of TKG applications as al-
most all of the existing TKG reasoning methods
are designed specifically to address either one set-
ting. Experiments with a novel pipeline setting
intuitively reveal that even with the SOTA methods
from both settings, the composed methods show
a frustrating decrease in reasoning performance.
More in-depth analysis can be found in Section 5.3
and Appendix F. Therefore, the motivation of this
work is to propose a unified method that can accom-
modate two types of reasoning settings, enabling
temporal knowledge graph reasoning to be con-
ducted simultaneously for both the interpolation
and the extrapolation.

To this end, we take inspiration from recent neu-
ral (Xu et al., 2021; Li et al., 2021) and symbolic
(Sun et al., 2021; Liu et al., 2022) TKG reasoning
approaches. Neural network approaches can per-
form effective reasoning but lack interpretation as
they cannot provide explicit rules to explain the
reasoning results, while symbolic reasoning ap-
proaches use logical symbols and rules to perform
reasoning tasks but are not suitable for handling
ambiguous and noisy data due to their strict match-
ing and discrete logic operations used during rule
searching (Zhang et al., 2021). In this paper, we
propose a Temporal PAth based Reasoning (TPAR)
model with a neural-symbolic fashion applicable to
both the interpolation and the extrapolation TKG
Reasoning. Specifically, we utilize the Bellman-
Ford Shortest Path Algorithm (Ford, 1956; Bell-
man, 1958; Baras and Theodorakopoulos, 2010)
and introduce a recursive encoding method to score
the destination entities of various temporal paths,
and then our TPAR performs symbolic reasoning
with the help of the obtained scores. It is noticeable
that the neural-driven symbolic reasoning fashion
we adopted is more robust to the uncertainty data
compared to traditional pure symbolic reasoning
methods, and comprehensible temporal paths with
fine interpretability as well. We summarize our
main contributions as follows:

1. We propose an original unified Temporal PAth-
based Reasoning (TPAR) model for both the
interpolation and extrapolation reasoning set-
tings. To the best of our knowledge, this is the
first work to achieve the best of both worlds.

2. We develop a novel neural-driven symbolic
reasoning fashion on various temporal paths to

enhance both the robustness and interpretabil-
ity of temporal knowledge reasoning.

3. Comprehensive experiments show that TPAR
outperforms SOTA methods on the link predic-
tion task for both the interpolation and the ex-
trapolation settings with decent interpretabil-
ity and robustness. An intriguing pipeline ex-
periment is meticulously designed to demon-
strate the strengths of TPAR in addressing the
unified prediction through both settings.

2 Related Work

2.1 Static KG Reasoning

Static KG reasoning methods can be summarized
into three classes: the translation models (Bordes
et al., 2013; Wang et al., 2014; Lin et al., 2015),
the semantic matching models (Yang et al., 2015;
Trouillon et al., 2016), and the embedding-based
models (Dettmers et al., 2018; Shang et al., 2019).
Recently, R-GCN (Schlichtkrull et al., 2018) and
CompGCN (Vashishth et al., 2020) extended GCN
to relation-aware GCN for KGs.

2.2 TKG Reasoning

Interpolation TKG Reasoning Many interpola-
tion TKG reasoning methods (Leblay and Chekol,
2018; Dasgupta et al., 2018; García-Durán et al.,
2018; Xu et al., 2019; Lacroix et al., 2020; Jain
et al., 2020; Xu et al., 2021) are extended from
static KGs to TKGs. Besides, TeRo (Xu et al.,
2020) represents each relation as dual complex em-
beddings and can handle the time intervals between
relations. RotateQVS (Chen et al., 2022) represents
temporal evolutions as rotations in quaternion vec-
tor space and can model various complex relational
patterns. T-GAP (Jung et al., 2021) performs path-
based inference by propagating attention through
the graph.

Extrapolation TKG Reasoning To predict fu-
ture facts, many extrapolation TKG reasoning
methods (Jin et al., 2020; Li et al., 2021; Han et al.,
2021b; Zhu et al., 2021a; Sun et al., 2021; Li et al.,
2022b,a) have been studied. For better interpretabil-
ity, TLogic (Liu et al., 2022) adopts temporary log-
ical rules extracted via temporary random walks,
while xERTE (Han et al., 2021a) utilizes an ex-
plainable subgraph and attention mechanism for
predictions. Besides, RPC (Liang et al., 2023) em-
ploys relational graph convolutional networks and
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gated recurrent units to mine relational correlations
and periodic patterns from temporal facts.

2.3 Neural-Symbolic Reasoning

Neural-symbolic reasoning aims to combine the
strengths of both approaches, namely the ability
of symbolic reasoning to perform logical inference
and the ability of neural networks to perform learn-
ing from data (Zhang et al., 2021). Generally, it
can be divided into three categories: (1) Symbolic-
driven neural fashion (Guo et al., 2016, 2018; Wang
et al., 2019), which targets neural reasoning but
leverages the logic rules to improve the embed-
dings. (2) Symbolic-driven probabilistic fashion
(Richardson and Domingos, 2006; Qu and Tang,
2019; Raedt et al., 2007), which replaces the neu-
ral reasoning with a probabilistic framework, i.e.,
builds a probabilistic model to infer the answers.
(3) Neural-driven symbolic fashion (Lao and Co-
hen, 2010; Lao et al., 2012; Neelakantan et al.,
2015), which aims to infer rules by symbolic rea-
soning, and incorporates neural networks to deal
with the uncertainty and ambiguity of data. For this
work, we adopt the neural-driven symbolic fashion
for our TKG reasoning.

3 Preliminaries

3.1 Problem Definition of TKG Reasoning

A Temporal knowledge graph is a collection of
millions of temporal facts, expressed as G ⊂ E ×
R × E × T . Here we use E to denote the set of
entities,R to denote the set of relations, and T to
denote the set of time stamps. Each temporal fact
in G is formed as a quadruple (es, r, eo, t), where a
relation r ∈ R holds between a subject entity es ∈
E and an object entity eo ∈ E at the time t. And for
each quadruple (es, r, eo, t)), an inverse quadruple
(eo, r

−1, es, t)) is also added to the dataset.
Let O = {(es, r, eo, t)|t ∈ [t0, T ]} represent the

set of known facts that we can observe, and let
[t0, T ] denote the time interval we can access. For
a query q = (eq, rq, ?, tq), TKG Reasoning aims
to infer the missing object entity given the other
three elements. As we have two distinctive TKG
Reasoning settings: the interpolation (inferring a
query where t0 ≤ tq ≤ T ) and the extrapolation
(predicting facts for tq > T ), we use a unified
concept of "temporal background" to represent all
known temporal facts of existing TKG.

3.2 Bellman-Fold Based Recursive Encoding

The Bellman-Ford Algorithm (Ford, 1956; Bell-
man, 1958; Baras and Theodorakopoulos, 2010)
provides a recursive approach to search for the
shortest path in a graph.1 Since TKGs are far from
complete, we do not directly copy it for TKG Rea-
soning, but utilize a recursive encoding method for
representations.

Figure 1: An illustration of Bellman-Ford-based recur-
sive encoding.

As illustrated in Fig.1, the basic idea of our
Bellman-Ford-based recursive encoding is: once
the representations of the ℓ− 1 iterations (the node
x) starting from node u are ready, we can obtain
the representations of the ℓ iterations (the node v)
by combining them with the edge (x, v):

h0(u, v)← 1(u = v)

h
ℓ
(u, v)←


 ⊕

(x,v)∈E(v)

h
ℓ−1

(u, x)⊗ w(x, v)


⊕ h

(0)
(u, v) ,

where 1(u = v) is the indicator function that
outputs 1 if u = v and 0 otherwise, ⊗ is the mul-
tiplication operator, ⊕ is the summation operator,
E(v) is the set of all edges connected to the node v,
and w(x, v) is the weight of the edge (x, v).

4 Methodology

In this section, we introduce a novel temporal path-
based reasoning model with a neural-driven sym-
bolic fashion for both the interpolation and the
extrapolation TKG Reasoning settings.

4.1 Temporal Path in TKGs

Definition 1. (Temporal link). In a TKG, each
entity is viewed as a node in the graph, and a tem-
poral link is viewed as an edge connecting two
nodes which represent the subject es and the object
entity eo in a certain quadruple (es, r, eo, t). Due
to the heterogeneity and time constraints, each link
is bonded with a relation r and a particular time t.
Thus, we can denote a temporal link as t

r(es, eo).

1See Appendix A for more details.
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Definition 2. (Temporal path). A temporal path P
is a combination of several temporal links that are
sequentially connected from subject entity to object
entity. We denote a temporal path P as

t1
r1
(e1, e2) ∧ t2

r2
(e2, e3) ∧ · · ·tℓrℓ(eℓ, eℓ+1) , (1)

or
∧ℓ

i=1
ti
ri
(ei, ei+1) for short, where e1, e2, · · ·el+1

are sequentially connected to form a chain, and ℓ is
the path length. We take e1 and el+1 as the origin
and the destination of the path respectively, and
use P(i) to denote the temporal link ti

ri
(ei, ei+1) of

the i-th step in P .2

For the extrapolation setting, a non-increasing
temporal path fashion has been applied in recent
works (Han et al., 2021a; Liu et al., 2022), and
requires t1 ≥ t2 ≥ · · ·tℓ ≥ tℓ+1. In this paper, we
are not going to follow the non-increasing setup.
For a query q = (eq, rq, ?, tq), we require each ti
in a temporal path P to satisfy ti < tq such that
we only use information from the past to predict
the future, but have no restrictions to the chrono-
logical orders among t1, t2, · · · tl, i.e. we can have
ti < ti+1, ti = ti+1 or ti > ti+1. This relaxation
provides more temporal paths deriving from the
temporal background, enabling us to utilize more
information for reasoning. Further discussions for
this can be found in Appendix H.

For the interpolation setting, we mainly focus
on how to find the missing object entity from the
given subject entity eq and indeed we ignore any

time constraints. For a temporal link ti
ri
(ei, ei+1)

in the temporal background, whether it is before
or after tq, we can include it in a temporal path as
long as it has been known to us.

4.2 Relative Time Encoding on Temporal
Links

We adopt relative time encoding and focus on
the impact of a certain temporal link in the tem-
poral path on a query. For each temporal link
ti
ri
(ei, ei+1), we first obtain the relative time

∆ti = ti − tq. Notice that a temporal link itself is
query-independent, but the obtained relative time
∆ti is query-dependent. For the extrapolation set-
ting, there is always an inequality ∆ti < 0 since
ti < tq. But for the interpolation setting, ∆ti < 0,

2An illustration of temporal paths and temporal links is
shared in Appendix B.

∆ti = 0 and ∆ti > 0 are all possible since there is
no restriction on the order of ti and tq.

As mentioned by Zhu et al. (2021a), many facts
have occurred repeatedly throughout history, such
as economic crises that occur every seven to ten
years (Korotayev and Tsirel, 2010). We pay close
attention to the periodic property as well as the
non-periodic property of time. We then extend the
idea of periodic and non-periodic time vectors (Li
et al., 2022a) to a relative time encoding fashion:

hp
ti

= sin(ωp∆ti + φp)

hnp
ti

= ωnp∆ti + φnp ,
(2)

where ωp, φp, ωnp, φnp are learnable parameters,
sin() denotes the sine function, and the obtained
hp
ti

and hnp
ti

are the periodic and the non-periodic
relative time vectors, respectively. For the periodic
vector hp

ti
, the frequency ωp and the phase shift φp

reflect the periodic property. For the non-periodic
vector hnp

ti
, ωnp acts as a velocity vector (Han et al.,

2020) indicating the temporal evolving dynamics.
Finally, we combine both periodic and non-

periodic properties to design our relative time em-
bedding as:

hti = hp
ti
+ hnp

ti
, (3)

where we use the same embedding dimension d for
hp
ti

, hnp
ti

and hti .

4.3 Recursive Encoding on Temporal Paths

In Section 3.2, we have mentioned the idea of
Bellman-Ford-based recursive encoding. Now, we
start from the query and introduce our recursive
encoding on temporal paths for TKG reasoning.

Basic Design Our recursive encoding on tempo-
ral paths aims to encode the destination entities of
various temporal paths. And the basic idea is: Once
the representations of the destination entities of all
the (ℓ− 1)-length paths are ready, we can combine
them with the link P(l) to encode the destination
entities of the ℓ-length paths.

For a query q = (eq, rq, ?, tq), our recursive
encoding is query-specific, and we start with the
query entity eq. Initially, we can only reach the
original entity eq, so we initialize h0

eq = 0 and the
entity set E0eq = {eq}. In the ℓ-th step, we collect
all the ℓ-length temporal paths from temporal back-
ground based on eq, and update Eℓeq with the des-
tination entities. We utilize D(Peq) to denote the
destination entity set of the temporal paths Peq , and
Peq ,(ℓ) to denote the set of links of the ℓ-th step in
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Peq . Thus, we actually have Eℓeq = Eℓ−1
eq ∪ D(Peq)

for ℓ > 1.
Then, the message is passed along temporal

paths Peq from es to eo, where t
r(es, eo) ∈ Peq ,(l).

And we can get the representations for all eo ∈
D(Peq) for ℓ = 1, 2, · · ·L by:

hℓ
eo = δ

(
W ℓ

∑
Peq,(ℓ)

ϕ
(
hℓ−1

es ,hℓ
r,ht

))
, (4)

where δ denotes an activation function, W ℓ ∈
Rd×d is a learnable parameter, ϕ() denotes a func-
tion to compute and process the messages, hℓ

r is the
embedding for relation r in the ℓ-th step, and ht is
a result of the relative time encoding that we have
introduced in Section 4.2. The proposed recursive
encoding algorithm is shown in Algorithm 1.3

Algorithm 1 The Proposed Recursive Encoding Algo-
rithm
Input: A temporal knowledge graph G, a query q =

(eq, rq, ?, tq), the maximum length L
Output: The query-specific entity representations
1: initialize h0

eq = 0 and the entity set E0eq = {eq};
2: for ℓ = 1, 2, · · ·L do
3: collect all the ℓ-length temporal paths and update

Eℓeq with the destination entity set D(Peq );
4: message passing along temporal paths Peq from

es ∈ D(Peq,(ℓ−1)) to eo ∈ D(Peq,(ℓ)):

hℓ
eo = δ

(
W ℓ∑

Peq,(l)
ϕ
(
hℓ−1

es ,hℓ
r,ht

))
,

5: end for
6: assign hL

ea = 0 for all ea /∈ ELeq ;
7: return hL

ea for all ea ∈ E .

Message Passing We then give a detailed descrip-
tion of the message passing along temporal paths
from es to eo.

Given a quadruple (es, r, eo, t) in temporal
ground, we can transform it to a temporal link
t
r(es, eo). We take the message as a combination
of the query-specific representation of es learned
in the (ℓ− 1)-th recursive encoding step, the repre-
sentation of r, and the representation of t:

M(es,r,eo,t)|q = hℓ−1
es + hℓ

r + ht , (5)

Note that we use the same embedding dimension d
for hℓ−1

es , hℓ
r, hℓ

rq and ht.
Then, we utilize an attention-based mechanism

to weigh the message. Inspired by graph attention
networks (Velickovic et al., 2018), we first take a
concatenation operation on hℓ−1

es , hℓ
r, hℓ

rq and ht to
get

U(es,r,eo,t)|q = concat[hℓ−1
es (eq, rq, tq)||hℓ

r||hℓ
rq ||ht] ,

(6)
3The time complexity is O(|E|d+ |V|d2), where |E| and

|V| denote the number of entities and relations respectively.

where U(es,r,eo,t)|q ∈ R4d is the concatenated re-
sult. Then, the attention weight for the message
can be defined as

αℓ
(es,r,eo,t)|q = σ

(
(wℓ

α)
TReLU(W ℓ

α ·U(es,r,eo,t)|q)
)
,

(7)

where wℓ
α ∈ Rda , W ℓ

α ∈ Rda×4d are learnable
parameters for attention (da is the dimension for
attention). Just like (Zhang and Yao, 2022), we
use the Sigmoid function σ rather than the Softmax
function to ensure multiple temporal links can be
selected in the same recursive step.

Aggregation With messages and the weights ob-
tained, we take an aggregation operation on mes-
sages along different temporal links in various tem-
poral paths, by means of a weighted sum of mes-
sages. For the ℓ-th recursive step, our encoded
representation is specified as

hℓ
eo = δ

(
W ℓ

∑
Peq,(ℓ)

αℓ
(es,r,eo,t)|q ·M(es,r,eo,t)|q

)
.

(8)

So far, we have provided a detailed version of
our recursive encoding function (also see a gen-
eral version in Equation 4) for each recursive step
ℓ = 1, 2, · · ·L. After L recursive steps, the rep-
resentation of each entity inside various L-length
temporal paths (starting from eq) can be learned
step by step. We assign hL

ea(eq, rq, tq) = 0 for
all ea /∈ ELeq . For each entity ea ∈ E , we finally
get its representation hL

ea after L-length recursive
encoding process.

4.4 Reasoning on Temporal Paths
Then, we can leverage the learned representations
to measure the quality of temporal paths to reason.

Neural based Scoring To accomplish neural-
symbolic reasoning, we take a neural-based scoring
first and use a simple scoring function to compute
the likelihood for each candidate answer entity ea:

f (q, ea) = wThL
ea(eq, rq, tq) , (9)

where w ∈ Rd is a parameter for scoring.
And for training loss, we use a multi-class log-

loss function to train the neural networks for our
TKG Reasoning, which has been proven effective
(Lacroix et al., 2018; Zhang and Yao, 2022):

L =
∑

(q,ea)∈Ttrain

(
−f (q, ea) + log

(∑

∀e∈E
ef(q,e)

))
,

(10)

where Ttrain is set of training queries, and
∑

∀e∈E
is for all the quadruples w.r.t. the same query q.
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Symbolic Reasoning As for our symbolic rea-
soning, we target both the suitable temporal path
and its destination entity. Using mi to denote the
i-th intermediary entity, our reasoning can be ex-
pressed as

t1
r1
(eq,m1) ∧ t2

r2
(m1,m2) ∧ · · ·tLrL(mL−1, ea)

→ tq
rq
(eq, ea) ,

(11)

where the left part of→ denotes a temporal path
composed of L sequentially connected temporal
links, and the right part is the link we aim to infer.

We use Aℓ
eq ∈ {0, 1}

Nℓ×Nℓ to denote the adja-
cent matrix of the ℓ-th step in the set of L-length
paths Peq starting from eq, i.e. Peq ,(ℓ), where Nℓ is
the number of entities involved for ℓ = 1, 2, · · ·L.
If t1

r1
(eq,m1) ∧ t2

r2
(m1,m2) ∧ · · ·tLrL(mL−1, ea)→

tq
rq
(eq, ea) holds, ideally there exists a suitable path
P⋆:

P⋆ = β1A1
eq ⊗ β2A2

eq · · · ⊗ βLAL
eq . (12)

where βℓ ∈ {0, 1}Nℓ×Nℓ is the choice of links for
step ℓ.

From Equation 6 and 7, we can know the learned
αℓ
(es,r,eo,t)|q = MLP ℓ(es, r, eq, rq,∆t), and ab-

breviate it as αℓ. Our recursive encoding provides

argmax
Θ

Score(P) = α1A1
eq ⊗ α2A2

eq · · · ⊗ αLAL
eq ,

(13)

where Score(P) is the score of the path P obtained
by Equation 9. Based on universal approximation
theorem (Hornik, 1991), there exists a set of param-
eters Θ that can learn αℓ ≃ βℓ, to make P ≃ P⋆.
Note that multiple temporal paths may lead to the
same destination. In such cases, the score can be
regarded as a comprehensive measure of the vari-
ous reasoning paths. Case-based analysis on this
can be found in Section 5.4.

To summarize, our temporal path-based reason-
ing first collects temporal paths from the temporal
background, then scores the destination entities of
various temporal paths by attention-based recur-
sive encoding, and lastly takes the entity with the
highest score as the reasoning answer.

5 Experiments

5.1 Evaluation Protocol

Link prediction task that aims to infer incomplete
time-wise fact with a missing entity ((s, r, ?, t)
or (?, r, o, t)) is adopted to evaluate the proposed

model for both interpolation and extrapolation rea-
soning over TKGs. During inference, we follow the
same procedure of Xu et al. (2020) to generate can-
didates. For a test sample (s, r, o, t), we first gen-
erate candidate quadruples set C = {(s, r, o, t) :
o ∈ E} ∪ {(s, r, o, t) : s ∈ E} by replacing s or
o with all possible entities, and then rank all the
quadruples by their scores (Equation 9). We use
the time-wise filtered setting (Xu et al., 2019; Goel
et al., 2020) to report the experimental results.

We use ICEWS14, ICEWS05-15 (García-Durán
et al., 2018), YAGO11k (Dasgupta et al., 2018) and
WIKIDATA12k (Dasgupta et al., 2018) datasets
for interpolation reasoning evaluation, and use
ICEWS14 (García-Durán et al., 2018), ICEWS18
(Jin et al., 2020), YAGO (Mahdisoltani et al., 2015)
and WIKI (Leblay and Chekol, 2018) for extrapola-
tion.4 The performance is reported on the standard
evaluation metrics: the proportion of correct triples
ranked in the top 1, 3 and 10 (Hits@1, Hits@3,
and Hits@10), and Mean Reciprocal Rank (MRR).
All of them are the higher the better. For all exper-
iments, we report averaged results across 5 runs,
and we omit the variance as it is generally low.

5.2 Main Results

5.2.1 Interpolation Reasoning
Due to space limitations, we share the experimen-
tal details in Appendix D. Table 1 shows the re-
sults of the interpolation TKG Reasoning on link
prediction over four experimented datasets where
the proposed TPAR continuously outperforms all
baselines across all metrics. We specifically com-
pare our proposed TPAR with another GNN-based
method, T-GAP (Jung et al., 2021), which samples
a subgraph from the whole TKG for each node. In
contrast, our TPAR recursively traverses the entire
graph based on previously visited nodes to collect
temporal paths. Our experimental results show
that TPAR outperforms T-GAP across all evalua-
tion metrics on the ICEWS14 and ICEWS05-15
datasets. This can be attributed to TPAR’s ability
to capture the temporal information of the entire
graph and generate longer paths, which leads to
more accurate and comprehensive TKG reasoning.

5.2.2 Extrapolation Reasoning
Experimental details for Extrapolation reasoning
are shown in Appendix E. Table 2 presents the
results of the extrapolation TKG reasoning on

4More details for datasets can be found in Appdendix C.
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Interpolation
ICEWS14 YAGO11k ICEWS05-15 WIKIDATA12k

Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR
TTransE 7.4 - 60.1 25.5 2.0 15.0 25.1 10.8 8.4 - 61.6 27.1 9.6 18.4 32.9 17.2
HyTE 10.8 41.6 65.5 29.7 1.5 14.3 27.2 10.5 11.6 44.5 68.1 31.6 9.8 19.7 33.3 18.0
TA-DistMult 36.3 - 68.6 47.7 10.3 17.1 29.2 16.1 34.6 - 72.8 47.4 12.2 23.2 44.7 21.8
ATiSE 43.6 62.9 75.0 55.0 11.0 17.1 28.8 17.0 37.8 60.6 79.4 51.9 17.5 31.7 48.1 28.0
TeRo 46.8 62.1 73.2 56.2 12.1 19.7 31.9 18.7 46.9 66.8 79.5 58.6 19.8 32.9 50.7 29.9
TComplEx 53 66 77 61 12.7 18.3 30.7 18.5 59 71 80 66 23.3 35.7 53.9 33.1
T-GAP 50.9 67.7 79.0 61.0 - - - - 56.8 74.3 84.5 67.0 - - - -
TELM 54.5 67.3 77.4 62.5 12.9 19.4 32.1 19.1 59.9 72.8 82.3 67.8 23.1 36.0 54.2 33.2
RotateQVS 50.7 64.2 75.4 59.1 12.4 19.9 32.3 18.9 52.9 70.9 81.3 63.3 20.1 32.7 51.5 30.2
TGoemE++ 54.6 68.0 78.0 62.9 13.0 19.6 32.6 19.5 60.5 73.6 83.3 68.6 23.2 36.2 54.6 33.3
TPAR (Ours) 57.03 69.74 80.41 65.07 17.35 25.14 37.42 24.12 62.17 75.29 85.86 69.33 25.05 38.68 54.79 34.89

Table 1: Interpolation TKG Reasoning results (in percentage) on link prediction over four experimented datasets.

Extrapolation
ICEWS14 YAGO ICEWS18 WIKI

Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR
RE-NET 30.11 44.02 58.21 39.86 58.59 71.48 86.84 66.93 19.73 32.55 48.46 29.78 50.01 61.23 73.57 58.32
CyGNeT 27.43 42.63 57.90 37.65 58.97 76.80 86.98 68.98 17.21 30.97 46.85 27.12 47.89 66.44 78.70 58.78
TANGO - - - - 60.04 65.19 68.79 63.34 18.68 30.86 44.94 27.56 51.52 53.84 55.46 53.04
xERTE 32.70 45.67 57.30 40.79 80.09 88.02 89.78 84.19 21.03 33.51 46.48 29.31 69.05 78.03 79.73 73.60
RE-GCN 31.63 47.20 61.65 42.00 78.83 84.27 88.58 82.30 22.39 36.79 52.68 32.62 74.50 81.59 84.70 78.53
TITer 32.76 46.46 58.44 41.73 80.09 89.96 90.27 87.47 22.05 33.46 44.83 29.98 71.70 75.41 76.96 73.91
CEN 32.08 47.46 61.31 42.20 - - - - 21.70 35.44 50.59 31.50 75.05 81.90 84.90 78.93
TLogic 33.56 48.27 61.23 43.04 - - - - 20.54 33.95 48.53 29.82 - - - -
TIRGN 33.83 48.95 63.84 44.04 84.34 91.37 92.92 87.95 23.19 37.99 54.22 33.66 77.77 85.12 87.08 81.65
RPC 34.87 49.80 65.08 44.55 85.10 92.57 94.04 88.87 24.34 38.74 55.89 34.91 76.28 85.43 88.71 81.18
TPAR (Ours) 36.88 52.28 65.89 46.89 89.67 92.93 94.60 91.53 26.58 39.27 56.94 35.76 79.85 87.04 88.96 83.20

Table 2: Extrapolation TKG Reasoning results (in percentage) on link prediction over four experimented datasets.

link prediction across four different datasets. No-
tably, we compare TPAR with two SOTA meth-
ods, namely, the neural network-based RPC (Liang
et al., 2023) and the symbolic-based TLogic (Liu
et al., 2022). Our results show that TPAR outper-
forms all baselines, underscoring the benefits of
combining neural and symbolic-based approaches
for TKG reasoning.

5.3 Analysis on Pipeline Setting

To test the hypothesis that completing missing
knowledge about the past can enhance the accu-
racy of predicting future knowledge, we design a
novel experimental pipeline. Building upon the
facts within the known time range, we sample a
ratio of facts to train interpolation, while the other
unsampled facts have either the subject entity or the
object entity masked, forming incomplete quadru-
ples. Specifically, we have three settings: set the
ratio to 60% for Setting A, 70% for Setting B, and
80% for Setting C.5 The lower the ratio, the more
incomplete facts need to be interpolated first.

The pipeline involves first completing these in-
complete quadruples through interpolation, and
subsequently predicting future events. Baselines:
Since there are currently no existing methods capa-
ble of both interpolation and extrapolation, we as-
semble SOTA interpolation and extrapolation meth-

5See Appendix F for full pipeline setting details.

Interpolation Extrapolation
Setting

A (Ratio: 60%) B (Ratio: 70%) C (Ratio: 80%)

TELM TLogic 40.88 41.55 42.09

$ TLogic 41.85 41.88 42.18

RotateQVS TIRGN 40.86 42.35 42.78

$ TIRGN 42.53 43.68 43.69

TPAR TPAR 44.56 46.07 46.66

$ TPAR 43.86 45.49 36.36

Table 3: MRR performance of the pipeline setting on
ICEWS 14.

ods6, and get two combinations: a) TELM and
TLogic, b) RotateQVS and TIRGN.

The experimental results in Table 37 show two
key observations: a) For both of the SOTA combi-
nation baselines, employing the pipeline (interpola-
tion followed by extrapolation) leads to a reduction
in extrapolation performance compared to straight-
forward extrapolation. And this reduction in the
effect is gradually alleviated as the ratio increases
from 60% to 80%. We believe that this could be
attributed to the fact that the newly acquired knowl-
edge from interpolation may contain errors, which
have the potential to propagate and amplify in sub-
sequent extrapolation. As the amount of newly
acquired knowledge decreases, the likelihood of
introducing errors into the system also diminishes.

6For fairness, we do not use TGoemE++ and RPC as they
have not made their code publicly available.

7See Table 5 for the more detailed results.
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(a) Interpolation for the maximum length L = 2.

(b) Extrapolation for the maximum length L = 3.

Figure 2: Path interpretations of TKG reasoning on
ICEWS14 test set. Dashed lines mean inverse relations.

b) In all three settings, our TPAR with pipeline out-
performs the straightforward extrapolation results,
which demonstrates the superiority of our TPAR
model to effectively integrate interpolation and ex-
trapolation as a unified task for TKG reasoning.

5.4 Case Study: Path Interpretations

Benefiting from the neural-symbolic fashion, we
can interpret the reasoning results through tempo-
ral paths. Following local interpretation methods
(Zeiler and Fergus, 2014; Zhu et al., 2021b), we ap-
proximate the local landscape of our TPAR with a
linear model over the set of all paths, i.e., 1st-order
Taylor polynomial. Thus, the importance of a path
can be defined as its weight in the linear model and
can be computed by the partial derivative of the
prediction w.r.t. the path. Formally, top-k temporal
path interpretations for f(q, ea) are defined as

P1, P2, ..., Pk = top-k
P∈Peqea

∂f(q, ea)

∂P
, (14)

where Peqea denotes the set of all temporal paths
starting from eq to ea.

Fig. 2 illustrates the path interpretations of TKG
reasoning for both two settings on the ICEWS14
test set. While users may have different insights

(a) Interpolation (b) Extrapolation

Figure 3: Performance w.r.t. sparsity ratio on ICEWS14.

towards the visualization, here are our understand-
ings: 1) In Fig. 2(a), for the interpolation setting,
when we need to reason about the fact that hap-
pened on tq =2014-02-14, we can use the path
formed by the links before or after tq. 2) For the
extrapolation of Fig. 2(b), we do not strictly impose
a chronological order constraint on the links in the
path, ensuring that the paths used in our reasoning
can be as rich as possible. 3) Multiple different
temporal paths may lead to the same reasoning des-
tination, and the explanation is that a reasoning
result can have multiple evidence chains.

In addition, we conduct analyses on path lengths,
and the contents can be found in Appendix G.

5.5 Robustness Analysis

Fig.3 illustrates a performance comparison under
varying degrees of data sparsity on the ICEWS14
dataset. We compare our TPAR model with Ro-
tateQVS (Chen et al., 2022) and TELM (Xu et al.,
2021) in the interpolation setting, while TLogic
(Liu et al., 2022) and TIRGN (Li et al., 2022a)
are taken as extrapolation baselines. Our TPAR
demonstrates superior performance compared to
the other models across a wide range of data spar-
sity levels for both interpolation and extrapolation
settings. This highlights its exceptional robustness
and ability to handle sparse data effectively.

Furthermore, we conduct an analysis on the
chronological order in Appendix H, which also
demonstrates robustness to some extent.

6 Conclusion

We propose a temporal path-based reasoning
(TPAR) model with a neural-symbolic fashion that
can be applied to both interpolation and extrapola-
tion TKG Reasoning settings in this paper. Intro-
ducing the Bellman-Ford Algorithm and a recursive
encoding method to score the destination entities
of various temporal paths, TPAR performs robustly
on uncertain temporal knowledge with fine inter-
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pretability. Comprehensive experiments demon-
strate the superiority of our proposed model for
both settings. A well-designed pipeline experiment
further verified that TPAR is capable of integrating
two settings for a unified TKG reasoning.

7 Limitations

We identify that there may be some possible limita-
tions in this study. First, our reasoning results are
dependent on the embeddings learned by the pro-
posed (Bellman-Ford-based) recursive encoding
algorithm, where the selection of hyperparameters
may have a significant impact on the reasoning
results. Further, we can explore additional neural-
symbolic reasoning approaches, expanding beyond
the current neural-driven symbolic fashion. Sec-
ond, the reasoning process relies on attention mech-
anisms, but it has been pointed out (Sui et al., 2022)
that existing attention-based methods are prone to
visit the noncausal features as the shortcut to pre-
dictions. In future work, we will try to focus on re-
searching causal attention mechanisms for a more
solid comprehension of the complicated correla-
tions between temporal knowledge.
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A Bellman-Ford Shortest Path Algorithm

Algorithm 2 The Bellman-Ford Shortest Path Al-
gorithm

Input: A graph G with n nodes, the edge set E,
the source node s

Output: The distance from node s to any node in
the graph

1: d(0) ← [+∞,+∞, ...,+∞]
2: d(0)[s]← 0
3: for i = 1 to n− 1 do
4: d(i) ← d(i−1)

5: for each edge (u, v) ∈ E do
6: d(i)[v]← min

{
d(i)[v], d(i−1)[u] + w(u, v)

}

7: end for
8: end for
9: return d(n−1)

The Bellman-Ford shortest path algorithm (Ford,
1956; Bellman, 1958; Baras and Theodorakopou-
los, 2010), founded by Richard Bellman and Lester
Ford, is an efficient algorithm for searching the
shortest path from the starting point to each node
in a graph. The details are shown in Algorithm 2.
And the basic idea is: For a graph with n nodes, the
shortest path between two nodes in the graph can
contain at most n− 1 edges. Then, we can perform
n − 1 times of relaxation operations recursively
on the graph to obtain the shortest path from the
source node to all nodes in the graph.

B An Illustration of Temporal Paths and
Temporal Links

Figure 4: An illustration of temporal paths and temporal
links.

Fig. 4 illustrates some temporal paths
and temporal links. For example, t1

r1
(e1, e2)

is a temporal link pointing from e1 to e2,
while t2

r2
(e1, e3) ∧ t5

r5
(e3, e4) ∧ t7

r7
(e4, e6) and

t1
r1
(e1, e2) ∧ t3

r3
(e2, e5) ∧ t6

r6
(e5, e6) are two distinct

temporal paths from e1 to e6.

C Benchmark Datasets

C.1 Interpolation datasets

To evaluate our proposed TKG Reasoning
method, we perform link prediction task on
four widely-used interpolation datasets, namely
ICEWS14, ICEWS05-15 (García-Durán et al.,
2018), YAGO11k (Dasgupta et al., 2018) and
WIKIDATA12k (Dasgupta et al., 2018).8 The left
half of Table 4 summarizes the details of the four
interpolation datasets that we use.

ICEWS (Lautenschlager et al., 2015) is a repos-
itory containing political events with a specific
timestamp. ICEWS14 and ICEWS05-15 (García-
Durán et al., 2018) are two subsets of ICEWS cor-
responding to facts from 1/1/2014 to 12/31/2014
and from 1/1/2005 to 12/31/2015. YAGO11k and
WIKIDATA12k (Dasgupta et al., 2018) are subsets
of YAGO3 (Mahdisoltani et al., 2015) and WIKI
(Erxleben et al., 2014), where time annotations are
represented as time intervals. We derive the two
datasets from HyTE (Dasgupta et al., 2018) to ob-
tain the same year-level granularity by dropping the
month and date information. And the characteristic
of a dataset used for the interpolation is disorderly
arrangement, which means that it is random and
not sorted according to time.

C.2 Extrapolation datasets

The right half of Table 4 summarizes the details of
the four extrapolation datasets that we use, namely
ICEWS14 (García-Durán et al., 2018), ICEWS18
(Jin et al., 2020), YAGO (Mahdisoltani et al., 2015)
and WIKI (Leblay and Chekol, 2018).9 ICEWS14
(García-Durán et al., 2018) and ICEWS18 (Jin
et al., 2020) are two subsets of ICEWS (Laut-
enschlager et al., 2015) corresponding to facts
from 1/1/2014 to 12/31/2014 and from 1/1/2018 to
10/31/2018. We drop the month and date informa-
tion of YAGO and WIKI here for ease of process-
ing and to obtain the same year-level granularity
as (Jin et al., 2020). Compared to the interpolation
datasets (see the left half of Table 4), the facts in
the four datasets for extrapolation are arranged in
ascending order according to time. For the purpose

8All of the four interpolation datasets can be downloaded
from https://github.com/soledad921/ATISE.

9All of the four extrapolation datasets can be downloaded
from https://github.com/Lee-zix/RE-GCN.
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Dataset
Interpolation Extrapolation

ICEWS14 YAGO11k ICEWS05-15 Wikidata12k ICEWS14 ICEWS18 YAGO WIKI
Entities 7,128 10,623 10488 12554 6,869 23,033 10,623 12,554
Relations 230 10 251 24 230 256 10 24
Train 72,826 16,408 386,962 32,497 74,845 373,018 161,540 539,286
Validation 8,941 2,050 46,275 4,062 8,514 45,995 19,523 67,538
Test 8,963 2,051 46,092 4,062 7,371 49,545 20,026 63,110
Time granularity 24 hours 1 year 24 hours 1 year 24 hours 24 hours 1 year 1 year

Table 4: Statistics of our experimented datasets for both interpolation setting and extrapolation setting.

of extrapolation, we follow Han et al. (2021a) and
split each dataset into three subsets by time, ensur-
ing (time of training set) < (time of validation set)
< (time of test set). Thus, we can smoothly use past
knowledge (facts in the training set) to predict the
future.

Some recent works have shown that the time-
unwise filtered setting (Bordes et al., 2013) may
probably get incorrect higher ranking scores (Li
et al., 2021), and that the time-wise filtered setting
(Xu et al., 2019; Goel et al., 2020) is more suit-
able for TKG Reasoning since it ensures the facts
which do not appear at time t are still considered as
candidates for evaluating the given test quadruple
(Xu et al., 2020). Therefore, we use the time-wise
filtered setting (Xu et al., 2019; Goel et al., 2020)
to report the experimental results.

D Experimental Details for Interpolation
Reasoning

D.1 Setup

In this setting, we split each dataset into three sub-
sets: a training set Ttrain, a validation set Tvalid and
a test set Ttest.

For training, we further split the training set
Ttrain into two parts: the fact set Ftrain including
3/4 of the training quadruples used to extract tem-
poral paths, and the query set Qtrain including the
other 1/4 of the training quadruples used as queries.
Thus, we can train our model by using temporal
paths collected by Ftrain to answer queries inQtrain.

For verification and testing, we accomplish rea-
soning by answering queries derived from the val-
idation set and test set, where the whole training
set Ttrain is prepared to extract and collect temporal
paths. Since the entire training set is known to us
and we do not use any data from validation or test
set during the training process, we can ensure that
there is no data leakage issue.

D.2 Baselines

For interpolation TKG Reasoning baselines, we
consider TTransE (Leblay and Chekol, 2018),
HyTE (Dasgupta et al., 2018), TA-DistMult
(García-Durán et al., 2018), ATiSE (Xu et al.,
2019), and TeRo (Xu et al., 2020), TComplEx
(Lacroix et al., 2020), T-GAP (Jung et al., 2021),
TELM (Xu et al., 2021), RotateQVS (Chen et al.,
2022) and TGeomE++ (Xu et al., 2023).

D.3 Hyperparameter

To seek and find proper hyperparameters, we uti-
lize a grid search empirically over the following
ranges for all four datasets: embedding dimension
d in {32, 64, 128}, learning rate in [10−5, 10−3],
dimension for attention da in [3, 4, 5], dropout in
[0.1, 0.2, 0.3], batch size in [5, 10, 20, 50], the max-
imum length of temporal paths L in [3, 4, 5], acti-
vation function δ in [identity, tanh, ReLU], and the
optimizer we use is Adam.

And we have found out the best hyperparame-
ters combination as follows: for ICEWS14, we set
learning rate as 0.0003, batch size as 10, and δ as
identity; for ICEWS05-15, we set learning rate
as 0.00005, batch size as 5, and δ as identity; for
YAGO11k, we set learning rate as 0.00005, batch
size as 20, and δ as ReLU ; for WIKIDATA12k, we
set learning rate as 0.00002, batch size as 20, and
δ as ReLU ; and for all of four datasets, we choose
L as 5, da as 5, dropout as 0.2, and d as 128.

E Experimental Details for Extrapolation
Reasoning

E.1 Setup

In this setting, first of all, we need to arrange each
dataset in ascending order according to time. In
addition to the same splitting operation as in Sec-
tion D.1, we need to ensure: (time of training set)
< (time of validation set) < (time of test set). Since
some entities and relations in the validation or test
set may not have appeared in the training set, our
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extrapolation setting can actually be seen as an
inductive inference (Sun et al., 2021).

We use the ground truths for our extrapolation
TKG Reasoning, as is the case with many previous
methods (Jin et al., 2020; Li et al., 2021; Sun et al.,
2021). Specifically, for all of the training, valida-
tion and testing, we predict future events assuming
ground truths of the preceding events are given at
inference time (Han et al., 2021a).

E.2 Baselines

For extrapolation TKG Reasoning baselines, we
consider RE-NET (Jin et al., 2020), CyGNeT (Zhu
et al., 2021a), TANGO (Han et al., 2021b), xERTE
(Han et al., 2021a), RE-GCN (Li et al., 2021),
TITer (Sun et al., 2021), CEN (Li et al., 2022b),
TLogic (Liu et al., 2022), TIRGN (Li et al., 2022a)
and RPC (Liang et al., 2023).

E.3 Hyperparameter

A grid search has been taken empirically for the
extrapolation TKG Reasoning on the same hyper-
parameter ranges as in Section D.3. And we have
found out the best hyperparameters combination
as follows: for ICEWS14, we set learning rate
as 0.0003, batch size as 10, d as 128, and δ as
identity; for ICEWS18, we set learning rate as
0.00005, batch size as 5, d as 64, and δ as ReLU ;
for YAGO, we set learning rate as 0.00003, batch
size as 10, d as 64, and δ as identity; for WIKI, we
set learning rate as 0.00003, batch size as 5, d as
64, and δ as identity; and for all of four datasets,
we choose L as 5, da as 5, and dropout as 0.2.

F Details of the Pipeline Setting

To conduct our experimental pipeline, we sample a
certain ratio (60% for Setting A, 70% for Setting
B, and 80% for Setting C) of facts to train inter-
polation, while the other unsampled facts serve to
provide incomplete quadruples (with either the sub-
ject entity or object entity masked) to be completed.
The completed quadruples are then treated as new
knowledge. Finally, the newly acquired knowledge
from interpolation could be combined with the in-
terpolation training set, ordered chronologically,
and used as the training set for downstream (ex-
trapolation) tasks, with the test set of the standard
extrapolation dataset used to evaluate experimental
results.

The process of the proposed pipeline can be seen
in Table 6.

Ratio Inter- Extra- MRR Hits@1 Hits@3 Hits@10
60% - TLogic 41.85 32.51 47.05 59.58
60% TELM TLogic 40.88 31.66 45.86 58.69
60% - TIRGN 42.53 32.04 48.10 62.16
60% RotateQVS TIRGN 40.86 30.24 45.78 61.63
60% - TPAR 43.86 33.81 49.04 62.83
60% TPAR TPAR 44.56 34.68 49.68 63.32
70% - TLogic 41.88 32.51 46.91 59.97
70% TELM TLogic 44.55 32.29 46.55 59.53
70% - TIRGN 43.68 33.23 48.99 63.59
70% RotateQVS TIRGN 42.35 31.87 47.78 62.25
70% - TPAR 45.49 35.69 50.33 64.30
70% TPAR TPAR 46.07 35.92 51.06 65.02
80% - TLogic 42.18 32.81 47.27 60.18
80% TELM TLogic 42.09 32.69 47.31 59.78
80% - TIRGN 43.69 32.97 49.10 64.28
80% RotateQVS TIRGN 42.78 32.15 48.06 63.14
80% - TPAR 46.36 36.42 51.34 65.45
80% TPAR TPAR 46.66 36.68 51.82 65.54

Table 5: A detailed version of Table 3.

The detailed results of the pipeline setting can
be found in Table 5, where a concise version has
been shown in Table 3 in Section 5.3.

G Analysis on Path Length

Figure 5: The MRR performance with different maxi-
mum path lengths for the extrapolation reasoning on the
ICEWS14 test set.

Fig. 5 displays the MRR performance with dif-
ferent maximum path lengths for the extrapolation
reasoning on ICEWS14 test set. We compare our
TPAR with the symbolic method TLogic (Liu et al.,
2022), where the maximum length L means it con-
tains all lengths not exceeding L (L = 1, 2, · · · 5).

As the maximum length L increases, a greater
number of temporal links are covered and can pro-
vide more detailed information. However, this also
makes it more challenging to learn and reason with
this information. The results demonstrate that the
performance of TLogic decreases for L values of 4
or higher. In contrast, when L is too small, such as
L ≤ 2, our TPAR approach struggles to perform
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Step 1
(Interpolation)

Inputs: A ratio (denoted as r) of known facts sampled from G, denoted as rG.
Queries: The other unsampled facts (1− r)G with either the subject or the

object entity masked.
Outputs: Newly acquired facts Gnew by completing the queries.

Step 2
(Extrapolation)

Inputs: The basic rG, and the newly acquired Gnew.
Queries: The standard extrapolation test set.
Outputs: Performance evaluation.

Table 6: The process of the proposed pipeline.

well due to the limited amount of information en-
coded in these short temporal paths. An interesting
discovery can be made: For symbolic TLogic, a
balance needs to be struck between the richness of
the information contained and the ability to effec-
tively learn from it. However, our TPAR appears to
alleviate this issue, as neural-symbolic reasoning is
more tolerant of ambiguous and noisy data.

Length Hits@1 Hits@3 Hits@10 MRR
1 10.03 10.45 10.58 10.32
2 10.39 11.06 11.45 10.84
3 15.13 22.03 32.16 21.03
4 15.59 22.56 33.15 21.62
5 17.35 25.14 37.42 24.12

Table 7: Performance of our proposed TPAR with dif-
ferent maximum path lengths for the interpolation rea-
soning on the YAGO11k test set.

We also take a similar study on the interpolation
reasoning, and Table 7 illustrates the performance
of our proposed TPAR with different maximum
path lengths for the interpolation reasoning on the
YAGO11k test set. As the length increases, all
metrics of our TPAR have significantly improved.

H Analysis on Chronological Order

Model TLogic TPAR
Chronological Order # ! # !

ICEWS14

Hits@1 32.60 33.56 36.88 36.02
Hits@3 47.06 48.27 52.28 51.49
Hits@10 60.06 61.23 65.89 64.30

MRR 42.02 43.04 46.89 45.77

ICEWS18

Hits@1 19.92 20.54 26.58 25.24
Hits@3 33.04 33.95 39.27 38.55
Hits@10 47.75 48.53 56.94 55.54

MRR 28.79 29.82 35.76 33.98

Table 8: An analysis on chronological order for the
extrapolation reasoning.

As discussed in Section 4.1, for extrapolation
reasoning, our TPAR does not require strict chrono-
logical order between links in a path. Alternatively,

methods like TLogic (Liu et al., 2022) demand that
all links in a path be ordered chronologically. For
example, given a path P =

t1
r1
(e1, e2)∧ t2

r2
(e2, e3)∧

t3
r3
(e3, e4), TLogic requires tq > t1 ≥ t2 ≥ t3,

while we simply require tq > ti for i = 1, 2, 3. We
conduct an analysis on the chronological order of
links in a path, and the results are shown in Table 8.
The results indicate that when chronological order
is relaxed, the performance of TLogic decreases,
while that of our TPAR increases. We believe that
by relaxing chronological order in paths, we can
gather more paths, thereby providing more infor-
mation for inference. Nonetheless, this may intro-
duce noise and uncertainty into the process, which
ultimately reduces the effectiveness of symbolic
methods such as TLogic. On the other hand, our
TPAR employs a neural-symbolic approach, which
not only mitigates the impact of these challenges
but also ensures excellent inference performance,
showcasing its strong robustness.
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