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Abstract

Sentence Representation Learning (SRL) is
a crucial task in Natural Language Process-
ing (NLP), where contrastive Self-Supervised
Learning (SSL) is currently a mainstream ap-
proach. However, the reasons behind its re-
markable effectiveness remain unclear. Specifi-
cally, many studies have investigated the simi-
larities between contrastive and non-contrastive
SSL from a theoretical perspective. Such
similarities can be verified in classification
tasks, where the two approaches achieve com-
parable performance. But in ranking tasks
(i.e., Semantic Textual Similarity (STS) in
SRL), contrastive SSL significantly outper-
forms non-contrastive SSL. Therefore, two
questions arise: First, what commonalities en-
able various contrastive losses to achieve supe-
rior performance in STS? Second, how can we
make non-contrastive SSL also effective in STS?
To address these questions, we start from the
perspective of gradients and discover that four
effective contrastive losses can be integrated
into a unified paradigm, which depends on
three components: the Gradient Dissipation,
the Weight, and the Ratio. Then, we conduct
an in-depth analysis of the roles these compo-
nents play in optimization and experimentally
demonstrate their significance for model perfor-
mance. Finally, by adjusting these components,
we enable non-contrastive SSL to achieve out-
standing performance in STS. 1

1 Introduction

Sentence Representation Learning (SRL) explores
how to transform sentences into vectors (or “em-
beddings”), which contain rich semantic informa-
tion and are crucial to many downstream tasks in
Natural Language Processing (NLP). In the era
of Large Language Models (LLMs), SRL also
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Figure 1: Average Spearman’s correlation on Semantic
Textual Similarity tasks for ineffective optimization ob-
jectives before (“ori”) and after (“mod”) modifications
under different backbones.

plays an important role in providing the embed-
ding models for Retrieval-Augmented Generation
(RAG, Gao et al., 2023). The quality of sentence
embeddings is usually measured through Transfer
tasks (TR) and Semantic Textual Similarity tasks
(STS) (Conneau and Kiela, 2018).

Contrastive Self-Supervised Learning (SSL) is
now a prevalent approach in SRL, which is intro-
duced by Gao et al. (2021) and Yan et al. (2021).
It optimizes the representation space by reducing
the distance between a sentence (or “anchor”) and
semantically similar sentences (or “positive sam-
ples”), as well as increasing the distance between
the sentence and semantically dissimilar sentences
(or “negative samples”).

While the mechanisms underlying contrastive
SSL can be intuitively understood, its effective-
ness in SRL has not been thoroughly explored.
Specifically, there are still some conflicts between
the existing conclusions: (1) In theoretical per-
spective, machine learning community has found
that contrastive SSL shares many similarities with
non-contrastive SSL (e.g. alignment & unifor-
mity (Wang and Isola, 2020), Barlow Twins (Zbon-
tar et al., 2021), and VICReg (Bardes et al.,
2022)) (Balestriero and LeCun, 2022; Tao et al.,
2022) (2) However, in practical applications, con-

14506

https://github.com/BDBC-KG-NLP/UnderstandingCSE
https://github.com/BDBC-KG-NLP/UnderstandingCSE


trastive and non-contrastive SSL show comparable
performance only in classification tasks (e.g., in
Visual Representation Learning (VRL) and TR in
SRL (Farina and Pappadopulo, 2023)). In contrast,
for ranking tasks (i.e., STS in SRL), contrastive
SSL seems be the only effective method, signif-
icantly outperforming non-contrastive SSL (Nie
et al., 2023; Klein and Nabi, 2022; Xu et al.,
2023). These inconsistent conclusions suggest that
to make the obtained representations suitable for
STS, certain unique factors must be present in the
optimization objectives, which have rarely been
explored in the existing literature.

In this work, we attempt to identify the key fac-
tors that enable contrastive SSL to be effective in
STS. Specifically, we would like to answer two
questions: (1) What commonalities enable various
contrastive losses to achieve superior performance
in STS? (2) How can we make non-contrastive SSL,
which is similar to contrastive SSL but ineffective
in STS, effective? We first analyze the commonali-
ties among four effective losses (Oord et al., 2018;
Zhang et al., 2022b; Nie et al., 2023) in SRL from
the perspective of gradients. From this analysis,
we find that all gradients can be unified into the
same paradigm, which is determined by three com-
ponents: the Gradient Dissipation, the Weight,
and the Ratio. By statistically analyzing the val-
ues of these three components under different rep-
resentation space distributions, we propose three
conjectures, each corresponding to the role of a
component in optimizing the representation space.
Subsequently, we construct a baseline model to em-
pirically validate our conjectures and demonstrate
the significance of these components to model per-
formance by varying them in the baseline.

After understanding the key factors that enable
contrastive losses to be effective, we are able to
analyze the reasons behind the poor performance
of non-contrastive SSL in STS from the perspec-
tive of three components in the paradigm. We find
that these ineffective losses do not perform as well
as effective ones across these components. There-
fore, by adjusting these components, we manage to
make them function and achieve improved model
performance in STS (refer to Figure 1).

Briefly, our main contributions are as follows:

• We propose a unified gradient paradigm for
effective losses in SRL, which is controlled by
three components: the Gradient Dissipation,
the Weight, and the Ratio (Section 2);

• We analyze the roles in optimization for each
component theoretically. Further, we propose
and validate the conjectures on their effective
roles in performing STS tasks (Section 3);

• With the guidance of our analysis results, we
modify four optimization objectives in non-
contrastive SSL to be effective in STS by ad-
justing the three components (Section 4).

2 A Unified Paradigm for Gradient

2.1 Preliminary
Given a batch of sentences {si}Ni=1, we adopt a
encoder f(·) to obtain two l2-normalized embed-
dings (i.e., hi and h′i) for two different augmented
views of sentence si. Regarding hi as the anchor,
the embedding from the same sentence (i.e., h′i) is
called the positive sample, while the embeddings
from the other sentences (i.e., hj and h′j , j ̸= i) are
called negative samples. Then, what contrastive
learning does is to increase the similarity (typically
cosine similarity) between the anchor and its pos-
itive sample and decrease the similarity between
the anchor and its negative samples.

2.2 Gradient Analysis
To understand the optimization mechanism rigor-
ously, we choose four contrastive losses used in re-
cent works and derive the gradient for them. Note
that all the loss functions have been proven to be
effective in SRL and can obtain competitive perfor-
mance based on the model architecture of SimCSE
(Gao et al., 2021).
InfoNCE (Oord et al., 2018) is a widely used con-
trastive loss introduced to SRL by ConSERT (Yan
et al., 2021) and SimCSE (Gao et al., 2021). It can
be formed as

Linfo
i = − log

eh
⊤
i h′

i/τ

∑N
j=1 e

h⊤
i h′

j/τ
,

where τ is a temperature hyperparameter. The gra-
dient of Linfo

i w.r.t hi is

∂Linfo
i

∂hi
=

∑N
j ̸=i e

h⊤
i h′

j/τ (h′j − h′i)

τ
∑N

k=1 e
h⊤
i h′

k/τ
. (1)

ArcCon (Zhang et al., 2022b) improves InfoNCE
by enhancing the pairwise discriminative power
and it can be formed as

Larc
i = − log

ecos(θii′+u)/τ

ecos(θii′+u)/τ +
∑N

j ̸=i e
h⊤
i h′

j/τ
,
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Objective Gradient Dissipation Weight Ratio

InfoNCE (2018) 1/(1 +
ecos(θii′ )/τ∑N
k ̸=i e

cos(θik′ )/τ
)

ecos(θij′ )/τ

τ
∑N

k ̸=i e
cos(θik′ )/τ

1

ArcCon (2022b) 1/(1 +
ecos(θii′+u)/τ

∑N
k ̸=i e

cos(θik′ )/τ
)

ecos(θij′ )/τ

τ
∑N

k ̸=i e
cos(θik′ )/τ

sin(θii′ + u)

sin(θii′)

MPT (2023) I{cos(θii′ )−max
k ̸=i

cos(θik′ )<m}

{
1, else

0, j ̸= argmin
k ̸=i

θik′ 1

MET (2023) I{min
k ̸=i

√
2−2 cos(θik′ )−

√
2−2 cos(θii′ )<m}




1/

√
2− 2 cos(θij′), else

0, j ̸= argmin
k ̸=i

θik′

√
1− cos(θij′)

1− cos(θii′)

Table 1: Three components of four different contrastive losses. We convert the cosine similarity (e.g., h⊤
i h

′
j) and

distance (e.g., ∥hi − h′
j∥2) into angular form (e.g., cos(θij′) and

√
2− 2 cos(θij′), respectively).

where θij = arccos(h⊤i hj) and u is a hyperparam-
eter. The gradient of Larc

i w.r.t hi is

∂Larc
i

∂hi
=

∑N
j ̸=i e

h⊤
i h′

j/τ (h′j −
sin(θii′+u)
sin(θii′ )

h′i)

τ(ecos(θii′+u)/τ +
∑N

k ̸=i e
h⊤
i h′

k/τ )
. (2)

MPT and MET (Nie et al., 2023) are two loss
functions in the form of triplet loss in SRL, which
have the same form:

Ltri
i = max(0, d(hi, h

′
i)−max

j ̸=i
d(hi, h

′
j) +m),

where m is a margin hyperparameter and d : Rd ×
Rd → R is metric function. Specifically, the only
difference among the three loss functions is d(a, b),
which is −aT b for MPT and ||a − b||2 for MET.
Similarly, we can obtain their gradient w.r.t hi:

∂Lmpt
i

∂hi
= I× (h′

j − h′
i),

∂Lmet
i

∂hi
= I×

(
h′
j

∥hi − h′
j∥2

− h′
i

∥hi − h′
i∥2

)
,

(3)

where j = argmaxh⊤i h
′
k(k ̸= i) and I is an

indicator function equal to 1 only if d(hi, h′j) −
d(hi.h

′
i) < m satisfies.

Comparing the above gradient forms, we find
that all gradients guide the anchor hi move towards
its positive sample h′i and away from its negative
samples h′j . It implies that these various forms
of loss functions have some commonalities in the
perspective of the gradient. After reorganizing the
gradient forms, we find that they can all be mapped
into a unified paradigm:

∂Li

∂hi
= GD(·)

N∑

j ̸=i

W(·)(h′j − R(·)h′i). (4)

Three components control this paradigm:

• GD(i, {hk, h′k}Nk=1) is the Gradient Dissipa-
tion term, which overall controls the magni-
tude of the gradient;

• W(i, j, {hk, h′k}Nk=1) is the Weight term,
which controls the magnitude of the contri-
bution of negative samples to the gradient;

• R(i, j, {hk, h′k}Nk=1) is the Ratio term, which
controls the magnitude of the contribution of
positive samples to the gradient;

Table 1 shows the specific form of three compo-
nents in each loss, which all have been converted
into the angular form for subsequent analysis.

3 Role of Each Component

3.1 Theoretical Analysis
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Figure 2: Average values of gradient dissipation term
under different µpos-µneg pairs for ArcCon and MET.
Appendix B shows the results for InfoNCE and MPT.

Although the above losses are unified into the
same paradigm, the specific forms of the three
components in different loss functions are various.
Therefore, we first demonstrate that their roles are
consistent despite their varied forms. To validate
this, we record the trends of each component with
the anchor-positive angle θii′ and anchor-negative
angle θij′ and confirm whether there are consistent
trends under different forms.
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Specifically, we assume that θii′ and θij′

follow normal distribution N (µpos, σ
2
pos) and

N (µneg, σ
2
neg), respectively. Based on experimen-

tal evidence, we draw µpos from [ π20 ,
π
2 ], and µneg

from [ π20 , π], with σpos fixed at 0.05 and σneg fixed
at 0.10. After validating the consistency among
different forms, we propose intuitive conjectures
regarding the roles played by each component.

3.1.1 Gradient Dissipation
To study the role of the gradient dissipation term,
we experiment with three steps: (1) For both µpos

and µneg, we divide their intervals equally into 100
parts to obtain 10,000 µpos-µneg pairs, covering all
situations of the entire optimization process; (2) For
each µpos-µneg pair, we sample 1,000 batches, each
comprising 1 sampled from θii′ and 127 sampled
from θij′ ; (3) The average value of the gradient
dissipation term is calculated across these batches.
The results are plotted in Figure 2 with heatmaps.

There are two forms of gradient dissipation: one
is implemented through fraction functions (includ-
ing InfoNCE and ArcCon), and the other is im-
plemented through indicator functions (including
MPT and MET). The results in Figure 2 show that
both the two forms of the gradient dissipation term
exhibit a similar pattern: when µpos and µneg are
close, the value is 1; when µneg is larger than µpos

to some extent, the value rapidly decreases to 0.
Intuitively, this term avoids a great distance gap be-
tween the anchor-positive and the anchor-negative
pairs. Recall that the semantic similarity is scored
on a scale from 0 to 5 in traditional STS tasks,
rather than being binary classified as similar or
dissimilar. Such a great gap may deteriorate the
performance of sentence embeddings in STS tasks.
Therefore, we propose

Conjecture 1. The effective gradient dissipation
term ensures that the distance gap between µneg

and µpos remains smaller than the situation trained
without gradient dissipation.

3.1.2 Weight
To study the role of the weight term, we also ex-
periment with three steps: (1) For µneg, we divide
its intervals equally into 100 parts, while for µpos,
we fixed its value to π

6 . Then we can obtain 100
µpos-µneg pairs to analyze the relative contribution
among the negative samples; (2) For each µpos-
µneg pair, we sample 1000 batches, each compris-
ing 1 sampled from θii′ and 127 sampled from θij′ ;
(3) The average proportion of the weight for the
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Figure 3: Variations in the average portion of the hardest
negative samples in the weight across different µneg,
under different temperatures τ .

hardest negative sample (i.e., the one with the high-
est cosine similarity to the anchor) is calculated.
The results calculated under different temperatures
are plotted in Figure 3.

There are two forms of weight: one is imple-
mented through the exponential function (includ-
ing InfoNCE and ArcCon), and the other is imple-
mented through the piecewise function (including
MPT and MET). For the piecewise-form weight,
the value is non-zero if and only if the negative
sample is the hardest. Therefore, to prove the con-
sistency between these two forms, it is only need
to examine the proportion of the hardest negative
samples in the exponential-form weight. The re-
sults show that the exponential-form weight also
becomes focused solely on the hardest negative ex-
amples during the training process, similar to the
piecewise-form weight. Therefore, we propose

Conjecture 2. The effective weight term ensures
that the hardest negative sample occupies a dom-
inant position in the gradient compared to other
negative samples.

3.1.3 Ratio
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Figure 4: Average values of three dynamic ratio terms,
The shaded areas indicate that these µpos-µneg pairs do
not occur in the actual optimization process, where the
lower part is due to gradient dissipation, and the upper
part is because there is always µpos < µneg.

The ratio term can be categorized into two types:
One is the static ratio (including InfoNCE and
MPT), keeping the value of 1; The other is the
dynamic ratio (including ArcCon and MET), with
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values dependent on θii′ and θij′ . To investigate
the value range of the dynamic ratio, we follow the
first two steps in Section 3.1.1 and calculate the
values of different dynamic ratio terms. The results
are plotted in Figure 4. As shown in the figure, the
dynamic ratio varies significantly. However, when
considering the impact of gradient dissipation and
the fact that µpos is typically smaller than µneg, it
can be found that the values of the dynamic ratio
mostly fall between 1 and 2.

There exists an interesting phenomenon where
sentence embeddings trained with ArcCon outper-
form those trained with InfoNCE, and MET does
the same for MPT (Refer to Table 3). However, as
observed in previous analyses, the gradient dissipa-
tion term and the weight term of these losses are
essentially consistent. Therefore, we believe that it
is precisely because ArcCon and MET can achieve
larger ratios during the training process that these
losses exhibit better performance, which can be
explained through the following lemma.
Lemma 1. For an anchor hi and its positive sam-
ple h′i and negative sample h′j , assume the angle
between the plane Ohih

′
i and the plane Ohih

′
j is

α. When hi moves along the optimization direction
λ(rh′i − h′j), r must satisfy

r >
1

λ
+

sin θij′ cosα

sin θii′
−
√

1

λ2
− sin2 θij′ sin

2 α

sin2 θii′
.

to ensure the distance from hi to h′i becomes closer
after the optimization step.

The larger ratios in ArcCon and MET enable
them to meet the condition in more situations,
thereby exhibiting better performance. We propose
Conjecture 3. The effective ratio term can meet the
condition in Lemma 1 more frequently, and ensure
that the distance from the anchor to the positive
sample is closer after optimization than that before
optimization.

3.2 Empirical Study
To validate the conjectures in Section 3.1 and fur-
ther investigate the impact of each component on
the model performance, this section conducts ex-
periments based on

Li = GD(·)
N∑

j ̸=i

W(·)
(
h⊤i h

′
j − R(·)h⊤i h′i

)
, (5)

where GD(·), W(·), and R(·) do not require gra-
dient. It can be easily verified that the gradient

of Li w.r.t hi is the paradigm in Equation 4. We
select GD(·) = I{h⊤

i h′
i−maxNk ̸=i h

⊤
i h′

k<m}, W(·) =

e
h⊤i h′j/τ

∑N
k ̸=i e

h⊤
i

h′
k
/τ

, R(·) = r, and m = 0.3, τ =

0.05, r = 1 as baseline. We adopt BERTbase (De-
vlin et al., 2019) as backbone and utilize commonly
used unsupervised datasets (Gao et al., 2021) as
training data. In validating conjectures, we divide
the training data into two parts, where 90% is used
for training and 10% is held out for statistical anal-
ysis. In investigating the impact of each component
on performance, we vary each component in the
baseline and train with all data, with Spearman’s
correlation on the STS-B (Cer et al., 2017) valida-
tion set as the performance metric.

3.2.1 Validation of Conjecture 1
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Figure 5: Distribution of cosine similarity for anchor-
negative pairs (left) and anchor-positive pairs (right).

To verify Conjecture 1, we compare the distri-
bution of θii′ and θij′ in sentence embeddings ob-
tained from baseline training and from training
without gradient dissipation (i.e., setting GD(·) =
1). The results, presented in Figure 5, indicate that
the distribution of θii′ is closer to that of θij′ when
gradient dissipation is applied, compared to the sce-
nario without it, therefore validating the conjecture.

To investigate the impact of the gradient dissi-
pation term on performance, we vary m in GD(·)
from 0.3 to 1 and plot the corresponding perfor-
mance changes in the first graph of Figure 6. An
increase in m implies a weakening effect, and
the model performance decreasing as m increases
proves the importance of effective gradient dissipa-
tion term for model performance.

3.2.2 Validation of Conjecture 2
To verify Conjecture 2, we calculated the average
proportion of the hardest negative samples in the
exponential-form weight under different temper-
ature τ , with results presented in Figure 7. In
the original BERT, since embeddings are confined
within a smaller space (Li et al., 2020), a very small
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Figure 6: Spearman’s correlation on the STS-B validation set when changing the three components in the baseline.
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Figure 7: Average portion of the hardest negative sam-
ples in the weight under different temperatures τ , mea-
sured on the original BERT model (left) and the BERT
model fine-tuned with the baseline loss (right).

τ is required to allow the hardest negative samples
to occupy a higher proportion. However, in mod-
els trained with the baseline, the spatial range of
embeddings increases, enabling a commonly used
setting (τ = 0.05) to also allow the hardest nega-
tive samples to dominate the optimization direction.
These findings validate the conjecture.

To investigate the impact of the weight term on
performance, we vary τ in W(·) from 0.01 to 3.0
and plot the corresponding performance changes
in the second graph of Figure 6. An increase in τ
means the overall proportion of the hardest negative
samples in the gradient decreases. When τ is in-
creased to 0.3, the proportion begins to sharply de-
cline (refer to Figures 3 and 7), at which point there
is also a sharp drop in model performance. This
demonstrates the necessity of an effective weight
term for model performance.

3.2.3 Validation of Conjecture 3
To verify Conjecture 3, we first record the distribu-
tion of the minimum values required to meet the
conditions in Lemma 1 (presented in Figure 8a).
The results show that, across different models and
values of λ, a ratio greater than 1 consistently meets
more conditions. Then, we record the values of
three dynamic ratios during the training process
(presented in Figure 8b). The results show that
ArcCon and MET maintain a ratio greater than 1
throughout the training process, thus better fulfill-
ing the lemma’s conditions. Finally, we record the
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(a) Distribution of the minimum ratio that satisfies the condi-
tion under different λ for the original BERT model (left) and
the BERT model fine-tuned with the baseline loss (right).
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Figure 8: Results for validating Conjecture 3.

average cosine similarity between the anchor and
positive sample during the training process under
different ratios (presented in Figure 8c). The re-
sults show that a larger ratio can indeed result in
a closer anchor-positive distance. Together, the
above results validate the conjecture.

To investigate the impact of the ratio term on
performance, we vary r in R(·) from 0.25 to 2.0
and plot the corresponding performance changes
in the third graph of Figure 6. An increase in r
means the conditions in Lemma 1 can be met more
frequently, and the model performance improving
as r increases proves the significance of an effective
ratio term for model performance.

4 Modification to Ineffective Losses

After understanding the properties that the gradi-
ents of the effective losses in SRL should possess,
we can make some ineffective optimization objec-
tives in non-contrastive SSL effective.
Alignment & Uniformity (Wang and Isola, 2020)
are two metrics used to assess the performance of
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hl
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⊤
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k ̸=i

h⊤
i h′

k
<m}

Weight
eh

⊤
i hj/τ

τ
∑

1≤k<l≤N e
h⊤
k

hl
τ

{
1/∥hi − hj∥2, else

0, j ̸= argmax
k ̸=i

h
⊤
i hk

eh
′⊤
i h′

j/τ

∑N
k ̸=l e

h′⊤
k

h′
l
/τ

eh
⊤
i hj/τ

∑N
k ̸=l e

h⊤
k
hl/τ

Ratio r

Table 2: The three components in the optimization objectives before and after modification, with the red items
indicating the parts to be modified.

the representation space, yet directly using them as
optimization objectives results in poor performance.
Alignment can be represented as

La =
1

N

N∑

i=1

∥hi − h′i∥22,

and uniformity can be represented in many
forms (Liu et al., 2021), one of which is the Mini-
mum Hyperspherical Energy (MHE)

Lu,MHE = log
2

N(N − 1)

∑

1≤k<l≤N

e−∥hk−hl∥22 ,

and another is the Maximum Hyperspherical Sep-
aration (MHS)

Lu,MHS
i = −min

j ̸=i
∥hi − hj∥2.

Another two widely used optimization objectives
in non-contrastive SSL are Barlow Twins (2021)

LB =

D∑

k=1

(CB
kk − 1)2 + νB

D∑

k ̸=l

(CB
kl)

2,

where CB = 1
N

∑N
i=1 hih

′⊤
i , and VICReg (2022):

LV = La + νV,1
(
v({hi}Ni=1) + v({h′i}Ni=1)

)

+ νV,2
(
c({hi}Ni=1) + c({h′i}Ni=1)

)
,

v({hi}Ni=1) =
1

D

D∑

k ̸=l

(CV({hi}Ni=1)kl)
2,

c({hi}Ni=1) =
1

D

D∑

k=1

max
(
0, γ − σ({hi}Ni=1)k

)
,

where CV({hi}Ni=1) = 1
N−1

N∑
i=1

(hi − h̄i)(hi −

h̄i)
⊤, and σ(·) is the sample standard deviation.

They are both popular in Visual Representation
Learning (VRL), yet their performances are rela-
tively poor when applied to SRL.

The gradient w.r.t hi for alignment and unifor-
mity (La+νuLu,MHE and La+νuLu,MHS

i ), Barlow
Twins (LB), and VICReg (LV) can also be mapped
into the paradigm. We present the results in the
upper part of Table 2, where the gradient for LB

and LV is derived by Tao et al. (2022).
Components in the paradigm of ineffective

losses do not perform in the same manner as those
of effective losses. For gradient dissipation terms,
since their values are 1 in all ineffective losses, it
implies that they have no effect. For weight terms,
except for MHS, other losses cannot ensure that
the hardest negative samples dominate in the gra-
dient. For ratio terms, since they are dynamic and
cannot guarantee an effective value throughout the
optimization process, it is better to adopt a static
ratio. Therefore, we adjust these terms, with the
results presented in the lower part of Table 2.

We take Barlow Twins as an example to intro-
duce the modification method. For the specific
modification process of other optimization objec-
tives, please refer to Appendix E. Based on gradi-
ents, the optimization objective of Barlow Twins is
equivalent to

LeB
i = −h⊤i w

B
p,ih

′
i + νB

N∑

j ̸=i

h⊤i w
B
n,ijhj ,
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Type STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

BERTbase

Linfo
i 68.40 82.41 74.38 80.91 78.56 76.85 72.23 76.25

Larc
i 69.66 81.92 75.33 82.79 79.55 79.56 71.94 77.25

Lmpt
i - - - - - - - 77.25

Lmet
i - - - - - - - 78.38

LmMHE
i 71.48+18.2 84.32+16.2 76.54+19.6 83.21+16.9 80.52+12.8 80.31+18.0 72.41+8.6 78.40+15.8

LmMHS
i 70.93+ 7.8 84.16+ 6.8 76.31+ 8.3 82.95+ 4.7 80.67+ 4.5 80.34+ 6.2 72.52+ 0.5 78.27+ 5.5

LmB
i 71.22+15.3 84.01+13.7 76.49+16.4 83.17+13.4 80.41+10.0 79.94+14.4 72.45+ 5.8 78.24+12.7

LmV
i 71.42+15.8 84.43+13.6 76.19+16.0 83.13+13.4 80.80+10.2 80.05+14.5 72.34+ 5.6 78.34+12.7

RoBERTabase

Linfo
i 70.16 81.77 73.24 81.36 80.65 80.22 68.56 76.57

Larc
i 67.51 81.94 73.78 82.04 80.97 80.28 69.69 76.60

Lmpt
i - - - - - - - 76.42

Lmet
i - - - - - - - 77.38

LmMHE
i 69.53+10.4 82.75+10.2 74.35+11.4 82.20+ 9.9 79.96+ 5.2 80.04+ 6.1 69.53+ 0.0 76.91+ 7.6

LmMHS
i 68.07+ 4.0 82.32+ 3.5 73.63+ 3.9 82.15+ 2.5 79.77+ 0.0 79.42− 0.1 69.25− 1.5 76.37+ 1.8

LmB
i 69.78+11.4 82.90+ 9.6 74.83+11.6 82.39+ 9.5 80.56+ 5.4 80.17+ 5.4 69.45− 0.7 77.15+ 7.5

LmV
i 69.06+10.9 82.75+ 9.6 74.57+11.6 82.62+ 9.9 79.91+ 4.8 79.87+ 5.2 69.32− 0.7 76.87+ 7.3

Table 3: Performance on seven STS tasks (Conneau and Kiela, 2018) of the four contrastive losses, whose results
are from their original paper, and the modified optimization objectives, whose results are the average value obtained
from three runs. The subscript values indicate improvements compared to before modification.

where wB
p,i =

2(I−(1−λ)Wdiag)
N , wB

n,ij =
2h′⊤

i h′
jI

N2 ,
and both of them do not require gradient. To adjust
the gradient dissipation term, we stop the gradi-
ent of anchor hi that does not meet the condition
(h⊤i h

′
i −maxNk ̸=i h

⊤
i h

′
k < m), which is equivalent

to multiplying the loss by the indicator function

di = I{h⊤
i h′

i−maxNk ̸=i h
⊤
i h′

k<m}.

To adjust the weight term, we first set νB = 1.
Then, we modify wB

n,ij to an exponential form:

wmB
n,ij =

eh
′⊤
i h′

j/τ

∑
k ̸=l e

h′⊤
k h′

l/τ
.

To adjust the ratio term, we set the loss to have a
static ratio r, by modifying wB

p,i to

wmB
p,i =

N∑

j ̸=i

wmB
n,ij =

r
∑N

j ̸=i e
h′⊤
i h′

j/τ

∑
k ̸=l e

h′⊤
k h′

l/τ
,

which do not require gradients. Finally, the modi-
fied Barlow Twins can be represented as

LmB
i = di(−h⊤i w

mB
p,i h

′
i +

N∑

j ̸=i

h⊤i w
mB
n,ijhj). (6)

We evaluate all the modified optimization ob-
jectives using SentEval benchmark (Conneau and

Kiela, 2018), with the results for the Semantic Tex-
tual Similarity (STS) tasks presented in Table 3
and the Transfer (TR) tasks in Table 4. In the STS
tasks, the modified optimization objectives show
a significant improvement compared to the origi-
nal ones and achieved performance comparable to
mainstream contrastive SSL methods. These re-
sults indicate that our modifications successfully
make these non-contrastive self-supervised learn-
ing optimization objectives effective for STS tasks.
Additionally, in the TR tasks, the modified opti-
mization objectives also show overall improvement
compared to the original ones, suggesting that our
modifications do not introduce any additional neg-
ative impacts on the optimization objectives.

Finally, we examine the performance improve-
ments brought by modifying each component of the
optimization objectives. Specifically, we gradually
modify each component of the optimization objec-
tives in the order of the Gradient Dissipation term,
the Weight term, and the Ratio term. Then, we
measure the changes in the average performance
on seven STS tasks, with the results shown in Ta-
ble 5. The results indicate that as each component
is modified, the performance of the optimization
objectives gradually improves, validating the im-
portance of each effective component for the opti-
mization objectives.
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Type MR CR SUBJ MPQA SST2 TREC MRPC Avg.

BERTbase

Linfo
i 81.18 86.46 94.45 88.88 85.50 89.80 74.43 85.81

Larc
i 81.61 86.47 94.96 89.17 85.94 88.67 75.73 86.08

Lmpt
i - - - - - - - 87.56

Lmet
i - - - - - - - 87.94

LmMHE
i 80.42+ 0.9 85.31+ 1.2 94.10+ 0.0 89.10+ 0.7 85.03+ 1.2 86.73− 0.2 74.78+ 1.1 85.07+ 0.7

LmMHS
i 80.40− 0.2 85.48− 0.2 94.31− 0.1 89.19− 0.1 85.45+ 0.3 88.13− 1.6 74.97− 1.4 85.42− 0.5

LmB
i 80.69+ 0.6 85.31+ 0.8 94.35+ 0.2 89.38+ 0.8 85.34+ 0.6 87.53− 1.2 74.34+ 0.5 85.28+ 0.3

LmV
i 80.82+ 0.8 86.03+ 1.9 94.29+ 0.1 89.29+ 0.7 85.27+ 0.5 87.47− 1.5 74.67+ 0.3 85.40+ 0.4

RoBERTabase

Linfo
i 81.04 87.74 93.28 86.94 86.60 84.60 73.68 84.84

Larc
i 83.06 88.29 94.23 87.43 88.61 89.73 75.63 86.71

Lmpt
i - - - - - - - 85.10

Lmet
i - - - - - - - 85.74

LmMHE
i 82.62+ 0.7 87.96+ 0.9 93.73− 0.4 88.13+ 1.4 88.19+ 0.9 88.53+ 5.1 74.78+ 1.0 86.28+ 1.4

LmMHS
i 82.68− 0.5 88.24− 0.6 93.56− 0.9 87.51+ 0.1 87.22− 1.1 89.07+ 0.0 74.92− 0.7 86.17− 0.5

LmB
i 82.04+ 0.5 87.62+ 0.1 93.63− 0.6 87.83+ 0.9 87.75+ 0.6 87.73+ 4.7 75.28+ 1.8 85.98+ 1.1

LmV
i 82.17+ 0.3 87.62+ 0.3 93.54− 0.7 87.71+ 0.8 87.44+ 0.2 88.87+ 5.1 75.46+ 2.0 86.11+ 1.1

Table 4: Performance on seven TR tasks (Conneau and Kiela, 2018) of the four contrastive losses, whose results are
from their original paper, and the modified optimization objectives, whose results are the average value obtained
from three runs. The subscript values indicate improvements compared to before modification.

original + GD + W + R

La + νuLu,MHE 62.62 64.53 77.39 78.40
La + νuLu,MHS 72.73 77.40 -* 78.27

LB 65.60 67.39 77.84 78.34
LV 65.53 68.20 77.90 78.24

Table 5: Spearman correlation of the average perfor-
mance of STS tasks when adopting BERTbase as the
backbone, when gradually modifying each component
of the optimization objectives. *: For the Weight term
in MHS already satisfies the conditions, there is no need
to modify its Weight term.

5 Related Work

Contrastive Sentence Representation Learning
is initially investigated by Gao et al. (2021) and Yan
et al. (2021), followed by numerous efforts (2022a;
2022; 2023; 2024) that enhance the method’s per-
formance on STS tasks. Beyond these performance-
focused studies, Nie et al. (2023) explores the rea-
sons for the success of contrastive SRL, identifying
the significance of gradient dissipation in optimiza-
tion. The distinction of our work lies in further
identifying other critical factors and making previ-
ously ineffective losses effective.
Similarities between Contrastive and Non-
contrastive Self-Supervised Learning are ex-
plored in numerous works (2022b; 2023) in Com-

puter Vision (CV). Zhang et al. (2022b) study the
similarities between the two methods from the
perspective of spectral embedding. Garrido et al.
(2023) point out that under certain assumptions,
the two methods are algebraically equivalent. Our
work makes non-contrastive SSL effective in SRL,
revealing that similar parallels also exist in NLP.
Gradients of Self-Supervised Learning are inves-
tigated in CV by Tao et al. (2022), which is similar
to our methods. The distinction of our work lies in
that we work in the field of NLP, and that we ex-
plore the impact of different gradient components
on optimizing the representation space.

6 Conclusion

In this paper, we propose a unified gradient
paradigm for four different optimization objectives
in SRL, which is determined by three components:
the Gradient Dissipation term, the Weight term, and
the Ratio term. We uncover the roles these com-
ponents play in optimization and demonstrate their
significance to the model performance on the STS
tasks. Based on these insights, we succeed in mak-
ing ineffective non-contrastive SSL optimization
objectives effective in STS. Our work advances the
understanding of why contrastive SSL can be ef-
fective in SRL and guides the future design of new
optimization objectives.
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Limitations

First, our work currently focuses only on the im-
pact of optimization objectives on model perfor-
mance. This means that the results of this study
cannot be applied to analyze the impact of model
architecture on model performance. Secondly, we
conduct experiments only on STS tasks in the do-
main of SRL, without extending to other ranking
tasks or modalities. These areas are left for future
work to explore. Lastly, modifying the gradient-
equivalent form of optimization objectives results
in significant differences in the form of optimiza-
tion objectives before and after modification. To
ensure consistency in form, one should make modi-
fications based on observations and experience (see
examples in Appendix E).
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A Experiment Details

A.1 Distribution of Representation Space
In analyzing the role that each component plays in
optimizing the representation space (Section 3.1),
we assume that θii′ and θij′ follow normal distri-
butions N (µpos, σ

2
pos) and N (µneg, σ

2
neg), respec-

tively. These assumptions are consistent with the
phenomena observed in subsequent experiments
(Section 3.2). Specifically, Figure 5 demonstrates
that in the representation space, the distributions of
θii′ and θij′ closely approximate normal distribu-
tions, and the θii′ distribution in Figure 8c is within
the range of our assumptions. Furthermore, we
estimate µpos, µneg, σpos, and σneg during trained
with the baseline. The results are presented in Fig-
ure 9. From these results, it is evident that our as-
sumed ranges for µpos ([ π20 ,

π
2 ]) and µneg ([ π20 , π])

adequately cover the actual scenarios that may oc-
cur. Furthermore, the values of σpos and σneg (0.05
and 0.10, respectively) are also close to the practi-
cal observations.

A.2 Details of the Empirical Study
In validating the conjectures, we randomly hold out
10% of the data for analyzing the representation
space. To obtain results in Figure 5 and Figure 8c,
we directly use the held-out data, and Figure 5 is
plotted through Kernel Density Estimation (KDE).
To obtain the results in Figure 7, Figure 8a, and
Figure 8b, we split the held-out data into batches
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Figure 9: Variations of estimated µpos, µneg, σpos, and
σneg across training steps when trained with baseline.

with size N = 128 and calculate the corresponding
values within each batch.

A.3 Training Details

Our implementation of training the representation
space is based on SimCSE (Gao et al., 2021), which
is currently widely used in research. Our experi-
ments are conducted using Python3.9.13 and Py-
torch1.12.1 on a single 32G NVIDIA V100 GPU.

Following Gao et al. (2021), we obtain sentence
embeddings from the “[CLS]” token and apply
an MLP layer solely during training. The embed-
dings are trained with 1,000,000 sentences from
Wikipedia, which are also collected by Gao et al.
(2021), for one epoch. Note that, in validating the
conjectures, we randomly hold out 10% of the data
for analysis and only use 90% for training.

A.4 Parameter Setting

For experiments in Section 3.2, all experiments
are conducted with BERTbase as the backbone and
batch size = 128, learning rate = 1e-5.

For the modified losses in Section 4, we first
perform a grid search on batch size ∈ {64, 128, 256,
512}, learning rate ∈ {5e-6, 1e-5, 3e-5, 5e-5} with
m = 0.30, τ = 5e-2, and r = 1. Then, based on
the best combination of batch size and learning rate
from the first grid search, we perform the second
grid search on m ∈ {0.27, 0.30, 0.33, 0.37}, τ ∈
{1e-2, 3e-2, 5e-2}, and r ∈ {1.00, 1.25, 1.50, 1.75,
2.00}. The results are presented in Table 6 and
Table 7.

A.5 Evaluation Protocol

In Section 3.2 and Section 4, we adopt a widely
used evaluation protocol, SentEval toolkit (Con-

bs lr m τ r

LmMHE
i 128 1e-5 0.30 5e-2 1.75

LmMHS
i 128 1e-5 0.30 - 1.75
LmB
i 128 1e-5 0.30 5e-2 1.50

LmV
i 128 1e-5 0.30 5e-2 1.50

Table 6: The hyperparameters used to to obtain the
results of modified losses in Table 3 when using
BERTbase (Devlin et al., 2019) as the backbone.

bs lr m τ r

LmMHE
i 512 1e-5 0.30 5e-2 1.25

LmMHS
i 512 1e-5 0.27 - 1.00
LmB
i 512 1e-5 0.37 5e-2 1.25

LmV
i 512 1e-5 0.37 5e-2 1.25

Table 7: The hyperparameters used to to obtain the
results of modified losses in Table 3 when using
RoBERTabase (Liu et al., 2019) as the backbone.

neau and Kiela, 2018), to evaluate the perfor-
mance of SRL. SentEval includes two types of
tasks: the Semantic Textual Similarity (STS) tasks
and the Transfer tasks (TR). The STS task quan-
tifies the semantic similarity between two sen-
tences with a score ranging from 0 to 5 and
takes Spearman’s correlation as the metric for
performance. There are seven STS datasets in-
cluded for evaluation: STS 2012-2016 (2012; 2013;
2014; 2015; 2016), STS Benchmark (2017), and
SICK Relatedness (2014). The TR task mea-
sures the performance of embeddings in the down-
stream classification task and takes Accuracy as
the metric. There are also seven datasets in-
cluded for the evaluation of TR task: MR (2005),
CR (2004), SUBJ (2004), MPQA (2005), SST-
2 (2013), TREC (2000), MRPC (2005). Note that
in Section 3.2, we only use STS Benchmark valida-
tion set for evaluation, and it is conventional to use
only this dataset when comparing the performance
under different hyperparameters (Gao et al., 2021).

B Illustrations of the Role of Each
Component

We first present the results of experimenting the
gradient dissipation term for InfoNCE and MET
(refer to Section 3.1) in Figure 12a.

Then, we provide three illustrations in Figure 12
to facilitate an intuitive understanding of the roles
played by different components in optimizing the
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Figure 10: Average values of gradient dissipation term
under different µpos-µneg pairs for InfoNCE and MPT

representation space. In the diagram, black dots
represent the anchor, gray dots represent the posi-
tions of the anchor after optimization, green dots
represent positive samples, and red dots represent
negative samples. Among the negative samples,
the lighter the shade of red, the harder the negative
sample is.

C Proof of Lemma 1

Situation 1 Situation 2
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Figure 11: Illustrations of the proof to Lemma 1

For the anchor point hi, let us denote the an-
gle between it and the positive sample h′i as θii′ ,
and the angle between it and the negative sample
h′j as θij′ . Let α represent the dihedral angle be-
tween the planes Ohih

′
i and Ohih

′
j . Under the

influence of the optimization direction λ(rh′i−h′j),
the new position of the anchor point after move-
ment is denoted as hni . Although all embeddings
lie on a hypersphere, to simplify the proof process,
we orthogonally project all embeddings onto the
tangent plane at the anchor hi (as shown in Fig-
ure 11). In this case, the length of line hih

′
i is

equal to sin(θii′), the length of line hih
′
j is equal

to sin(θij′), and the angle ∠h′ihih′j is α. This sim-
plification is reasonable because the optimization
of the anchor hi on the hypersphere can in fact be
considered as optimization on the tangent plane,
which is then projected back onto the hypersphere.
For the optimization direction λ(rh′i−h′j), we also
project it onto the tangent plane, where −λh′j cor-
responds to the line hic, and λrh′i corresponds to
line chni .

Then, to ensure that the anchor-positive distance
does not increase after optimization (i.e., hni h

′
i ≤

hih
′
i), we assume hni h

′
i = hih

′
i = sin(θii′),

thereby obtaining the necessary boundary condi-
tion that satisfies the requirement. Specifically, by
deriving the relationship between r and the other el-
ements at this time, we can obtain the lower bound
of r that satisfies the requirements. To this end, we
add an auxiliary point b on the line chni , such that
the quadrilateral bhni h

′
ihi forms a rhombus (two

possible situations when adding the auxiliary point
are given in Figure 11), and we denote the length
of the line bc as x. By applying the cosine theorem,
we can obtain the following: under Situation 1, we
have

x1 =− λ sin(θij′) cos(α)

+
√
sin2(θii′)− λ2 sin2(θij′) sin

2(α);

under Situation 2, we have

x2 =λ sin(θij′) cos(α)

−
√
sin2(θii′)− λ2 sin2(θij′) sin

2(α).

At this point, we can express r as follows:

r =
sin(θii′)− x1
λ sin(θii′)

=
sin(θii′) + x2
λ sin(θii′)

=
1

λ
+

sin θij′ cosα

sin θii′
−
√

1

λ2
− sin2 θij′ sin

2 α

sin2 θii′
,

which is the lower bound of r that satisfies the
requirements, thus proving Lemma 1.

D Gradients of Optimization Objectives

D.1 Gradients of effective Objectives
In this section, we provide the derivation process of
gradients in Section 2. The gradient of Linfo

i w.r.t
hi is

∂Linfo
i

∂hi
=

∂

∂hi


− log

eh
⊤
i h′

i/τ

∑N
j=1 e

h⊤
i h′

j/τ




=
∂(log

∑N
j=1 e

h⊤
i h′

j/τ )

∂hi
− ∂h⊤i h

′
i/τ

∂hi

=
∂
∑N

j=1 e
h⊤
i h′

j/τ/∂hi
∑N

j=1 e
h⊤
i h′

j/τ
− h′i

τ

=

∑N
j=1 e

h⊤
i h′

j/τh′j

τ
∑N

j=1 e
h⊤
i h′

j/τ
− h′i

τ

=

∑N
j ̸=i e

h⊤
i h′

j/τ (h′j − h′i)

τ
∑N

j=1 e
h⊤
i h′

j/τ
.
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The gradient of Larc
i w.r.t hi is

∂Larc
i

∂hi
=

∂

∂hi


− log

e
cos(θii′+u)

τ

e
cos(θii′+u)

τ +
N∑
j ̸=i

e
h⊤
i

h′
j

τ




=
∂ log(ecos(θii′+u)/τ +

∑N
j ̸=i e

h⊤
i h′

j/τ )

∂hi

− ∂ cos(θii′ + u)/τ

∂hi

=
∂(ecos(θii′+u)/τ +

∑N
j ̸=i e

h⊤
i h′

j/τ )/∂hi

ecos(θii′+u)/τ +
∑N

j ̸=i e
h⊤
i h′

j/τ

+
sin(θii′ + u)

τ
· ∂(θii′ + u)

∂hi

=
ecos(θii′+u)/τ · sin(θii′+u)

sin(θii′ )
h′i

τ(ecos(θii′+u)/τ +
∑N

j ̸=i e
h⊤
i h′

j/τ )

+

∑N
j ̸=i e

h⊤
i h′

j/τh′j

τ(ecos(θii′+u)/τ +
∑N

j ̸=i e
h⊤
i h′

j/τ )

− sin(θii′ + u)

τ sin(θii′)
h′i

=

∑N
j ̸=i e

h⊤
i h′

j/τ (h′j −
sin(θii′+u)
sin(θii′ )

h′i)

τ(ecos(θii′+u)/τ +
∑N

j ̸=i e
h⊤
i h′

j/τ )
.

The gradient of Ltri
i w.r.t hi is

∂Ltri
i

∂hi
=I{−d(hi,h′

i)+d(hi,h′
j)<m}

×
(
∂d(hi, h

′
i)

∂hi
−

∂d(hi, h
′
j)

∂hi

)
,

where j = argmink ̸=i d(hi, h
′
k). Therefore, The

gradient of Lmpt
i w.r.t hi is

∂Lmpt
i

∂hi
= I{h⊤

i h′
i−h⊤

i h′
j<m}(h

′
j − h′i),

and the gradient of Lmet
i w.r.t hi is

∂Lmet
i

∂hi
=I{∥hi−h′

i∥2−∥hi−h′
j∥<m}

×
(

h′j
∥hi − h′j∥2

− h′i
∥hi − h′i∥

)
.

D.2 Gradients of Ineffective Objectives
In this section, we provide the gradients of objec-
tives in Section 4.The gradient of La w.r.t hi is

∂La

∂hi
= − 2

N
h′i, (7)

(a) The gap between the anchor-positive and anchor-negative
distances is larger in the representation space trained without
gradient dissipation (left) compared to that with gradient dis-
sipation (right).

(b) When not amplified by the weight term, the contribution of
the hardest negative samples to the optimization direction is
minimal (left). Once amplified by the weight term, the hardest
negative samples dominate the optimization direction (right).

(c) When the ratio term does not meet the conditions in
Lemma 1, anchor-positive distance increases after optimiza-
tion. When the conditions are met, anchor-positive distance
decreases after optimization.

Figure 12: Illustrations for the role in optimization of
each component.

the gradient of Lu,MHE w.r.t hi is

∂Lu,MHE

∂hi
=

∑N
j ̸=i 2e

2h⊤
i hjhj

∑
1≤k<l≤N e2h

⊤
k hl

, (8)

and the gradient of Lu,MHS w.r.t hi is

∂Lu,MHS

∂hi
=

1

∥hi − hj∥2
hj , (9)

where j = argminj ̸=i ∥hi − hj∥.
The gradients of LB and LV w.r.t hi have been

derived by Tao et al. (2022):

∂LB

∂hi
=

2

N
(−Ah′i + νB

N∑

j ̸=i

h′⊤i h′j
N

hj), (10)

where A = I − (1 − νB)CB
diag, and CB

diag is the
diagonal matrix of CB, and

∂LV

∂hi
=

2

N
(−h′i + νV

N∑

j ̸=i

h⊤i hj
N

hj), (11)
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where νV = 2νV,1N2

D(N−1)2
. Note that the original Bar-

low Twins adopts a batch normalization, and VI-
CReg adopts a de-center operation, which is differ-
ent from the commonly used l2 normalization in
SRL. But Tao et al. (2022) verify that these opera-
tions have a similar effect in training, therefore we
use l2 normalization for all losses for consistency.

One more thing to note is that the gradients of
ineffective losses are mapped into the following
form:

∂Li

∂hi
= GD(·)

N∑

j ̸=i

W(·)(hj − R(·)h′i), (12)

which uses hj instead of h′j in Equation 4. Since
hj and h′j are mathematically equivalent with re-
spect to hi, we consider Equation 4 and 12 to be
consistent and only present Equation 4 in the main
body of the paper.

E Modifications to Ineffective Losses

We offer two methods of modification: (1) modi-
fying the gradient-equivalent form of the optimiza-
tion objective, which is the method to modify Bar-
low Twins in Section 4, and (2) directly modifying
the optimization objective itself.

For VICReg, we use the first method for mod-
ification as we do for Barlow Twins. Based on
gradients, the optimization objective of VICReg is
equivalent to

LeV
i = −h⊤i w

V
p,ih

′
i + νV

N∑

j ̸=i

h⊤i w
V
n,ijhj ,

where wV
p,i = 2I

N , wV
n,ij =

2h⊤
i hjI

N2 , and both
of them do not require gradient. To adjust the
gradient dissipation term, we stop the gradient
of anchor hi that does not meet the condition
(h⊤i h

′
i −maxNk ̸=i h

⊤
i h

′
k < m), which is equivalent

to multiplying the loss by the indicator function

di = I{h⊤
i h′

i−maxNk ̸=i h
⊤
i h′

k<m}.

To adjust the weight term, we first set νV = 1.
Then, we modify wV

n,ij to an exponential form:

wmV
n,ij =

eh
⊤
i hj/τ

∑
k ̸=l e

h⊤
k hl/τ

.

To adjust the ratio term, we set the loss to have a
static ratio r, by modifying wV

p,i to

wmV
p,i =

N∑

j ̸=i

wmV
n,ij =

r
∑N

j ̸=i e
h⊤
i hj/τ

∑
k ̸=l e

h⊤
k hl/τ

,

which do not require gradients. Finally, the modi-
fied VICReg can be represented as

LmV
i = di(−h⊤i w

mV
p,i h

′
i +

N∑

j ̸=i

h⊤i w
mV
n,ijhj). (13)

For alignment and uniformity, we use the sec-
ond method for modification. To adjust the gra-
dient dissipation term, we stop the gradient of an-
chor hi that does not meet the condition (h⊤i h

′
i −

maxNk ̸=i h
⊤
i h

′
k < m) as before. As for the weight

term, since the weight term of (La + νuLu,MHS)
does not require adjustment, we only adjust the
weight term for (La + νuLu,MHE). Specifically,
We set νu = 1 and introduce a temperature param-
eter τ to Lu,MHE:

Lu,mMHE = log
2
∑

1≤k<l≤N e−∥hk−hl∥22/(2τ)

N(N − 1)
.

To adjust the ratio term, we modify both of them
to have a static ratio r by prepending a coefficient
to the alignment:

La,mMHE
i =

r
∑N

j ̸=i e
h⊤
i hj/τ

2τ
∑

1≤k<l≤N eh
⊤
k hl/τ

︸ ︷︷ ︸
no gradient

∥hi − h′i∥22,

La,mMHS
i =

r

2maxj ̸=i ∥hi − hj∥2︸ ︷︷ ︸
no gradient

∥hi − h′i∥22.

Finally, the modified losses can be represented as

LmMHE
i = di(La,mMHE

i + Lu,mMHE), (14)

LmMHS
i = di(La,mMHS

i + Lu,MHS
i ). (15)

In order to verify the correctness of the modifi-
cation, we present the gradients of all the modified
losses here. The gradient of LmMHE

i w.r.t hi is

LmMHE
i

∂hi
= di

∑N
j ̸=i e

h⊤
i hj/τ (hj − rh′i)

τ
∑

1≤k<l≤N eh
⊤
k hl/τ

. (16)

LmMHE
i

∂hi
= di

(hj − rh′i)
∥hi − hj∥2

,

j = argmin
k ̸=i

∥hi − hk∥2 (17)

LmB
i

∂hi
= di

∑N
j ̸=i e

h′⊤
i h′

j/τ (hj − rh′i)∑N
k ̸=l e

h′⊤
k h′

l/τ
. (18)

LmV
i

∂hi
= di

∑N
j ̸=i e

h⊤
i hj/τ (hj − rh′i)∑N
k ̸=l e

h⊤
k hl/τ

. (19)
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