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Abstract

Several parameter-efficient fine-tuning meth-
ods based on adapters have been proposed as
a streamlined approach to incorporate not only
a single specialized knowledge into existing
Pre-Trained Language Models (PLMs) but also
multiple of them at once. Recent works such
as AdapterSoup propose to mix not all but only
a selective sub-set of domain-specific adapters
during inference via model weight averaging
to optimize performance on novel, unseen do-
mains with excellent computational efficiency.
However, the essential generalizability of this
emerging weight-space adapter mixing mecha-
nism on unseen, in-domain examples remains
unexplored. Thus, in this study, we conduct a
comprehensive analysis to elucidate the gener-
alizability of domain-specific adapter mixtures
in in-domain evaluation. We also provide inves-
tigations into the inner workings of the mixture
of domain-specific adapters by analyzing their
weight signs, yielding critical analysis on the
negative correlation between their fraction of
weight sign difference and their mixtures’ gen-
eralizability. The code is available at Github.

1 Introduction

Recently, several parameter-efficient fine-tuning
methods that are based on adapters have been intro-
duced as a streamlined approach for fine-tuning Pre-
trained Language Models (PLMs) to equip them
with new, specialized knowledge or domain. Sev-
eral algorithms have been proposed to train a dis-
tinct adapter for each new domain (Houlsby et al.,
2019; Pfeiffer et al., 2021; Hu et al., 2022). To
further improve a model’s generalizability, existing
works (Pfeiffer et al., 2021; Wang et al., 2021a;
Diao et al., 2023) mostly focus on training multiple
adapters for multiple tasks and continuously adding
more adapters for incoming new tasks. This can be
inefficient for the new domain tasks that have only a
few examples, making the learning among the tasks
unequal. Thus, more recent works such as Matena

and Raffel (2022); Wang et al. (2022, 2021b); Li
et al. (2022); Chronopoulou et al. (2023) opt for
weight-space averaging of model and/or adapters
trained on different domains, resulting in so-called
Mixture of Expert Adapters.

One recent notable work in this space is Adapter-
Soup (Chronopoulou et al., 2023), which proposes
to merge the weights of a fixed-size, selective sub-
set of different domain-specific adapters via an
averaging function to accommodate unseen tasks
or domains during inference. Such weight-space
merging mechanism on adapters is efficient in
practice as one can efficiently train a small, ad-
ditional adapter and plug it into existing PLMs
to incorporate new knowledge. Although the
work reported favorable evaluation results on un-
seen, novel domains, it is unclear to what extent
such weight-space merging mechanism on domain-
specific adapters can generalize in an in-domain
evaluation setting–i.e., how well it makes predic-
tions on unseen examples of domains already seen
during training. Moreover, to the best of our knowl-
edge, no existing works comprehensively study the
generalization of the mixture of adapters in the in-
domain setting. This literature gap seems counter-
intuitive because in-domain evaluation is funda-
mental and should precede out-of-domain evalua-
tion. Moreover, in real-world applications, model
owners have incentives to utilize as much as pos-
sible available information to improve their mod-
els over time. With the availability of parameter-
efficient finetuning methods that are fairly easy to
adopt with minimal space and runtime cost, the
model owners are then incentivized to quickly fine-
tune their models on a few examples collected from
a new domain on an additional adapter to optimize
the performance (rather than totally relying on out-
of-domain prediction capability). As a result, al-
though in-domain evaluation seems trivial, it is
fundamental as one must ensure that the mixture of
adapters works well on the tasks they have already
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Figure 1: Mixing the adapter weights across various tasks may
result in the importance weights of individual tasks nullifying
each other, thereby yielding a merged mixture losing important
information.

been trained on. Furthermore, several key ques-
tions regarding the resulting mixtures of domain-
specific adapters remain unanswered, especially
those regarding their generalizability and their ad-
versarial robustness when mixing adapters trained
from very different tasks.

Therefore, borrowing the pop-culture saying that
“mixed drinks and cocktails aren’t actually the same
thing”, in contrast from existing works, we hypoth-
esize that not all mixture of expert adapters are cre-
ated equal and all have superior performance. Then,
through an array of comprehensive experiments,
we attempt to give answers to questions about when
and what to mix when it comes to domain-specific
adapters. We found that the weight-space merging
mechanism suffers from performance degradation
in terms of both generalizability and adversarial
robustness even with inputs from domains it al-
ready trains on. Moreover, we also attempt to ex-
plain such performance degradation by revealing a
critical negative correlation between signed direc-
tions of adapter weights during mixing and domain-
specific predictive performance (Fig. 1). Although
simple, this intuitive and novel observation also
allows us to select “when and what adapters to
mix?” and design a more effective model pruning
as a by-product application.

Overall, our study does not focus on proposing a
new mechanism, algorithm, or method. Instead, we
focus on analyzing and bringing understanding of
an existing and emerging paradigm of mixing mul-
tiple domain-specific adapters that was previously
introduced (Chronopoulou et al., 2023; Wang et al.,
2022). Specifically, we focus on in-domain predic-
tion when mixing adapters from different domains
as an emerging and potential paradigm for the de-
ployment of PLMs in practice.

Our contributions are summarized as follows.

1. This is the first and most comprehensive analy-
sis of in-domain generalizability of a mixture of
domain-specific adapters with 3 different adapter
methods on 13 diverse classification datasets,

2. We provide insights and analysis on when and
what adapters to mix to minimize performance
degradation via the lens of signed directions of
adapters’ parameter weights,

3. We demonstrate the utility of such insights to
train mixtures of adapters with 90% sparsity that
improve both generalizability and efficiency.

2 Related works

Adapter Fine-tuning. The primary method for
adapting general-purpose PLMs to downstream
tasks is via full fine-tuning, which requires adjust-
ing all models’ parameters (Peters et al., 2018; De-
vlin et al., 2019a). However, this results in redun-
dant copies of fine-tuned models for each task, pos-
ing a significant memory challenge. Thus, various
parameter-efficient fine-tuning methods have been
proposed, including prompt-based (Li and Liang,
2021) and adapter-based fine-tuning (Houlsby
et al., 2019; Pfeiffer et al., 2021; Hu et al.,
2022). Among adapter-based fine-tuning meth-
ods, Houlsby (Houlsby et al., 2019) introduces
two adapter blocks with bottleneck networks in
each Transformer block of a PLM. Similarly, the
Pfeiffer (Pfeiffer et al., 2021) adapter differs in ar-
chitecture, incorporating only one adapter layer in
each Transformer block, in contrast to the two lay-
ers introduced by Houlsby (Houlsby et al., 2019).
LoRA (Hu et al., 2022) takes a distinctive approach
by freezing the MLP modules of transformers and
representing updates to attention weights with two
low-rank matrices to optimize space while effec-
tively retaining model performance. In this work,
we focus on analyzing adapter-based fine-tuning
methods as they are more popular and effective.
Mixture of Expert Adapters. Additionally, sev-
eral approaches (Wang et al., 2021a; Pfeiffer et al.,
2021, 2020; Wang et al., 2022) have been pro-
posed to further optimize their adapters for various
downstream tasks by maintaining a set of adapters
and combine them during inference. Particularly,
AdaMix Wang et al. (2022) fine-tunes so-called
Mixture of Experts (MoEs) with adapters on a
downstream task and averaging their weights dur-
ing inference. In addition, Li et al. (2022) explores
performance in novel domains through weight av-
eraging on entire language models. Similarly,
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Figure 2: (a) Datasets’ semantic similarity via cosine-
similarity among centroids of Universal Sentence Encoder
(USE) (Cer et al., 2018) embeddings of 1K randomly sampled
documents from each dataset. (b) Topic distributions via La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003).

AdapterSoup (Chronopoulou et al., 2023) opts for
weight-space averaging of adapters trained on dif-
ferent domains. Among these methods, weight-
space averaging is identified as the most intuitive
method for mixing different adapters (Jin et al.,
2023a) and (Chronopoulou et al., 2023).

Nevertheless, none of these works comprehen-
sively evaluates and analyzes the generalizability
and adversarial robustness of the resulting mixture
of adapters under different mixtures of domain-
specific knowledge, which is necessary to answer
the question “when and what to mix?”.

3 Comprehensive In-Domain Evaluation

To evaluate the in-domain performance of adapter
mixtures, we train several adapters with domain-
specific knowledge and mix them in different com-
binatorial combinations. Then, we evaluate each
combination on different downstream tasks on two
aspects: (1) generalizability on unseen in-domain
examples and (2) adversarial robustness under ad-
versarial text attacks.

3.1 Evaluation Datasets

Diverse Domain Knowledge. To simulate knowl-
edge diversity, we gather a total of 13 distinct and
diverse domain-specific datasets of classification
tasks for evaluation. We refer the readers to Ap-
pendix A.1 for detailed information and their lin-
guistic statistics. Fig. 2 reveals the intricate diver-
sity within our selected datasets, both semantic and
topic-wise. Notably, SST2 and IMDB, both origi-
nating from the same movie corpus, exhibit prox-
imity in topic embedding spaces. On the contrary,
non-formal datasets such as Wiki and Tweets are
distinctly distant from other datasets in this regard.
We refer the readers to Appendix. A.2 for a detailed
exploration and analysis of the topic distributions

among the datasets.

3.2 Mixing Fine-Tuned Adapters
Base Models and Individual Adapters. We de-
sign our evaluation using two transformer-based
models, namely BERT (Devlin et al., 2019b)
and RoBERTa (Liu et al., 2019), with a 3 di-
verse and well-known adapter methods. They are
Houlsby (Houlsby et al., 2019), Pfeifer (Pfeiffer
et al., 2021) and LoRA (Hu et al., 2022). These
adapter-based methods introduce variations in the
adapter architecture and parameterization (Sec. 2),
contributing to the comprehensiveness of our anal-
ysis.
Mixing Adapters. From the pre-trained weights
θPLM of either BERT and RoBERTa, we train a
suite of 13 domain-specific adapters tailored for di-
verse domains, denoted as θD1 , θD2 , . . . , θDk

. Fol-
lowing (Chronopoulou et al., 2023), the final in-
ference of the target mixture of domain-specific
adapters becomes:

f(x, θPLM +
1

k

i=k∑

i=1

θDi) (1)

3.3 Adversarial Text Generation
Textual adversarial attacks are popular in AI ro-
bustness research. Given a dataset D={(xi, yi)}Ni ,
where x represents the sample and y denotes the
ground truth label, a textual adversarial attack aims
to attack a PLMs fθ with a classification loss func-
tion L by perturbing each sample x with perturba-
tion noise δ given a certain budget C:

arg maxδ∈CL[fθ(x+ δ), y], (2)

Toward evaluating the robustness of a mixture of
adapters, we employ both black-box and white-box
textual attacks to exercise Eq. 2. We utilize the pop-
ular TextFooler (Jin et al., 2020) as the black-box
attack, which aims to replace words with synonyms
or contextually similar words to deceive PLMs. We
utilize the well-known FGSM (Goodfellow et al.,
2015) as the white-box attack, which can efficiently
craft adversarial examples by perturbing embed-
ding of text data in the direction of the sign of the
gradient of the loss function to the input, thereby
exposing vulnerabilities in model robustness.

3.4 Combinatory Evaluation
To evaluate in-domain performance for each tar-
get domain, we generate all possible combinations
of adapters. To illustrate, for the target domain
MNLI, we can first evaluate with a mixture of only
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Figure 3: Accuracy of RoBERTa with Pfeiffer (Pfeiffer et al., 2021) in each target domain. X-axis denotes the number of mixed
adapters.

Dataset mnli mrpc sst2 rte qnli qqp rct ag authorship financial imdb tweets wiki Average

∇clean 15.04 8.31 4.90 8.50 4.19 9.92 21.72 13.69 12.60 15.33 14.26 13.17 13.16 11.91
∇blackbox 12.10 16.07 10.43 10.21 10.13 9.82 12.32 12.62 13.42 13.82 13.04 11.83 10.52 12.03
∇whitebox 10.14 11.21 8.31 9.42 12.14 10.24 12.53 12.06 10.45 9.53 10.04 10.24 7.53 10.30

Table 1: Average absolute performance drop (in percentage %) of RoBERTa with Pfeiffer (Pfeiffer et al., 2021)
when mixed from all domain adapters on clean, black-box, and white-box attacks.

itself. When combining two adapters, we have the
flexibility to choose 1 additional adapter out of the
remaining 12, resulting in 12 possible combina-
tions. For a set of 3 adapters, including MNLI,
we select 2 adapters out of the 12 to generate C2

12

combinations. This process continues for sets rang-
ing from 4 to 13 adapters, where, in the case of
13 adapters, all adapters are combined. Thus, we
have 13 ∗ (1+

∑12
i=1C

i
12)=53, 248 combinations

for all domains. We report mean and variance of
in-domain performance for each set of mixtures of
k adapters.

Notably, this setup already includes all the pos-
sible mixtures potentially selected by Adapter-
Soup (Chronopoulou et al., 2023), which proposes
an additional mechanism to select a subset of a
fixed number of domain-specific adapters to mix.

4 Experiments

4.1 Implementation Details

For the Ag News, Authorship, Financial, IMDB,
Tweets, and Wiki-Toxic, we partition the dataset
into three segments with an 8:1:1 for train:val:test
splits. For datasets belonging to the GLUE cor-
pus, we employ their public training and evaluation
splits. For the black-box TextFooler attack, we
set the minimum embedding cosine similarity be-

tween a word and its synonyms as 0.8, and the
minimum USE similarity is 0.84. For white-box
FGSM (Goodfellow et al., 2015) attack, we set
the perturbation magnitude to 0.01. Following the
setup of Houlsby and Pfeiffer (Houlsby et al., 2019;
Pfeiffer et al., 2021), we use all adapters with a di-
mension of 64 and 256 for RoBERTa-large and
BERT-base models. With LoRA, we use rank r=4
following (Hu et al., 2022). Detailed training, eval-
uation dataset, and hyper-parameter configuration
for different tasks are presented in Appendix A.3.

4.2 In-Domain Performance Results

Overview. We present the performance of
a candidate setting of RoBERTa with Pfeiffer
adapter (Pfeiffer et al., 2021) with different num-
bers of additional mixing domains in Fig. 3. Table 1
shows how much the predictive performance drops
without and with adversarial black-box and white-
box attacks when mixing all adapters. Overall, the
average performance drops over all tasks on the
clean test set from the original performance to a
mix of all adapters is 11.91%, and that for black-
box and white-box attacks are 12.03% and 10.30%,
respectively. Further results of generalization and
adversarial robustness performance across other
models and adapter methods are documented in
Appendix A.4.
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Figure 4: Heatmap visualization of the Fraction of Sign Differ-
ence (in %) of Pfeiffer Adapters (Pfeiffer et al., 2021) trained
on 13 domain-specific tasks with RoBERTa..

Finding #1: As we add more tasks or domains,
the predictive performance of every single task
decreases, reaching its lowest point when we in-
corporate the maximum of 13 adapters training
on various topic datasets. Fig. 3 shows that mix-
ing domain-specific adapters indeed decreases in-
domain performance (reduction of around 10% in
MRPC, QQP, RTE, etc., and nearly 17% in the Fi-
nancial domain when mixing 13 adapters). The
same behaviors were also observed in (Jin et al.,
2023b) where they merge the weight of PLMs. No-
tably, task accuracies decreased at a slower pace for
QNLI and SST2 when evaluating with increasing
size of mixtures (Fig. 3). In contrast, a substan-
tial decrease in accuracy is observed for domains
such as RCT, IMDB, Ag News, and Authorship
(Fig. 3). This shows that mixing domain-specific
adapters impair model performance differently de-
pending on the target domain, or “what to mix” in
an adapter mixture has a crucial effect on the mix-
ture’s performance. To attempt to explain this be-
havior, we later present and verify a hypothesis that
such mixing domain-specific adapters via weight
averaging can result in “forgotten knowledge” that
can happen due to the differences in signs when
mixing these adapters (Sec. 5).

Finding #2: On average, there are no no-
table differences of the magnitude in accuracy
degradation with and without adversarial at-
tacks (12.03% dropped in black-box attack versus
11.91% dropped without attack) (Fig. 3). The over-
all predictive performance was significantly lower
under the white-box compared to the black-box
attack as expected because the white-box FGSM
attack has additional access to the models’ param-
eters. Interestingly, on the RCT dataset, the accu-

racy drop on clean (21.72%) is much larger than
on black-box and white-box attacks (12.32% and
12.53%, respectively).
Finding #3: Variance in task accuracy on adver-
sarial attacks, when combining different domain
adapters, is observed to be larger than the vari-
ance in clean accuracy (Fig. 3). Although the
magnitude decrease appears similar in Fig.3, differ-
ences in variance (max, min) are discernible among
each combination. Specifically, in MRPC, QNLI,
QQP, RTE, SST2, Tweets, IMDB, Financial, and
Authorship, we can observe that certain mixed mod-
els observed slightly better adversarial robustness
compared to single adapters (when the number of
mixing adapters k is 2 or 3). Moreover, the vari-
ance of robustness in adversarial scenarios tends to
be higher than in clean scenarios because all of the
adapters are trained on different tasks and they may
exhibit different vulnerabilities to the same attack
method.
Finding #4: Mix up to three adapters to maintain
competitive performance. Based on the results
from Fig.3 and all findings above, it is advisable to
mix only up to three tasks to maintain competitive
performance (as observed in MRPC, QQP, RTE,
Tweet, Financial, and Authorship domains with
less than a 3% accuracy drop in accuracy). Espe-
cially, in some cases when evaluating QNLI, SST2,
mixtures of less than three adapters even achieved
better performance in terms of generalizability (up
to 1%) and also in terms of adversarial robustness
of up to 3% compared to the original performance.

5 Effects of Sign Differences of Adapter
Weights during Mixing: A Hypothesis

5.1 An Explanation Hypothesis
The ideal scenario when averaging adapter weights
during mixing is to make minimal adjustments to
their weights, both in terms of values–i.e., magni-
tudes, and directions, to sustain as much as pos-
sible the knowledge learned. Investigating how
adapter weights mix regarding both their magni-
tudes and directions, can be overly complex. Thus,
we simplify this assessment by focusing on the
sign directions of the adapter weights in our analy-
sis. Following the mixing process of k individual
adapter weight in Eq. 1 (Sec. 4), we then hypoth-
esize that mixing adapter weights of conflicting
signs can result in “forgotten knowledge”, and lead
to performance degradation. As illustrated in Fig. 1,
averaging adapter weights across various tasks may
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lead to nullifying importance weights for individ-
ual tasks if their signs are opposite–i.e., positive
v.s. negatives. In other words, the fraction of sign
difference or FSD (%) or proportion of weight
sign difference in adapter weights during mixing
correlate with their mixtures’ generalizability. Alg.
3 (Appendix A.5) shows the calculation of FSD.

We evaluate our hypothesis with different cases:
(i) individual adapters (mixture with k=1), (ii) dual
adapters (k=2), and generalize to (iii) multiple
adapters (k>2). To demonstrate the utility of our
hypothesis, we apply it to improve the generaliz-
ability of adapter mixtures and also to derive a more
effective model pruning in Sec. 6, 7.

5.2 Individual Adapters (k=1)
We calculate the FSD of adapter weights on
RoBERTa and normalize it by the total number
of weights, denoted as a matrix Sk×k where each
row is the FSD of a single adapter train on task k
to the remaining adapters (Fig. 4). We refer the
readers to Sec. A.6 in the Appendix for results
on BERT. Interestingly, a consistent trend in the
FSD is observed across various model architec-
tures (BERT, RoBERTa) and adapter methods (e.g.,
Fig. 4 and Fig. 9 of Appendix A.6). The reason
is that adapters act as small MLP layers that inte-
grate task-specific knowledge into pre-trained mod-
els (Meng et al., 2022) in different adapter meth-
ods. This shared functionality contributes to a sim-
ilar trend in FSD, highlighting the robustness and
generalizability of the observed behavior across
different adapters’ architectural variations. In ad-
dition, Adapters trained on datasets with distinct
topic distributions and cosine similarities (Fig. 2)
exhibit varying weight directions (Fig. 4). Espe-
cially, MNLI has a similar linguistic distribution
with other datasets (i.e. MRPC, RTE, Ag News,
etc) (Fig. 2), but the adapter trained on MNLI has a
significantly larger FSD compared to the remaining
domain-specific adapters (Fig. 4). Thus, datasets
that are similar in linguistic statistics may not nec-
essarily share the same optimization trajectory. As
a result, methods that are based on the linguistic
distribution to choose the closest set of adapters to
mix like AdapterSoup (Chronopoulou et al., 2023)
may lead to sub-optimal performance.

5.3 Dual Adapters (k=2)
Fig. 5 shows the FSD for each adapter when mix-
ing two domain-specific adapters. This inves-
tigation is conducted within the context of the
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Figure 5: FSD when mixing two (k=2) adapters. Sky-blue
bars show the FSD (left y-axis). Dashed blue lines denote the
accuracy achieved by a standalone adapter. Solid red lines
illustrate the variations in accuracy after mixing. Please refer
to Fig. 14 in Appendix A.7 for results in other tasks.

Pfeiffer Adapter (Pfeiffer et al., 2021) using a
pre-trained RoBERTa model. Overall, there is a
strong negative correlation between the FSD and
the generalizability–i.e., the lower the sky-blue bar
(or the smaller fraction of weight sign conflicts),
the higher the performance of the mixture (Fig. 5).
Notably, tasks with substantial difference in the
weight signs witness a pronounced performance
decrease. Specifically, RCT exhibits significant
performance drops due to substantial differences
in adapter weight direction. Conversely, tasks such
as MRPC, and QNLI demonstrate either marginal
improvement or no change in performance when
mixed with other adapters. This is well correlated
to the marginal FSD of the mixed adapters, rang-
ing from only 5% to 10% compared to the original
weight.

5.4 Multiple Adapters (k>2)
Similar to the dual-adapter setting, there is still
a strong negative correlation between FSD and
the generalizability, and increasing the number of
mixed adapters amplified the sign disparity (Fig. 6).
For example, adapters trained on RCT and Tweet
exhibit large FSD compared to other adapters and
hence observed a significant decrease in general-
izability (Fig. 6). In some cases, mixing only a
few adapters (e.g., 2–4) could still maintain com-
petitive performance as in QNLI, SST2 domains
(Fig. 6, 15). This correlates with the relatively
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Figure 6: Fraction of weights changing direction during the
mixing of multiple adapters, ranging from 2 to 13. The chart
description is similar to Fig. 5. We refer to Fig. 15 in Appendix
A.7 for detailed results in other tasks.
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Figure 7: Average model accuracy of 13 domains under differ-
ent numbers of mixed adapters (l) using the guidance of FSD.

marginal differences in adapter weights of QNLI
and SST compared to adapters trained on other
domains (Fig. 4), as their mixtures do not lead to
significant cancellations of existing parameters and
hence preserve learned knowledge.

5.5 Discussion

Which adapters we should mix? From Sec. 5,
we find that it is not advisable to merge adapters
that are significantly different from each other in
weight signs. On the other hand, mixing the weight
of these adapters with other adapters which have
a small FSD achieves competitive performance
(within 3% drop in accuracy) only when the num-
ber of mixing adapters is small (QNLI, MRPC in
Fig. 6) or can achieve better performance, although
rarely, compared to training the original adapter as
seen in QNLI domain (Fig. 5). Therefore, when de-
ploying PLMs, it is prudent to only select a group

Algorithm 1: Greedy Adapter Mixing
Input: k domain-specific adapters, a matrix Sk×k

of FSD, l number of adapters to fusion.
Output: Average(candidates)
1: candidates← {}
2: Compute the average of FSD
3: avgS = mean(S, axis = 1)
4: Select the top l from set of k adapters according to
5: smallest average FSD
6: candidates← topl
7: return average(candidates)

of tasks with a small FSD to minimize the perfor-
mance drop in the final mixed model. Our obser-
vation is crucial in deploying these models in edge
devices where only the adapters are saved on edge,
which often has a specific memory capacity limit.

Experiment comparison with AdapterSoup.
AdapterSoup (Chronopoulou et al., 2023) dynami-
cally selects a set of l adapters during inference.
When l=k, then our experiment setting is the
same as the AdapterSoup setting when we use
all adapters at once. When l=1, it is the origi-
nal performance of a single adapter, assuming that
AdapterSoup is perfect at picking the same domain
that is already trained on, and this result is already
included in our paper (mixture of only 1 adapter,
Fig. 3). When 1<l<k, we do not have the results of
the specific combination that AdapterSoup would
select. However, we reported the maximum per-
formance across all combinatorial combinations
among 13 domain-specific adapters or each value
in Fig. 3. For example, when l=3, we only observe
a possible comparative performance (within less
than 3% drop) in QNLI, MRPC, and SST2 domains
(Fig. 15). We also emphasize that it is one thing to
select the best adapters to mix during inference, it
is much harder to choose l or how many of them.

6 Greedy Adapter Mixing with FSD

Our observations from Sec. 5 reveal that two
adapters with minimal disparity in FSD can yield
competitive performance when combined. There-
fore, to demonstrate the utility of FSD, in this sec-
tion, we design a mixing strategy, so-called Greedy
Adapter Mixing (Alg. 1), that utilizes FSD to de-
cide which domain-specific adapters to mix by min-
imizing the overall FSD in a greedy manner to get
a final mixed model with competitive performance.
This algorithm is also based on the hypothesis that
mixing adapters with minimal FSD can yield mix-
ture models of better generalizability. We proceed
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by evaluating model performance across various
adapter combinations.

Fig. 7 shows the generalizability performance of
a mixture of l ∈ [2, 13] domain-specific adapters.
Overall, Greedy Adapter Mixing resulted in very
competitive performance compared with empiri-
cal upper-bound accuracy. In contrast, using the
same algorithm but maximizing FSD resulted in
performance close to the empirical lower-bound
accuracy (Fig. 7). However, in both two cases, mix-
ing adapters with FSD cannot achieve the empirical
upper-bound and lower-bound performance. Thus,
greedily mixing adapters to minimize FSD does
not totally prevent knowledge loss in the adapter
mixtures. Nevertheless, FSD is still useful as a guid-
ance measure to effectively mix domain-specific
adapters.

7 Towards Effective Model Pruning

To further demonstrate the utility of our FSD analy-
sis in Sec. 5 and Sec. 6, in this section, we leverage
FSD information to reduce knowledge loss through
the development of a pruning algorithm guided by
FSD insights. Specifically, Fig. 5 shows that pre-
dictive performance experiences a significant drop
when integrating adapters with pronounced dispari-
ties in weight signs–i.e., positive v.s. negative signs.
Moreover, neural network pruning indicates that
only a limited number of weights significantly con-
tribute to task performance, suggesting redundancy
within the weights that can be pruned without com-
promising the original task performance (Han et al.,
2016; Frankle et al., 2021; Lazarevich et al., 2021).
Thus, to mitigate the impact of weight sign differ-
ences in adapter mixtures, we propose mixing only
the sparse versions of the adapters’ weights.

Different from Alg. 1, this strategy indirectly
reduces the fraction of weight sign conflicts. Intu-
itively, by minimizing the FSD, the mixing process
becomes more resilient to the inadvertent elimi-
nation of important weights by less significant or
redundant weights. This phenomenon is visually
depicted in Step 2 of Fig. 1, where only significant
weights in the two adapters need to be preserved,
and small or unimportant weights of opposing signs
can be eliminated.

7.1 FSD-based Magnitude Pruning

Post-training Pruning. Sparse Adapter (He et al.,
2022) employs pruning across every layer of
adapters, being able to achieve comparable or

Algorithm 2: FSD-based Pruning
Input: adapter parameters w, sparse ratio s.
Output: pruned adapter w̃.
1: w ← Trained(w)
2: Compute important score z = |w|
3: Compute the s-th percentile of z as zs
4: m← 1 [z − zs ≥ 0]
5: w̃ ← m⊙ w
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Figure 8: (a) Average RoBERTa performance with a single
sparse adapter across 13 domains with increasing sparsity. (b)
Model accuracy when increasing the # of sparse adapters being
mixed. Dashed red lines represent model generalization when
mixing domain-specific adapters. Dashed blue lines depics
the maximum performance when mixing k domain-specific
dense adapters. Solid green and solid purple lines represent
model performance when mixing k domain-specific adapters
with 80% and 90% sparsity, respectively.

even superior predictive performance than standard
adapters, even when the sparse ratio reaches up to
80%. By adopting a similar process of adapters
pruning after training, with the guidance of our
FSD analysis in Sec. 5, we can eliminate redun-
dant parameters at an early stage, circumventing
the need for a time-consuming iterative pruning
process, as discussed in prior works such as Han
et al. (2016); Lazarevich et al. (2021). The detailed
pruning algorithm is presented in Alg. 2.

Generalizability of Pruned Adapters. Fig. 8a
shows RoBERTa’s performance, where we system-
atically prune the weight of the Pfeiffer adapter
40%–100% of sparsity. For a single task at the spar-
sity level d%, we retain only the largest–i.e., the
top-d%, influential parameters of the correspond-
ing adapter, and report the average in-domain per-
formance across 13 domains. Remarkably, pruning
up to 90% parameters of adapter weight does not
lead to performance degradation. This observation
suggests redundancy in adapters’ parameters may
contribute to the increase in the fraction of weight
direction conflicts–i.e., high FSD when merging
them (Fig. 6).

Generalizability of Mixed Pruned Adapters.
Motivated by pruned adapter can still maintain
original performance up to 90% of sparsity (Fig.
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8a), we hypothesize that mixing sparse adapters
may indirectly reduce the fraction of weight sign
conflict, therefore, leading to competitive perfor-
mance with the original adapters. Given a set of
domain-specific adapters, based on the FSD, we
choose the top k layers with the highest fraction
of weight sign difference and prune each layer up
to 90% of sparsity. Then we mix these adapters
by weight averaging. Details of mixing domain-
specific adapters with weight sign conflict informa-
tion is shown in Alg. 4 (Appendix A.8). Fig. 8b
shows that mixing adapters with 80% or 90% spar-
sity consistently achieved better performance than
the upper-bound empirical accuracy achieved when
mixing their dense versions.

8 Conclusion

This work provides a comprehensive empirical in-
domain evaluation of the emerging mechanism of
mixing domain-specific adapters. We also provide
insights into the inner workings of the mixture of
domain-specific adapters by analyzing their weight
signs, yielding critical observations on the nega-
tive correlation between the fraction of sign differ-
ence among adapters and their mixtures’ general-
izability. By examining the signed directions of
adapter weights, we also offer the readers valuable
advice on the optimal selection of adapters to mix
to achieve competitive performance. Such exami-
nation also helps enhance our understanding of the
interconnected role of weight sign difference in the
context of sparse neural networks.

Limitation

Primarily, our exploration focused solely on one
classic pruning method, namely Magnitude Prun-
ing (Sanh et al., 2020) while there are existing
more advanced pruning techniques such as Syn-
Flow (Tanaka et al., 2020), GraSP (Wang et al.,
2020) that are also applicable for condensing neu-
ral network architectures. Consequently, future
works include investigating the applicability of our
findings to these alternative pruning approaches.
Furthermore, our examination was confined to the
natural language understanding tasks. A valuable
avenue for future research would involve extending
our analysis to encompass the emerging text gen-
eration tasks, particularly within the context of the
current transformer-based language model, includ-
ing but not limited to the machine translation tasks
utilizing complex GPT-family models.
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A Appendix

Dataset mnli mrpc sst2 rte

Train 392,702 3,668 67,349 2,490
Test 9,815 408 872 277

Dataset qnli qqp rct ag
Train 104,743 363,846 178,882 120,000
Test 5,463 40,430 30,135 7,600

authorship financial imdb tweets wiki
2,743 4,846 22,500 31,962 127,656
686 484 2,500 3,196 63,978

Table 2: Number of instances for each dataset divided
by training and test set.

mnli
mrpc qn

li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki 
tox

ic

mnli
mrpc

qnli
qqp
rct
rte

sst2
tweets

imdb
ag_news
financial

authorship
wiki toxic

Houlsby-Bert

mnli
mrpc qn

li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki 
tox

ic

Pfeiffer-Bert

0.0

0.1

0.2

0.3

0.4

0.5

Figure 9: Fraction on differences of adapter weight direction.

Algorithm 3: Fraction of weight sign dif-
ference (FSD).

Input: two adapters with similar architecture
learned from two domain θA, θB

Output: Fraction f of weight sign difference
1: Compute total parameters s in each adapter

(s = sA = sB)
2: C ← {}
3: For every layer in adapter θA, θB , compute
4: element-wise product for each layer.
5: for k, v in θA.items() do:
6: C[k] = mul(θA[k], θB [k])
7: Count total of numbers which value is
8: smaller than 0.
9: for k, v in C.items() do:

10: counter+ =sum(value < 0)
11: f = counter/s
12: return f

A.1 Datasets.
Diverse Knowledge Datasets. To simulate
knowledge diversity, we gather a total of 13 distinct
and diverse domain-specific datasets or classifica-
tion tasks for evaluation. They are MNLI (Williams
et al., 2018), QNLI (Rajpurkar et al., 2016),
RTE (Bentivogli et al., 2009), MRPC (Dolan and
Brockett, 2005), QQP (Iyer et al., 2017) and
SST2 (Socher et al., 2013) from the GLUE domain

corpus. PubMed-20K RCT dataset (Dernoncourt
and Lee, 2017) from Biology domain for sentence
classification. IMDB dataset from a Movie Review
domain. Ag News, Financial (Malo et al., 2014)
and Guardian Authorship (Altakrori et al., 2021)
are News domain datasets across World, Sports,
Business, Science/Technology, and Financial top-
ics. Wiki Toxic 1 and Tweets Hate Speech are two
Informal text domain for toxicity detection.

Linguistic Statistic. Table 3 shows detailed
statistics such as number of documents, average
document length, and sentence lengths.

A.2 Topic distribution of training datasets

Tables from 4 to 16 show 10 topics and correspond-
ing important words which are exacted from LDA
for each training dataset. Notably, Ag News and
SST2 have high cosine similarity but observe a
large difference in terms of topic distribution com-
pared to other domains (Fig. 2). Therefore, each
statistical mechanism like cosine similarity or topic
distribution only reflects one aspect of data distri-
bution and may show inconsistencies with each
other.

A.3 Hyper-parameter

Training and evaluation datasets. To assess per-
formance in out-of-distribution scenarios, we con-
duct evaluations on a diverse set of 13 datasets cov-
ering various topics, ranging from movie reviews,
news, authorship, and healthcare, to non-formal
language text such as Wiki Toxic and Tweets.
For datasets within the GLUE corpus, we employ
training and evaluation datasets to gauge accuracy
across different settings. In the case of Ag News,
Authorship, Financial, IMDB, Tweets, and Wiki-
Toxic, we partition the training set into three seg-
ments with an 8:1:1 ratio, utilizing them for train-
ing, evaluation, and test datasets, respectively. This
approach ensures a comprehensive evaluation of
model performance across a wide spectrum of do-
mains and linguistic styles. Table 2 shows data
statistics on train/test datasets.
Setting on text adversarial attack. In this
study, we employ two types of attacker methods:
TextFooler (Jin et al., 2020) and FGSM (Goodfel-
low et al., 2015).

TextFooler word-level attacks focus on replacing
words within the text with synonyms or contextu-

1https://www.kaggle.com/competitions/jigsaw-toxic-
comment-classification-challenge/
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Data Source Average
Document Length

Average
Sentence Length

Average
# Sentences per Document

MNLI 15.1 14.7 1.0
MRPC 21.9 21.1 1.0
QNLI 18.2 18.0 1.0
QQP 11.1 9.9 1.2
RTE 26.2 18.1 1.4
SST 10.4 10.4 1.0
RCT 26.5 26.3 1.0

Ag-news 38.4 29.1 1.3
Authorship 1038.6 20.2 51.3
Financial 23.1 22.8 1.0

IMDB 233.8 21.6 10.8
Tweets 15.9 9.6 1.6

Wiki-toxic 67.8 15.4 4.4

Table 3: Length statistics.

Table 4: Topic distribution on MNLI dataset

#Topic MNLI
1 well, time, got, take, one, much, day, something, ive, even, way, long, little, make, back
2 kind, system, though, come, went, well, today, view, church, including, president, seems, across, run, policy
3 say, get, cost, guess, were, business, car, local, whole, north, rather, getting, question, technology, capital
4 service, state, world, get, big, pretty, give, war, yes, standard, real, here, came, call
5 probably, high, thought, however, set, hand, enough, said, since, type, jon, yet, and, service
6 could, mean, around, part, another, change, percent, made, course, life, book, fact, name, room
7 government, program, federal, information, country, problem, le, new, national, may, number, agency, report, organization
8 year, two, house, case, old, three, town, street, century, one, city, study, man, four, different
9 know, like, think, thats, right, really, people, thing, good, go, one, lot, going
10 yeah, work, legal, rule, last, year, he, american, small, home, company, act, group, analysis, public

ally similar words. By making ostensibly minor al-
terations to the input text, these attacks can deceive
LLMs into producing incorrect outputs or substan-
tially modifying their predictions. We meticulously
fine-tune the hyperparameters of TextFooler to ob-
tain more appropriate synonyms. We set the mini-
mum embedding cosine similarity between a word
and its synonyms as 0.8, and the minimum Univer-
sal Sentence Encoder similarity is 0.84.

FGSM (Goodfellow et al., 2015) is a white-box
embedding-level attack. FGSM uses the Fast Gra-
dient Sign Method to calculate gradients of the
model’s loss to the input text and generates an ad-
versarial example by perturbing the embedding of
input text in the direction that maximizes the loss.
We choose the magnitude of the perturbation in
embedding space as 0.01 on BERT and RoBERTa
models.

Adapter Configuration. We use adapters with
a dimension of 64 and 256 using RoBERTa-large
and BERT-base encoders following the setup of
(Houlsby et al., 2019), (Pfeiffer et al., 2021). With
LoRA, we use rank r = 4 following the setup of
(Hu et al., 2022).

Hardware Information. We evaluate model per-
formance on AMD Ubuntu 22.04.2 with Ryzen

Threadripper PRO 5975WX, 1800MHz, Cached
512 KB and 4 × GPU Nvidia A6000. Hyper-
Parameters. Detailed hyper-parameter configura-
tion for different tasks is presented in Table 17.

A.4 Model performance when mixing
adapters across tasks

Tables 10, 11, 12 and 13 show task accuracy when
mixing multiple adapters.

A.5 Fraction of weight sign difference

Alg. 3 presents a detailed algorithm to compute the
FSD.

A.6 Additional result on weight sign
difference

Fig. 9 shows the weight sign difference of the
adapter and normalizes it by the total number of
adapter weights in BERT.

A.7 Additional results when mixing two
adapters

Fig. 14 and 15 show model generalization when
mixing two and multiple adapters across various
tasks.
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Table 5: Topic distribution on MRPC dataset

#Topic MRPC
1 said, court, company, would, official, statement, decision, made, state, appeal, two, board
2 said, year, people, president, program, time, million, two, last, house, official, weapon
3 said, million, would, state, period, compared, men, get, democratic, plan, company, united, also, could
4 percent, share, cent, million, stock, point, nasdaq, billion, new, index, trading, rose, per, year
5 said, also, state, iraq, center, united, attack, hospital, killed, war, three, american, people
6 said, two, home, police, told, state, friday, last, year, federal, company, yesterday, national
7 standard, poor, index, chief, point, said, percent, justice, one, spx, broader, executive, three
8 said, analyst, expected, street, many, suit, call, yesterday, angeles, wall, los, research, one, change, according
9 case, said, court, filed, death, also, charged, lawsuit, charge, state, found, reported, office, cancer

10 said, would, server, window, network, one, new, microsoft, also, taken, people, company

Table 6: Topic distribution on QNLI dataset

#Topic QNLI
1 city, american, south, large, west, season, de, roman, service, art, london, first, located, street, new
2 state, united, new, including, people, city, national, million, school, north, government, army, many, within, building
3 also, system, later, early, used, based, part, control, four, use, death, official, known, act, called
4 group, language, east, among, found, common, company, india, federal, movement, population, early, included, production, range
5 the, church, term, example, university, greek, german, like, english, specie, god, word, per, old, one
6 form, although, following, law, central, rule, culture, without, often, modern, territory, society, treaty, considered, christian
7 war, world, british, life, development, empire, first, region, community, year, france, though, time, set, began
8 well, three, include, place, power, party, league, may, needed, right, one, political, club, a, event
9 became, first, time, john, film, president, number, year, french, one, day, land, america, process, le
10 century, music, around, house, home, period, age, record, late, established, several, standard, time, world, river

Algorithm 4: Mixing Sparse Adapters
with weight sign difference

Input: k domain-specific adapters, the FSD matrix
Sk×k, l number of mix adapters.

Output: Average(sparse_candidates)
1: dense_candidates← {}
2: Compute the average of the difference in weight
3: sign: averageS = mean(S, axis = 1)
4: Select the top l smallest adapters (Sl) to mix based
5: on the average weight sign difference
6: dense_candidates← Sl

7: For each adapter, compute the average fraction of
8: weight sign different in each layer with corresponding

layers from other adapters.
9: Get the top m layer with the highest fraction of

10: weight sign conflict to prune
11: sparse_candidates← Prune(dense_candidates)
12: return average(sparse_candidates)

A.8 Mixing Sparse Adapters with weight sign
difference

Alg. 4 shows details of mixing sparse adapter with
sign conflict information.
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Table 7: Topic distribution on QQP dataset

#Topic QQP
1 like, become, feel, get, job, movie, good, student, want, engineering, girl, website, sex, study, go
2 best, way, difference, learn, whats, money, make, online, book, india, buy, start, good, language, programming
3 much, best, time, weight, year, lose, old, place, month, day, iphone, read, possible, class
4 thing, day, business, get, first, going, example, one, prepare, video, woman, word, men
5 work, note, india, indian, ever, computer, black, r, science, you, help, rupee, different
6 would, life, trump, world, country, new, donald, war, india, win, happen, president, clinton, hillary
7 get, friend, used, long, why, bad, back, see, take, cant, good, facebook, system, relationship, person
8 someone, love, english, one, know, improve, account, people, get, instagram, tell, average, hair, password
9 mean, app, song, name, android, give, bank, right, what, company, india, working, get, now, create

10 people, quora, question, think, do, me, answer, google, stop, use, state, get, many, live

Table 8: Topic distribution on RTE dataset

#Topic RTE
1 year, bank, world, ago, police, place, human, people, said, man, problem, game, many, took, explosion
2 people, attack, california, killed, life, united, day, lost, air, one, space, injured, national, capital, said
3 oil, said, nuclear, company, new, president, iran, million, military, john, un, country, bush, price
4 said, world, state, united, minister, country, million, people, nobel, south, peace, war, trade, prize, mexico
5 woman, corp, parliament, case, confirmed, said, rabies, represented, cause, poorly, fire, president, police, loss
6 year, new, said, one, would, died, university, show, company, family, first, service, since, country, home
7 state, iraq, said, bush, bomb, found, used, water, home, killed, caused, damage, one, police
8 party, police, president, new, two, officer, name, drug, state, prime, people, minister, last, year, democratic
9 new, said, government, year, iraq, would, york, official, today, baghdad, also, euro, announced, percent, minister
10 said, year, leader, new, sanfrancisco, work, justice, two, president, government, end, free, guerrilla

Table 9: Topic distribution on SST2 dataset

#Topic SST2
1 film, really, enough, movie, something, make, interesting, many, like, subject, intelligent, laugh, short
2 movie, bad, film, better, great, fun, one, look, director, story, ultimately, smart, cinema, put
3 performance, funny, way, moment, film, cast, another, screen, yet, big, work, perfect, made
4 new, material, ve, movie, rather, film, special, seen, minute, enjoyable, might, offer, story, effect
5 comedy, drama, thriller, romantic, documentary, actor, moving, clever, funny, sometimes, pleasure, often, movie, film
6 work, film, movie, hard, well, keep, filmmaker, ever, life, original, sense, dull, quite, could
7 like, feel, movie, much, people, film, make, see, get, character, one, thing
8 good, real, film, worth, fascinating, make, time, lack, bit, amusing, humor, tale, pretty, run
9 character, one, best, film, movie, story, far, compelling, two, every, year, picture, little

10 love, audience, film, story, character, seems, entertainment, way, powerful, care, take, one, movie, spirit

Table 10: Topic distribution on RCT dataset

#Topic RCT
1 group, patient, week, randomized, study, received, control, year, mg, randomly, placebo, day
2 patient, session, visit, cohort, failure, lesion, myocardial, hospital, twice,death, heart, infarction
3 analysis, using, data, model, used, test, sample, analyzed, regression, characteristic, time, collected, cell, method, performed
4 outcome, primary, month, patient, baseline, measure, score, secondary, treatment, scale, assessed, symptom, week, followup
5 risk, associated, level, weight, factor, effect, disease, body, increased, diabetes, insulin, high, glucose, change, activity
6 study, patient, treatment, effect, therapy, efficacy, may, effective, result, evaluate, safety, weather, clinical, outcome, intervention
7 group, difference, significant, significantly, compared, control, treatment, score, higher, lower, time, observed, rate
8 trial, study, randomized, intervention, care, health, controlled, clinical, quality, life, conducted, prospective, effectiveness, child, number
9 patient, event, surgery, adverse, postoperative, complication, procedure, pain, undergoing, surgical, rate, incidence, common, infection, injection
10 mean, respectively, ratio, patient, group, median, versus, interval, year, day, month

Table 11: Topic distribution on Tweets dataset

#Topic Tweets
1 new, get, here, music, home, cool, playing, free, want, fun, season, shop, update, reason
2 day, one, night, time, good, week, last, never, first, get, year, got, lot, today
3 day, father, love, happy, time, weekend, take, friday, dad, fathersday, model
4 want, bull, up, do, help, trump, whatever, direct, dominate, waiting, libtard, yet, sleep, post
5 thankful, need, good, positive, orlando, morning, city, tear, news, blessed, friend, dream, bing, yeah, bong
6 user, amp, day, see, cant, go, like, new, today, one, people, get, wait, make
7 birthday, like, positive, affirmation, happy, baby, amp, god, girl, woman, feel, hate, hot, you
8 love, work, life, happy, happiness, make, always, food, quote, smile, wedding, moment, right, feeling, music
9 healthy, blog, gold, silver, altwaystoheal, forex, healing, grateful, dog, buffalo, peace, really, story
10 love, me, smile, summer, beautiful, fun, cute, girl, selfie, friend, sun, instagood, beach, photo
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Table 12: Topic distribution on IMDB dataset

#Topic IMDB
1 story, film, life, movie, character, one, love, time, people, see, way, family, would, well
2 movie, like, one, good, really, it, film, bad, see, even, time, would, make, get
3 get, one, man, the, go, woman, take, back, he, find, there, scene, two, girl
4 hamilton, gadget, arkin, scooby, talespin, stallion, smoothly, tenderness, shaggy, gil, inspector, keller, nevada, hopelessness
5 war, american, documentary, soldier, political, world, german, country, history, america, military, army, hitler
6 bollywood, indian, kapoor, khan, akshay, fi, amitabh, ramones, verhoeven, christina, sci, braveheart, kumar, chiller
7 film, one, the, scene, character, story, director, much, plot, well, even, work, time
8 film, role, performance, great, play, best, good, cast, one, actor, comedy, john
9 show, series, episode, year, tv, time, great, first, kid, dvd, one, funny, still, watch
10 match, matthau, luke, shakespeare, neil, bruce, scarface, boxing, hamlet, elvis, branagh, lucas, polanski

Table 13: Topic distribution on Ag News dataset

#Topic Ag News
1 palestinian, said, iraqi, killed, iraq, reuters, attack, baghdad, arafat, israeli, bomb, scored, force, city
2 win, world, first, point, coach, cup, lead, victory, team, second, no, champion, night, final
3 president, afp, said, minister, election, bush, leader, india, state, reuters, prime, united
4 reuters, oil, price, stock, new, search, dollar, google, market, york, rate, apple, share, record
5 court, drug, say, ap, could, may, new, year, eu, case, said, state, scientist, trial
6 space, nasa, canadian, dec, press, former, nba, williams, winter, houston, monday, arsenal, sunday
7 said, company, inc, million, deal, corp, billion, sale, year, percent, reuters, buy, business
8 microsoft, new, software, internet, service, system, computer, technology, phone, ibm, music, online, web, company
9 china, police, said, reuters, people, worker, british, government, official, party, japan, group, chinese
10 game, new, year, red, one, time, season, first, team, series, last, york

Table 14: Topic distribution on Financial dataset

#Topic Financial
1 company, finnish, new, plant, finland, construction, order, line, contract, service, unit, production, investment
2 company, share, bank, said, also, capital, start, issue, term, financial, price, business, executive, dividend
3 eur, profit, sale, net, operating, million, period, quarter, compared, loss, year
4 finnish, said, today, million, company, first, helsinki, year
5 company, mobile, said, phone, nokia, solution, business, pretax, finland, network, product, group, store, customer
6 market, board, option, company, share, stock, director, member, concerning, meeting, general, bank, flow, chairman
7 share, company, group, lower, helsinki, stock, president, capital, holding, new, right
8 service, finland, customer, corporation, company, electronics, solution, industry, business, helsinki, ltd, group
9 company, expected, sale, said, people, production, paper, year, finland, plant, cut, staff, expects

10 euro, service, company, item, nokia, excluding, technology, business, mobile, device, market, product

Table 15: Topic distribution on Authorship dataset

#Topic Authorship
1 one, would, may, people, year, even, could, time, last, minister, public, police, many, blair, say
2 one, would, war, farmer, even, new, blair, bush, could, need, time, iraq, much, week
3 labour, new, people, government, tax, year, time, even, public, brown, blair, party, money
4 would, one, government, new, world, year, labour, much, state, blair, last, british
5 new, public, government, labour, people, year, one, would, may, way, time, make, right, life, need
6 people, time, public, said, even, government, lord, like, party, make, day
7 one, bush, american, world, year, right, war, child, people, british, state, new
8 people, one, child, like, time, family, get, year, burrell, may, still, even, much
9 would, one, blair, bush, war, nuclear, even, it, new, make, could, weapon, people, party

10 would, one, year, people, could, even, royal, like, woman, time, war, right, iraq
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Table 16: Topic distribution on Wiki Toxic dataset

#Topic Wiki Toxic
1 page, talk, edit, please, user, edits, wikipedia, editor, comment, block, blocked, editing, discussion, thanks, stop
2 image, use, you, copyright, page, fair, picture, please, medium, wikipedia, see, template, deleted, file, photo
3 article, deletion, deleted, page, please, tag, may, speedy, notable, talk, guideline, subject, wikipedia, criterion, add
4 nigger, hate, bitchfuck, faggot, lol, class, rape, fat, asshole, mama, fucker, hairy, ha, boymamas
5 like, know, get, people, it, think, you, want, one, time, go, thing, me, really
6 state, english, country, american, language, people, name, war, city, world, government, history, british, jew, group
7 fuck, ass, suck, fucking, shit, u, hi, cunt, school, moron, go, bitch, shut, cock, dick
8 utc, year, new, game, redirect, song, old
9 page, wikipedia, talk, help, please, link, welcome, question, article, thank, thanks, like, name, best
10 article, one, would, source, also, think, section, fact, see, it, like, point, say, time, reference

Task Learning rate epoch batch size warmup weight decay adapter size

BERTBASE

MNLI 4e-4 20 32 0.06 0.1 256
MRPC 4e-4 5 32 0.06 0.1 256
QNLI 4e-4 20 32 0.06 0.1 256
QQP 4e-4 20 32 0.06 0.1 256
RCT 4e-4 20 32 0.06 0.1 256
RTE 4e-4 5 32 0.06 0.1 256
SST2 4e-4 10 32 0.06 0.1 256
Tweets 4e-4 5 32 0.06 0.1 256
IMDB 4e-4 5 32 0.06 0.1 256
Ag News 4e-4 20 32 0.06 0.1 256
Financial 4e-4 5 32 0.06 0.1 256
Authorship 4e-4 5 32 0.06 0.1 256

RoBERTaLARGE

MNLI 3e-4 20 64 0.6 0.1 64
MRPC 3e-4 5 64 0.6 0.1 64
QNLI 3e-4 20 64 0.6 0.1 64
QQP 3e-4 20 64 0.6 0.1 64
RCT 3e-4 20 64 0.6 0.1 64
RTE 3e-4 5 64 0.6 0.1 64
SST2 3e-4 10 64 0.6 0.1 64
Tweets 3e-4 5 64 0.6 0.1 64
IMDB 3e-4 5 64 0.6 0.1 64
Ag News 3e-4 20 64 0.6 0.1 64
Financial 3e-4 5 64 0.6 0.1 64
Authorship 3e-4 5 64 0.6 0.1 64

Table 17: Hyperparameter configurations for various tasks.
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Figure 10: Accuracy of RoBERTa with Houlsby (Houlsby et al., 2019) across various distribution datasets. The x-axis denotes
the number of domain adapters to be mixed, ranging from 1 to 13.
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Figure 11: Performance Evaluation of RoBERTa Using the LoRA (Hu et al., 2022) across Varied Domain Datasets.
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Figure 12: Performance Evaluation of BERT Using the Houlsby (Houlsby et al., 2019) across Varied Domain Datasets.
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Figure 13: Performance Evaluation of BERT Using the Pfeiffer (Pfeiffer et al., 2021) across Varied Domain Datasets.

12972



mrpcqn
li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35

Fr
ac

tio
n 

of
 d

iff
er

en
t(%

) MNLI

mnliqn
li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
MRPC

mnli
mrpcqq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
QNLI

mnli
mrpcqn

li rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
QQP

mnli
mrpcqn

li
qq

p rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35

Fr
ac

tio
n 

of
 d

iff
er

en
t(%

) RCT

mnli
mrpcqn

li
qq

p rctsst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
RTE

mnli
mrpcqn

li
qq

p rct rte
tw

ee
ts
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
SST2

mnli
mrpcqn

li
qq

p rct rtesst
2
im

db

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
Tweets

mnli
mrpcqn

li
qq

p rct rtesst
2

tw
ee

ts

ag
_ne

ws

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35

Fr
ac

tio
n 

of
 d

iff
er

en
t(%

)

IMDB

mnli
mrpcqn

li
qq

p rct rtesst
2

tw
ee

ts
im

db

fin
an

cia
l

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
Ag News

mnli
mrpcqn

li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

au
tho

rsh
ip

wiki_
tox

ic
0

5

10

15

20

25

30

35
Financial

mnli
mrpcqn

li
qq

p rct rtesst
2

tw
ee

ts
im

db

ag
_ne

ws

fin
an

cia
l

wiki_
tox

ic
0

5

10

15

20

25

30

35
Authorship

0.80

0.82

0.84

0.86

0.88

0.90

0.80

0.82

0.84

0.86

0.88

0.90

0.90

0.92

0.94

0.96

0.98

1.00

0.86

0.88

0.90

0.92

0.94

Ac
cu

ra
cy

0.80

0.82

0.84

0.86

0.88

0.90

0.80

0.82

0.84

0.86

0.88

0.90

0.90

0.92

0.94

0.96

0.98

1.00

0.90

0.92

0.94

0.96

0.98

1.00

Ac
cu

ra
cy

0.86

0.88

0.90

0.92

0.94

0.86

0.88

0.90

0.92

0.94

0.80

0.82

0.84

0.86

0.88

0.90

0.90

0.92

0.94

0.96

0.98

1.00

Ac
cu

ra
cy

Figure 14: Fraction of weights altering direction during the consolidation of two adapters. The sky-blue bar represents the
fraction of weight sign conflicts between two (k=2) adapters (left y-axis). The dashed blue line denotes the accuracy achieved by
a standalone adapter trained on a specific task. While the solid red line illustrates the variations in accuracy when merging the
adapter with another task’s adapter.
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Figure 15: Fraction of weights changing direction during the mixing of multiple adapters, ranging from 2 to 13. The sky-blue bar
represents the fraction of weight sign conflicts between k (from 1 to 13) adapters (left y-axis). The dashed blue line corresponds
to the accuracy of a single adapter trained on a specific task, while the solid red line depicts the fluctuation in task accuracy
resulting from merging the adapter with another task’s adapter.
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