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Abstract

Though advanced in understanding visual infor-
mation with human languages, Large Vision-
Language Models (LVLMs) still suffer from
multimodal hallucinations. A natural concern
is that during multimodal interaction, the gener-
ated hallucinations could influence the LVLMs’
subsequent generation. Thus, we raise a ques-
tion: When presented with a query relevant
to the previously generated hallucination, will
LVLMs be misled and respond incorrectly, even
though the ground visual information exists?
To answer this, we propose a framework called
MMHalSnowball to evaluate LVLMs’ behav-
iors when encountering generated hallucina-
tions, where LVLMs are required to answer spe-
cific visual questions within a curated halluci-
natory conversation. Crucially, our experiment
shows that the performance of open-source
LVLMs drops by at least 31%, indicating that
LVLMs are prone to accept the generated hallu-
cinations and make false claims that they would
not have supported without distractions. We
term this phenomenon Multimodal Hallucina-
tion Snowballing. To mitigate this, we further
propose a training-free method called Residual
Visual Decoding, where we revise the output
distribution of LVLMs with the one derived
from the residual visual input, providing mod-
els with direct access to the visual information.
Experiments show that our method can mitigate
more than 24% of the snowballed multimodal
hallucination while maintaining capabilities.1

1 Introduction

Large Vision-Language Models (LVLMs) have
shown remarkable abilities in observing and un-
derstanding the real world in human languages
(Achiam et al., 2023; Zhu et al., 2023; Liu et al.,
2023d; Ye et al., 2023b; Dai et al.). However, mul-
timodal hallucinations, in which LVLMs provide

*Corresponding Author
1Resources will be available at https://github.com/

whongzhong/MMHalSnowball

Where am I now? Please
describe the scene in detail.

Misled by the generated hallucination:

Ask the same question separately:

You are standing in front of the zebra 
crossing on a city street. Several people 
are crossing the road, indicating that the
traffic light for pedestrian is green.

Can I cross the street now?

Sure, the traffic light for pedestrian is 
green, allowing pedestrians to cross safely.

Can I cross the street now?

No, it is not safe to cross the street at the 
moment. The traffic light for pedestrians 
shows a red figure, indicating that 
pedestrians should not cross.

Hallucination
Snowballing

Figure 1: An example of the LVLM assisting a visually
impaired person to cross the street. The model is misled
by the generated hallucination and mistakenly suggests
the user to cross the street, although it can give correct
advice independently. Green and red colors highlight
the correct answer and hallucinations, respectively.

responses misaligned with the corresponding visual
information, remain to be the Achilles’ heel (Cui
et al., 2023; Kamath et al., 2023; Li et al., 2023b;
Liu et al., 2023a; Lu et al., 2023; Rawte et al., 2023;
West et al., 2023; Huang et al., 2023).

Previous research has revealed that hallucina-
tions generated by large language models may ac-
cumulate due to models’ over-commitment to early
mistakes, leading to more mistakes that they other-
wise would not make (Zhang et al., 2023a; Azaria
and Mitchell, 2023; Kang et al., 2023), especially
for the user-model interaction scenarios such as
conversation (Huang et al., 2022; Tian et al., 2024;
Gong et al., 2023). However, the extent to which
accumulated multimodal hallucinations mislead
LVLMs into generating false claims requires fur-
ther exploration. In this work, we conducted an
investigation into this issue for the first time. As
shown in Figure 1, we seek the answer to the ques-
tion: When presented with a query relevant to the
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Figure 2: Preliminary explorations on the hallucinations
generated by LVLMs given conversational contexts. (a)
Response accuracy with or without hallucinatory con-
versation. (b) Response distribution when asking the
question within a hallucinatory conversation. We select
question samples that the LVLM can correctly answer
without distractions.

previously generated hallucination that contradicts
the visual information, can models make the cor-
rect judgment when they could have given a correct
answer independently? We conduct a preliminary
study on GPT-4V (Achiam et al., 2023), LLaVA
1.5 (Liu et al., 2023c), and mPLUG-Owl2 (Ye et al.,
2023b). Similar to the setting of Figure 1, given an
image, we start a conversation by asking the model
to describe the image in detail. When observing
hallucinations in the LVLM’s responses, we con-
tinue to ask a relevant question according to the
model-generated hallucination. In addition, we ask
the same question separately to see if the model can
answer it correctly without distractions. As demon-
strated in Figure 2(a), we find that when the text
context contains relevant hallucination, the model
performance declines significantly, compared to
the model response when asking the same ques-
tion separately. We further select those question
samples that the LVLM can correctly answer sepa-
rately, and manually identify the response change
when asking the same question with the related
model-generated hallucinatory context. As Figure
2(b) depicts, we find that more than 59% of the
answers are semantically the same as the generated
hallucination, indicating that they were misled by
the previously generated hallucinations.

To systematically investigate this phenomenon,
we propose to identify whether the LVLM is misled
by hallucinations via checking if a specific claim is
flipped due to previous hallucinations. We design
a framework called MMHalSnowball to construct
hallucinatory visual conversations, where models

are required to answer the question based on the
image and the hallucinatory conversation. The re-
sult shows that LVLMs’ multimodal hallucinations
are easy to mislead the later generation because
their strong language capabilities make them prone
to be over-confident in the hallucinated context,
thereby generating false claims that they normally
would not support, which we term as Multimodal
Hallucination Snowballing.

In addition to mitigating this issue, we further
proposed a training-free decoding method called
Residual Visual Decoding (RVD). By residual con-
necting the visual information and the current user
instruction, distributions that emphasizing the vi-
sual information are derived to revise the original
output distribution. Our RVD achieves more than
24% of improvements in reducing the multimodal
hallucination snowballing while maintaining the
contextual modeling ability.

2 Evaluating the Multimodal
Hallucination Snowball Phenomenon

In this section, we design a question-answer task
in the conversation scenario, where a model is first
asked to describe a picture in detail and then an-
swers a visual question. As shown in Figure 3, we
propose the MMHalSnowball framework to care-
fully simulate hallucinatory conversations and eval-
uate whether the model generates a wrong answer
due to the hallucinatory context. Next, we will de-
scribe our evaluation framework in detail, including
conversation creation, experimental settings, and
evaluation metrics. We experimentally analyze the
multimodal hallucinations snowball in §2.7. The
prompts used are listed in Appendix A.2.

2.1 Dataset Source
We use the validation set of the GQA dataset (Hud-
son and Manning, 2019) as our data source, which
contains a balanced aspect of visual questions that
focuses on objective perceptional questions. We
adopt images, question-answer pairs, and regional
description annotations from the Visual Genome
(Krishna et al., 2017). Note that we use its balanced
validation set to minimize the impact of dataset con-
tamination and language prior.

2.2 Hallucination Allocation
To be more practical, we construct hallucinations
based on the common types generated by LVLMs.
Inspired by Wang et al. (2023a); Zhai et al. (2023),
we categorize the hallucinations as follows:
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Hallucination
Allocation

Hallucination
Creation

Conversation
Construction

Question：What is the ani-
mal to the right of the dog?

Hallucination Type:
Existence

Answer：sheep
Regional Descriptions：

Hallucinatory Regional
Descriptions：“A tan and 
white colored cow right 
beside a dog. ”: [0.454, 
0.285, 0.998, 0.875], “ A 
brown dog with black nose
and blue collar” : [0.000, 
0.469, 0.504 …

Hallucinatory Answer: cow
Hallucinatory Fact: The 
animal to the right of the 
dog is a cow.

Please describe this
image in detail.

In the image, a brown 
dog … a tan colored
cow stands nearby…

What is the animal to 
the right of the dog?

Hallucinatory Image
Description : In the 
image, a brown dog with a
black nose… while to the
right of the dog, a white and 
tan colored cow stands 
nearby. The cow’s head is...

sheep or cow?

Evaluation

sheep

What is the animal to 
the right of the dog?

Snowballing?

Fact: The animal to the 
right of the dog is a sheep.
Image Description ：In 
the image…To the right of 
the dog, there is a sheep…

Step 1 Step 4Step 2 Step 3

Fact Generation

Hallucination
Type Allocation

“A tan and white colored 
sheep right beside a dog…

Conflict Creation

Description
Generation

Conflict Verification

Answer:
sheep
Answer:
cow

Question

Answer:
sheep
Answer:
cow

Conversation
Construction

Multimodal Hallucination
Snowballing Evaluating

Hallucination-free
conversation

Please describe this
image in detail.

In the image, a brown 
dog … a tan colored
cow stands nearby…

What is the animal to 
the right of the dog?

Hallucinatory Conversation

Figure 3: An overview of our MMHalSnowball framework for simulating hallucinatory conversations and evaluating
LVLMs’ behavior in such conversations. In step 1, start with a question-answer pair, we generate a fact, an image
description and allocate a proper hallucination type according to the corresponding question-answer pair. In step 2,
we utilize the ChatGPT to rewrite a hallucinatory answer based on the allocated hallucination type. We then modify
other annotations and generate the corresponding hallucinatory description using ChatGPT. In step 3, after ensuring
the hallucinatory answer and descriptions contradict the image content, we construct a conversation that contains
the specific hallucination. In step 4, we evaluate the LVLMs’ performance gap in two conversation settings to see
whether they suffer from multimodal hallucination snowballing. Green and red color highlight the correct answer
and hallucinations curated out of it, respectively.

• Existence Hallucination, which refers to the
incorrect recognition of visible objects in the
image or the belief that specific visible objects
are absent in the image.

• Attribute Hallucination, which refers to the
inaccurate characterization of objects and mis-
representations of attributes such as color,
shape, size, and actions.

• Relation Hallucination, which refers to the
inaccurate depiction of the relationships or in-
teractions among objects, including erroneous
interaction states, relative positions, and spa-
tial positions of objects relative to the image.

• Imagination Hallucination, which refers to
the erroneous imagination of objects in the
picture that do not appear.

To incorporate hallucinations, we first utilize Chat-
GPT (OpenAI, 2022) to rewrite a fact sentence

that best describes the question-answer pair. In
addition, the annotated regional descriptions and
the fact sentence are used to generate an image
description. The ChatGPT is prompted to ensure
the image description semantically entails the fact
sentence. Hallucination can be created by prop-
erly modifying the fact sentence. Our goal is to
make the answer to the original question no longer
correct according to the modified fact sentence.
However, not all types of hallucination will make
the original answer invalid (e.g. modify the fact
sentence "The color of the trousers is blue" to "the
color of the bike is blue" introduces an imagina-
tion hallucination, but won’t invalidate the answer
to the question: "What color are the trousers that
this boy is wearing in the image?"). To match the
hallucination errors in the curated contexts with
the corresponding question-answer pairs, We then
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Existence
1,128

Relation
1,318

Attribute
1,208

Imagination
1,319

(a) Sample number for each
hallucination type.
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Figure 4: Statistics of our curated dataset.

allocate a proper hallucination type from the above
definition to each fact sentence. Appendix A.1
shows details about the rules of allocating proper
hallucination types.

2.3 Hallucination Creation
In this part, we describe how we utilize the
question-answer pair, the fact sentence, and the
regional descriptions to generate hallucinatory im-
age descriptions. Rather than directly modifying
the fact sentence according to the hallucination
type to create hallucinations, we find it more sta-
ble to ask the ChatGPT to rewrite a hallucinatory
answer that contradicts the original answer. Then,
the fact sentence, as well as all the regional descrip-
tions are heuristically modified to hallucinatory
ones according to the hallucinatory answer. With
the hallucinatory fact sentence and hallucinatory re-
gional descriptions as inputs, the ChatGPT is asked
to generate a detailed image description that en-
tails the hallucinatory fact. the original answers
Y + = {y+1 , y+1 , ..., y+n } and the rewritten halluci-
natory answers Y − = {y−1 , y−1 , ..., y−n } are kept
for evaluation, where n represents the dataset size.

2.4 Conversation Construction
Before constructing a hallucinatory conversation,
we should ensure that the generated hallucinatory
answer and descriptions contradict the image con-
tent, while the hallucinatory description supports
the hallucinatory answer. To do this, we provide
ChatGPT with descriptions, answers, and their cor-
responding hallucinatory ones to check if the modi-
fication and generation meet our requirements. We
also check if the image description generated in
Section 2.2 entails the fact sentence. See Figure
12 for the prompt used. Note that only those de-
scriptions that conflict with the original answer but
can deduce the hallucinatory answer will be kept.

After checking, we utilize the generated halluci-
natory descriptions and the question-answer pairs
to construct a question-answering conversation, as
Figure 3 step 3 shows. Conversation examples for
each hallucination type are in Appendix A.5.

2.5 Statistics

With our meticulous data curation and checking
process, Our curated dataset D contains 4,973 sam-
ples in total. The detailed sample number for each
hallucination type is as Table 4 shows. As Figure
5 shows, the diverse nature of the GQA dataset is
maintained.

To check the effectiveness of the modifications
made by our framework, as Figure 5 left shows,
we sample 400 data and manually review them by
several professionals. Our generated hallucinatory
answers and conversations mostly meet our expec-
tations, Please refer to Appendix A.3 for more de-
tails about manual checking.

2.6 Evaluation

To gain a deep understanding of the LVLMs’ mul-
timodal hallucination snowballing, given visual
question-answering pairs from our dataset, We gen-
erate model responses under two different settings
as Figure 1 shows and compare the results under
these two conversation settings. The first setting is
that the model generates the response to the ques-
tion in our curated corresponding hallucinatory con-
versation, which we refer to as HalluConv.. The
second is that the model answers the same visual
question alone, without the distraction of halluci-
natory context, which we refer to as CleanConv..
Since LVLMs’ response format can be diverse due
to the ambiguous query prompt, it might make
the automatic evaluation result slightly imprecise.
To address this, we follow (Liu et al., 2023c) to
add a formatting prompt right after the question:
"Please answer the question using a single word or
phrase.", namely Formatting Prompt setting. The
user input with the question only is named as Ques-
tion Prompt. Note that we conduct experiments
with Formatting Prompt if not specified.

2.6.1 Evaluation Metrics
In this part, we introduce our evaluation metrics.
First, to evaluate the correctness of each generated
answer, we adopt the following criteria:
Entailment Matching Score: Considering both
the original answer and the hallucinatory answer
were short, while models tends to generate longer
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Model
Question Prompt Formatting Prompt

CleanConv. HalluConv. CleanConv. HalluConv.

Acc↑ Acc↑ FR↓ WFR ↓ Acc↑ Acc↑ FR↓ WFR ↓
7B LLM

LLaVA-1.5 61.21 7.68 ↓ 53.53 79.96 89.03 71.24 14.96 ↓ 56.28 78.21 81.29
MiniGPT-4 33.60 13.11 ↓ 20.49 76.42 86.24 37.12 5.75 ↓ 31.37 84.18 89.65
MiniGPT-v2 59.24 25.14 ↓ 34.10 58.08 63.92 62.12 21.40 ↓ 40.72 66.11 72.06
InternLM-XC 40.84 5.21 ↓ 35.63 83.95 92.52 43.51 5.83 ↓ 37.68 86.55 91.31
ShareGPT4V 61.81 10.54 ↓ 51.27 78.01 86.27 71.81 15.91 ↓ 55.90 77.18 80.12
CogVLM 72.69 2.49 ↓ 70.20 92.84 96.90 75.17 2.63 ↓ 72.54 93.07 96.79
mPLUG-Owl 37.18 4.10 ↓ 33.08 71.50 93.24 37.80 3.64 ↓ 34.16 78.62 93.35
mPLUG-Owl2 54.88 4.75 ↓ 50.13 84.65 93.55 60.47 7.82 ↓ 52.65 86.63 89.82
Qwen-VL-Chat 51.80 26.20 ↓ 25.60 72.48 77.83 77.94 20.03 ↓ 57.91 71.70 74.97
Otter 44.90 9.43 ↓ 35.47 71.61 87.42 52.12 13.94 ↓ 38.18 73.50 82.21
IDEFICS 41.22 5.05 ↓ 36.17 83.37 92.83 40.94 7.32 ↓ 33.62 85.07 91.11
InstructBLIP 60.61 4.32 ↓ 56.29 85.73 94.06 59.88 4.54 ↓ 55.34 90.36 93.92
13B LLM

LLaVA-1.5 62.03 9.57 ↓ 52.46 78.61 86.29 72.07 14.74 ↓ 57.33 78.21 81.45
ShareGPT4V 64.71 6.92 ↓ 57.79 83.84 90.77 72.43 13.43 ↓ 59.00 80.01 83.29
InstructBLIP 55.02 6.21 ↓ 48.81 76.94 92.76 53.53 12.75 ↓ 40.78 76.15 85.80
Closed-Source

GPT-4V 52.02 42.09 ↓ 9.93 14.26 43.95 60.49 52.00 ↓ 8.49 23.30 27.69

Table 1: Experiment results for models answering the same questions under two different conversation settings:
CleanConv. and HalluConv settings. Numbers that are highlighted orange represent the model performance drop
caused by hallucinatory conversation, compared to the model performance under CleanConv. setting. The results in
bold and underlined represent the best and the second-best results, respectively. All experiments are implemented
under a zero-shot setting to avoid the bias introduced by demonstrations.

answers with explanations. We evaluate the correct-
ness for the ith sample by checking if the answer
is entailed in the generated response:

Scorei = 1 if yi in ŷi else 0, (1)

where yi and ŷi stand for the expected answer and
the generated response, respectively. With a proper
scoring method for one sample, we can calculate
the overall accuracy with the following method:
Accuracy (Acc):

Acc(Y, Ŷ ) =

∑n
i=1 Scorei(yi, ŷi)

n
, (2)

where Acc(Y, Ŷ ) represents the model’s accuracy
score over the entire dataset.
Flip Rate (FR):

In order to systematically measure whether one
model is affected by the hallucination snowballing
phenomenon, we propose the FR to evaluate how
many model responses are misled by hallucinatory
context and are matched with our curated halluci-
natory answers:

FR =

∑
i∈D+ Scorei(y−i , ŷ

−
i )

Acc(Y +, Ŷ )
, (3)

D+ = {i|Score(y+i , ŷ
+
i ) = 1, ŷi ∈ Ŷ , y+i ∈ Y +},

(4)
where Ŷ + = {ŷ+1 , ŷ+1 , ..., ŷ+N} and Ŷ − =
{ŷ−1 , ŷ−1 , ..., ŷ−N} represent generated answers un-
der CleanConv. and HalluConv. settings, D+ rep-
resents the sample indexes that the LVLM correctly
answers in the CleanConv. setting.

Furthermore, we designed a more generalized
flip-rate metric named weak flip-rate(WFR) which
only evaluates how many model responses are dis-
tracted by hallucinatory context and conflict with
the original answers:

WFR =

∑
i∈D+(1− Scorei(y+i , ŷ

−
i ))

Acc(Y +, Ŷ +)
, (5)

2.6.2 Models
We investigate the multimodal snowballing phe-
nomenon in the following mainstream LVLMs:
LLaVA-1.5 (Liu et al., 2023c), MiniGPT-4 (Zhu
et al., 2023), MiniGPT-v2 (Chen et al., 2023a),
InternLM-XComposer (Zhang et al., 2023b),
ShareGPT4V (Chen et al., 2023b), CogVLM
(Wang et al., 2023b), mPlug-Owl (Ye et al., 2023a),
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mPlug-Owl2 (Ye et al., 2023c), Qwen-VL-Chat
(Bai et al., 2023), Otter (Li et al., 2023a), IDEFICS
(Laurençon and Strien, 2023), InstructBLIP (Dai
et al.) and GPT-4V (gpt-4-vision-preview)(Achiam
et al., 2023). All experiments are completed under
a zero-shot setting. Please refer to Appendix A.4
for more generation details.

2.7 Do LVLMs Suffer from Multimodal
Hallucination Snowballing?

To answer this question, we compare the model
responses under the conversation settings of Hal-
luConv. and CleanConv., as Section 2.6 describes.
The results are depicted in the Table 1. Though ad-
vanced in answering visual questions even in a zero-
shot manner (See accuracy in CleanConv.), most
models struggle to stick to their judgment when
there are specious hallucinations in the context (See
accuracy in HalluConv.), resulting in extremely low
accuracy. For LLaVA-1.5, ShareGPT4V, mPlug-
Owl2, and InstructBLIP, despite their advanced
model ability, they still suffer an over 50% perfor-
mance drop. However, we also recognize that GPT-
4V is significantly less affected by hallucinations.
We observed a correction process in the responses
of GPT-4 (See Appendix B.2 for examples), in-
dicating that it is capable of paying attention to
visual information to a certain extent and realizing
that some hallucinations have been generated in
the conversation. In addition, we find that GPT-4
often refuses to answer the user question due to
its strict safety protocol, especially in the Clean
Conv. setting (around 12%), indicating a potential
cause of such a comparably low accuracy. But in
general, all the LVLMs suffer from multimodal hal-
lucination snowballing at different levels. What’s
more, a high flip rate indicates that the model re-
sponses are easily misled by the hallucinatory con-
versation, even when the model can make a correct
claim in CleanConv. setting. An even higher weak
flip rate is observed, which shows that LVLMs’
responses are corrupted due to the hallucinatory
context. Hence, comparing the same LVLMs with
different scale LLM backbones, we find no signif-
icant performance improvement in mitigating the
multimodal hallucination snowballing, except for
the InstructBLIP.

Comparing the experiments between two dif-
ferent query prompts, we find that the Format-
ting Prompt shows clearer instructions, which not
only improves question-answering ability but also
eases the multimodal hallucination snowballing
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Figure 5: Question answering accuracy(a) and flip
rate(b) of two different context settings (i.e. HalluConv.
and CleanConv.) for each hallucination type. Note that
the stripe pattern represents a performance drop due to
the snowballed hallucination.

phenomenon for most of the LVLMs.
We further present the accuracy of two differ-

ent conversation settings and the flip rate for each
hallucination type in figure 5. The result shows
that existence, attribute, and imagination halluci-
nations are easier to snowball. We even observe
a nearly 100% flip rate on the imagination hallu-
cination where LVLMs readily accept objects that
are mistakenly imagined to exist, which could at-
tributed to the LVLMs’ nature to generate positive
response (Liu et al., 2023b). while the relation
hallucinations have a higher probability of being
correct while answering the question. For detailed
results, please refer to Appendix B.1.

2.8 Will LVLMs Be Affected by the
Hallucination-Free Context?

Compared to CleanConv. setting, where the con-
versation context only contains one image and one
user question, LVLMs under HalluConv. setting
are required to answer the same user question with
an additional round of conversation. How does
a longer context length affect the model perfor-
mance? To answer this question, we further create
two conversation settings that have similar context
length to HalluConv. setting, in which there is
also an additional conversation round but without
hallucinatory content related to the user question.
Specifically, we first replace the hallucinatory de-
scriptions in Halluconv. setting with the image
descriptions generated in Section 2.2, which are
semantically consistent with the fact sentence. We
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Model CleanConv.↑ FactConv.↑ IrrConv.↑ HalluConv.↑
7B LLM

LLaVA-1.5 71.24 89.28 ↑ 18.04 65.35 ↓ 5.89 14.96 ↓ 56.28

MiniGPT-4 37.12 67.67 ↑ 30.55 35.11 ↓ 2.01 5.75 ↓ 31.37
MiniGPT-v2 62.12 75.39 ↑ 13.27 56.46 ↓ 5.66 21.40 ↓ 40.72

InternLM-XC 43.51 74.04 ↑ 30.53 40.82 ↓ 2.69 5.83 ↓ 37.68

ShareGPT4V 71.81 89.32 ↑ 17.51 69.74 ↓ 2.07 15.91 ↓ 55.90

CogVLM 75.17 93.20 ↑ 18.03 74.68 ↓ 0.49 2.63 ↓ 72.54

mPLUG-Owl 37.80 62.01 ↑ 24.21 30.54 ↓ 7.26 3.64 ↓ 34.16

mPLUG-Owl2 60.47 91.27 ↑ 13.33 77.12 ↓ 0.82 7.82 ↓ 52.65

Qwen-VL-Chat 77.94 87.77 ↑ 9.83 74.60 ↓ 3.34 20.03 ↓ 57.91

Otter 52.12 66.70 ↑ 14.58 44.06 ↓ 8.06 13.94 ↓ 38.18

IDEFICS 40.94 73.68 ↑ 32.74 38.01 ↓ 2.93 7.32 ↓ 33.62

InstructBLIP 59.88 86.10 ↑ 26.22 54.90 ↓ 4.98 4.54 ↓ 55.34

13B LLM

LLaVA-1.5 72.07 90.87 ↑ 18.80 70.24 ↓ 1.83 14.74 ↓ 57.33

ShareGPT4V 72.43 91.98 ↑ 19.55 70.80 ↓ 1.63 13.43 ↓ 59.00

InstructBLIP 54.94 62.68 ↑ 7.74 42.71 ↓ 10.82 12.75 ↓ 40.78

Table 2: Accuracy results for models answering the
same questions under four different conversation set-
tings. orange and green numbers represent the model
performance drop and improvement in different con-
versation settings, compared to the model performance
under CleanConv. setting. The results in bold and
underlined represent the best and the second-best re-
sults, respectively.

name the resulting new conversation setting as Fact-
Conv. setting. In addition, we replace the 1st round
conversation in HalluConv. with a single question-
answer pair that is irrelevant to any specific visual
information in the image, namely IrrConv. setting
(See Appendix B.3 for more details). The results
are as Table 2 shows. From the results, we can
observe that all the models benefit a lot from a cor-
rect image description, which further proves that
LVLMs tend to rely on text context when there is
text format visual information that can help to gen-
erate the response. Such nature could potentially
lead to the hallucination snowballing with a hal-
lucinatory conversation. What’s more, when the
context provides no useful information, the models’
abilities are not severely influenced by the con-
text, which further indicates the performance drop
in HalluConv. setting is caused by hallucination
snowballing, not the context length.

3 Residual Visual Decoding

From the phenomenon of multimodal hallucination
snowballing, we find that LVLMs tend to condition
on text context when there are plausible clues to
help make responses, thereby ignoring the visual in-
formation and could be easily misled by erroneous
context. To remedy this, we manage to emphasize
the visual information during the inference process
without additional training or external tools under
the multi-turn conversation scenario.

3.1 Residual Visual Predictions
Given a visual input v, a dialog history h, and
the current text query x, one LVLM parametrized
by θ generates a response y token-wisely. With
generated tokens y<t up to time step t − 1, the
output distribution in time step t is formulated as
pθ(yt|v, h, x, y<t), where the output token yt is
sampled from the output distributions:

yt ∼ pθ(yt|v, h, x, y<t)

= softmax(logitθ(yt|v, h, x, y<t)),
(6)

Since the hallucinatory context could interfere
with the process of reasoning over the visual input,
we first construct an input that residual connects
the visual input v with the current text query x, and
derive an output distribution from it:

pθ(yt|v, x, y<t) = softmax(logitθ(yt|v, x, y<t)),
(7)

in which the output distribution will naturally shift
from dependence on text context to reliance on vi-
sual information. We term it the Residual Visual
Predictions, which are based entirely on visual in-
formation and the query while sacrificing attention
to the text context.

3.2 Residual Visual Decoding
In order to put an emphasis on the visual infor-
mation under a multi-turn visual text conversa-
tion scenario, inspired by (Leng et al., 2023; Liu
et al., 2021), we introduce Residual Visual Decod-
ing (RVD), where residual visual predictions are
utilized to enhance the perception of the visual
information. The revised distribution pRVD is for-
mulated as:

pRVD(y|v, h, x) = softmax(αlogitθ(y|v, x)
+(1− α)logitθ(y|v, h, x)),

(8)

where a larger α indicates a higher model focus on
the visual information. Note that when the length
of dialog history h is 0, the RVD degenerates to the
regular decoding.

3.3 Adaptive Distribution Blending
However, as we tune up the α, the text context gets
to be ignored when generating responses, which
possibly does harm to the model’s inherited con-
textual ability. To preserve the contextual ability
while tackling the hallucination snowballing, we
propose to adaptively adjust the scaling parame-
ter. Specifically, we derive an output distribution
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pθ(y|x) given the current user query x only, and
calculate the Jensen-Shannon divergence (JSD) be-
tween it and residual visual predictions, which eval-
uates the similarity between two output distribu-
tions:

τ = JSD(pθ(y|v, x)||pθ(y|x)), τ ∈ [0, 1], (9)

where τ is the JSD score between pθ(y|v, x) and
pθ(y|x). We suspect that when responding to the
query depends on the visual information v, τ gets
larger, since the latter is barely making guesses.
Meanwhile, when responding to the query depends
on the dialog history h, the corresponding two dis-
tributions tend to make guesses. However, they
still have access to the nearest user query from the
current round of conversation. Thus, We assume
that conditioned on these two output distributions
tend to make similar guesses so that the τ will get
smaller. Therefore, we dynamically adjust the α
with τ and a scaling factor β:

α = Min(β ∗ τ, 1), (10)

With the dynamic adjusted α, we can adaptively
blend the residual visual distribution into the origi-
nal output distribution with equation (8).

3.4 Experiments

By blending the residual visual distribution into the
original output distribution, the models’ contextual
ability could be harmed. Inspired by Chen et al.
(2023c), to quantitatively evaluate the LVLMs’ con-
textual ability with our pipeline, we construct a mul-
tiple choice task called Who Provide This Image
(WPI). Specifically, we randomly insert a template
sentence "The image is provided by #key" in the
hallucinatory conversation, where #key is a random
6-digit number. We then change the corresponding
question to "Who provides this image?". An LVLM
that can correctly access the context will have over
90% accuracy in answering this question. For more
details, please refer to Appendix A.6.

As a result, We test our proposed RVD in our pro-
posed multimodal hallucination snowballing evalu-
ation and the aforementioned WPI task to evaluate
its ability to alleviate the multimodal hallucination
snowballing while maintaining contextual ability.

3.4.1 Baselines
To show the effectiveness of our proposed RVD, we
compare our method with the following strategies:

Model CleanConv. HalluConv. WPI task

Acc↑ Acc↑ FR↓ Acc↑
LLaVA-1.5 71.24 14.96 78.21 92.84

w/ Prompt 70.82 ↓ 0.38 13.41 ↓ 1.55 79.16 ↑ 0.38 95.42 ↑ 2.58

w/ VCD 70.20 ↓ 1.04 17.29 ↑ 2.33 74.59 ↓ 3.62 95.12 ↑ 2.28

w/ RVD(ours) 70.34 ↓ 0.90 32.84 ↑ 17.88 53.52 ↓ 24.69 91.54 ↓ 1.30

mPlug-owl2 60.47 7.82 86.63 96.82
w/ Prompt 61.39 ↑ 1.04 7.78 ↓ 0.04 86.73 ↑ 0.10 93.23 ↓ 3.59

w/ VCD 61.17 ↑ 0.60 8.77 ↑ 0.95 85.21 ↓ 1.42 97.08 ↑ 0.26

w/ RVD(ours) 61.69 ↑ 1.22 22.54 ↑ 14.72 39.15 ↓ 47.48 90.85 ↓ 5.97

ShareGPT4V 71.81 15.91 77.18 95.22
w/ Prompt 71.68 ↓ 0.13 13.83 ↓ 2.08 79.61 ↑ 2.43 98.31 ↑ 3.09

w/ VCD 72.91 ↑ 1.10 16.77 ↑ 0.79 75.57 ↓ 1.60 98.51 ↑ 3.29

w/ RVD(ours) 72.21 ↑ 0.40 37.50 ↑ 21.59 48.79 ↓ 28.39 94.52 ↓ 0.70

Table 3: Evaluation results for different methods on
our proposed evaluation. Numbers that are highlighted
orange and green represent the model performance
drop and improvement, respectively. The results in bold
represent the best results, respectively.

• Prompt is utilized to require the model to fo-
cus on the given image instead of concentrat-
ing on the text context that could cause the
hallucination to snowball. Specifically, we
explicitly ask the model with the following
query: {#Question, Please answer the ques-
tion based on the given image.}.

• Visual Contrastive Decoding(VCD) (Leng
et al., 2023) is proposed to contrast the output
distribution with that of the distorted visual in-
put, which aims to alleviate the language prior
in the context while focusing on the visual
information.

We evaluate the effectiveness of the aforemen-
tioned strategies and our RVD on three trending
open-source LVLMs: LLaVA-1.5, mPlug-owl2,
and ShareGPT4V. We set the β = 2 if not specified.

3.4.2 Experiment Results

The results are shown in Table 3. We find that in-
corporating the prompt methods will do harm to
the model performance, which might be because of
the inability of LVLMs to follow complex instruc-
tions. Though shown to be effective in correcting
the snowballed hallucination, the VCD contrasts
the output distribution with the distorted visual in-
put, which could do harm to the model performance
when the context is utilized to respond to the query.
However, by dynamically emphasizing the visual
information whenever needed, our proposed RVD
makes a large accuracy improvement in overcom-
ing the multimodal hallucination snowballing while
maintaining contextual ability.
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Figure 6: Ablation study on α w/o Adaptive Distribution
Blending.
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Figure 7: Ablation study on β w/ Adaptive Distribution
Blending.

3.4.3 Effect of Parameters
We evaluate the effect of our proposed hyperpa-
rameters α and β. The results are shown in Figure
6 and 7. First, we remove the adaptive distribu-
tion blending and adjust the α manually, the result
shows that a larger α clearly revises the output
distribution more towards the golden visual infor-
mation. However, the context is ignored in return.
With adaptive distribution blending, the model per-
formance is more balanced when we enlarge the
β, which won’t cause a large performance drop on
contextual abilities. See Appendix B.4 for more
experiment results.

4 Related work

4.1 Large Vision-Language Models

Inspired by the recent success of large language
models (LLMs) (Zhao et al., 2023), researchers
have devoted significant effort to integrating LLMs
into vison-language models to utilize their powerful
language understanding and generation capabilities
(Wu et al., 2023). In addition to the advanced capa-
bilities demonstrated by closed-source models such
as GPT-4V(Achiam et al., 2023), open-source large
vision-language models(LVLMs), building upon
powerful open-source LLMs such as LLaMa (Tou-
vron et al., 2023) and Vicuna (Chiang et al., 2023),
have adopted a powerful instruction following abil-
ities to tackle visual-language tasks in a zero-shot
manner (Zhu et al., 2023; Liu et al., 2023d; Dai
et al.; Ye et al., 2023b). Possessing both visual per-
ception abilities and language capabilities, LVLMs
are further utilized to perform real-world tasks,

such as tool-using (Liu et al., 2023e), web browsing
(Zheng et al., 2024), and autonomous driving (Xu
et al., 2023). However, current LVLMs still suffer
from severe multi-modal hallucination problems
(Liu et al., 2024), which brings challenges to evalu-
ating and maintaining the reliability of LVLMs.

4.2 Multimodal Hallucination

Multimodal hallucinations (Liu et al., 2024) refer
to the responses generated by LVLMs that are mis-
aligned with the corresponding visual information.
Multimodal hallucination can arise due to overfit-
ting to specific patterns in the training data, inferior
abilities to recognize the visual elements, or an
inability to model the multimodal input. Li et al.
(2023b), Lovenia et al. (2023), take the first step to-
wards evaluating the hallucinations in the LVLMs.
Furthermore, Liu et al. (2023b), Zong et al. (2023)
and Liu et al. (2023a) show that LVLMs can be
easily fooled and experience a severe performance
drop due to their over-reliance on the strong lan-
guage prior. In addition, efforts have been made
towards mitigating multi-modal hallucinations by
further finetuning or post-hoc rectify(Gunjal et al.,
2023; Lu et al., 2023; Liu et al., 2023b; Zhou et al.,
2023; Yin et al., 2023). However, current methods
are unable to completely eliminate the hallucina-
tions generated by models, yet no one has explored
the subsequent impacts of the generated hallucina-
tions. In this paper, we take the first step towards it
by systematically evaluating the multimodal hallu-
cination snowballing phenomenon and propose a
training-free method to ease LVLMs from it.

5 Conclusion

In this paper, we raise the question of Whether
LVLMs suffer from multimodal hallucination
snowballing. We meticulously designed the
MMHalSnowball framework to simulate halluci-
natory conversations and study models’ behaviors
when encountering hallucinations. Our investiga-
tion proved that LVLMs are being severely affected
by hallucinations in the context, thus generating
snowballed hallucinations. Further, we proposed
the Residual Visual Decoding to alleviate the mul-
timodal hallucination snowballing while maintain-
ing its contextual abilities. However, our methods
still have limitations when deployed to a general-
purpose assistant, which we left as future works.
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6 Limitations

In this work, with a carefully designed evalua-
tion framework, we have revealed that current
LVLMs severely suffer from multimodal hallucina-
tion snowballing. We further proposed the RVD to
mitigate the phenomenon. However, our work still
has limitations. Firstly, despite the greater variety
of hallucination snowballing phenomena in the real-
world setting, the scenarios we focus on are still
relatively simplistic. This is because constructing
rich and diverse scenarios would be more difficult
and would require a significant amount of effort.
Secondly, instead of meticulously finding real hal-
lucinations generated by each LVLM and construct-
ing relevant question-answer pairs, we choose to
conduct experiments on our simulated hallucina-
tory conversations. This is because the evaluation
processes based on responses from a single LVLM
will make it difficult to scale up the evaluation data
and adapt to more models. Thirdly, our experi-
ments are conducted on models of 7B and 13B
sizes, and we evaluate our proposed RVD only on a
few selected models. This is due to computational
limitations. Fourthly, our proposed RVD is cur-
rently still limited in several conversation scenarios.
We will further explore expanding this method to
more diverse conversation scenarios.
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A Additional Experimental Details

A.1 Hallucination Allocation
After carefully analyzing the question-answer pairs
in the dataset, we manage to create an answer
vocabulary for answers suitable for introducing
relation errors. What’s more, we utilize Part-of-
Speech2 of the answer in the fact sentence to
choose proper hallucination types. Specifically, we
allocate attribute hallucination for those answers
tagged as adjectives and verbs and allocate exis-
tence hallucination for those answers tagged as
nouns. For imagination hallucination, instead of
using the annotated question-answer pair, we pro-
vide ChatGPT with all annotated objects and ask
ChatGPT to generate an object that is not present
in the image but is reasonable to be in the cor-
responding scene. Then, we directly construct a
question-answer pair with the template: "question:
Is there a in the image? answer: No".

A.2 Prompts
In this section, we list all prompts used during the
process of constructing hallucinatory conversations,
which include fact generation (Figure 9), conflict
creation (Figure 10), description generation (Figure
11) and conflict verification (Figure 12). Note that
we reuse the description generation prompt (Figure
11) to generate the ground image description by
giving the annotated regional description and fact
sentence.

A.3 Manual Checking
We randomly select 100 data for each hallucination
type in our curated dataset, 400 in total. We ask
three annotators to check each of them from three
aspects, as Table 5 depicts. The annotation results
show that the generated hallucinatory description
mostly meets our requirements.

A.4 Generation Details
Through all our experiments, we follow a consis-
tent generation configuration to ensure fairness.
Specifically, we set the inference hyperparameter
as follows: do_sample=True, temperature=1.0,
top_p=0.95, top_k=None and num_beams=1.

A.5 Hallucinatory Conversation Example
We list four examples to demonstrate curated hal-
lucinatory conversation of each hallucination type,
namely existence(Figure 13), attribute(Figure 14),

2We use Spacy to do the Part-of-Speech tagging.

β
Acc-HalluConv. Acc-WPI task

JSD KLD JSD KLD
0.00 14.96 14.96 92.84 92.84
0.25 16.85 19.06 92.54 93.03
0.50 19.10 24.39 93.03 92.44
0.75 21.32 30.69 92.54 89.25
1.00 23.23 37.22 91.94 86.57
2.00 32.84 53.85 91.54 66.37
3.00 41.30 59.36 87.36 49.85

Table 4: Experiment results for adjusting β with differ-
ent distribution similarity measurement methods.

relation(Figure 15), and imagination(Figure 16),
where the ground answers are highlighted green
and the hallucinated answers are highlighted red .

A.6 Details of Who Provides This Image Task

We construct the Who Provides This Image (WPI)
task to evaluate the contextual capabilities of
LVLMs. To achieve this goal, we adopt a multi-
choice approach and judge the match by checking if
the answer contains only the correct option (instead
of the content). Both the correct option and inter-
ference option are randomly generated six-digit
numbers, and the third option is "None of the op-
tions are correct". To further ensure fairness and
effectiveness, the order of choices is also random.
An example is shown in Figure 8.

Input image:

Who Provides This Image (WPI) Task. 

User: Please describe the given image in detail.
LVLM: In the image, there is a white porcelain toilet with a white 
plastic toilet seat, and the toilet seat is up. The bathroom also features 
a white porcelain sink, a small vanity mirror, and a white bathtub. 
The shower area is separated by a glass shower door. The floor is 
made of hard wood, and there are dark brown, tan, and white small 
tiles on the wall. A roll of toilet paper is placed on the back of the 
toilet, and there is a red and black bag on the floor. This image is 
provided by 292071. The overall color scheme of the bathroom is 
light and clean.
User: Who provided this image?, Please select the correct option. 
Options: (A) 292071; (B) None of the options are correct; (C) 886958.
LVLM: #response

Figure 8: An conversation example of the WPI task. A
six-digit number is randomly inserted into the first round
of LVLM’s response. To show an LVLM can maintain
its contextual ability, it is required to select a correct
answer out of 3 options including two distractors.
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Aspect Annotator-1 Annotator-2 Annotator-3 Agreement Kappa
Are the hallucinations in the conversation
consistent with the hallucination type?

0.990 0.988 0.990 0.988 0.983

Is the hallucinatory answer conflict
with the original answer?

0.995 0.993 0.990 0.985 0.980

Does the hallucinatory description
support the hallucinatory answer?

0.990 0.953 0.988 0.940 0.920

Table 5: Manual checking for the sampled data.

B Additional Experimental Results

B.1 More Evaluation Results
We show our detailed evaluation results for each
hallucination type in Table 6.

B.2 GPT-4 Answer Examples
We present GPT-4 answer examples with the Ques-
tion Prompt. The first example is represented in
Figure 17, which illustrates that GPT-4V is able to
adaptively focus on golden visual information, and
further identify and clarify the hallucinations in the
previous hallucinatory description in some cases.

The second example is represented in Figure 18,
which demonstrates that GPT-4V tends to refuse
to answer some categories of questions, leading to
difficulty in the evaluation and the degradation of
the evaluation results.

B.3 Hallucination-free Context Experiment
Details

In order to exclude the interference of irrelevant
factors and to check whether LVLMs are affected
by the hallucination-free context, we further set up
two conversation settings, namely FactConv. and
IrrConv. Corresponding examples are shown in
Figure 19. We follow equation 3 and equation 4 to
calculate FR and WFR metric, respectively, but we
modify the definition of Ŷ − to represent generated
answers under FactConv. or IrrConv. setting. We
further present the full experiment result for these
two conversation settings in Table 7

B.4 Effect of Different Similarity
Measurement Methods

In our RVD, we choose JSD to evaluate the out-
put distribution similarity, because it’s a symmet-
ric metric that measures the difference between
two distributions, with a range [0, 1], which fits
our goal of adjusting the α (range is also [0, 1])
dynamically using the difference between two dis-
tributions. We also try to use the Kullback–Leibler

divergence (KLD) as the similarity measurement
method, which is not a symmetric metric with a
range [0,+∞] and can’t be directly applied to our
Residual Visual Decoding (RVD). Specifically, to
transform the range into [0, 1], We modify the Equa-
tion 9 to the following form:

τ = 1− EXP(−KLD(pθ(y|v, x)||pθ(y|x))).
(11)

We compare the experiment results of our RVD
using KLD and JSD as the similarity measurement
method on our proposed MMHalSnowball frame-
work with LLaVA-1.5 7B. The results are as the
Table 4 shows. We can observe from the table that
RVD with KLD aggressively puts more emphasis
on visual information, resulting in a better result
in hallucination snowballing with smaller β, but a
worse contextual ability. The result indicates that
the JSD has a generally smaller value and is more
balanced compared to the KLD in alleviating snow-
balled hallucinations while maintaining contextual
ability.

B.5 Case Study
In this part, we present some cases of the LLaVA-
1.5-7B model equipped with our proposed RVD.
All cases are using the Question Prompt. We pro-
vide some case studies in Figure 20, one for each
hallucination type, to demonstrate the effectiveness
of our methods, where our RVD with LLaVA-1.5-
7B successfully mitigated the snowballed halluci-
nations. In these examples, we can observe that
with our proposed RVD, the model can focus more
on the visual information to avoid generating snow-
balled hallucinations, rather than solely rely on the
previously generated hallucinatory text and thus
generate snowballed hallucinations. What’s more,
in the example of Imagination Hallucination, the
model with our RVD can even correct its previous
mistakes, further illustrating the model’s contextual
capability is preserved while avoiding hallucination
snowballing.
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Please combine and rephrase the following question-answer pairs into a grammatically correct single 
declarative sentence. And be cautious about the singular and plural forms. Here are some examples:

#Example1
#Example2
...

Please generate pure json-format response which can be directly loaded as json objects, following the 
requirements and the above examples: 
sample_id: sample['sample_id']
question: sample['question']
answer: sample['fullAnswer']

Figure 9: Prompt used to generate fact sentence based on question-answer pair. Specifically, we aim to prompt
ChatGPT/GPT-4 to generate a fact sentence based on sample[’question’] and sample[’fullAnswer’], using few-shot
in-context-learning.

Given a question-answer pair about an image, and the corresponding fact sentence. Please modify 
the answer to another one that are compatitable with the question. After generate the modified 
answer, generating a modified fact sentence based on the question and the modified answer. The 
modified sentence and answer should meet the following requirements:
1. The modified answer should be under three words, ideally just one.
2. The modified answer should be mutually exclusive and visually very different from the original 
answer.
3. The format of the modified sentence should be the same as that of the original fact sentence.
Here are some examples:

#Example1
#Example2
...

Please generate pure json-format response which can be directly loaded as json objects, following 
the requirements and the above examples:
sample_id: sample['sample_id']
question: sample['question']
answer: sample['answer']
fact: sample['fact']

Figure 10: Prompt used to create conflict answer and conflict fact based on original question-answer pair and fact
generated by Figure 9. Specifically, we aim to prompt ChatGPT/GPT-4 to generate this conflict information based
on sample[’question’], sample[’answer’] and sample[’fact’], using few-shot in-context-learning. Then, based on the
conflict answer and conflict fact, conflict regional descriptions are generated through heuristics.
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You are trying to pretend to be an AI visual assistant, and you are seeing a single image. Now, I 
am presenting you with a key content(the most important content of the image), the region 
captions, and their corresponding bounding box. Please generate an fluent image description 
based on captions, and bounding boxes in a tone as you are seeing the image. And insert the 
original sentence of key content into the image descriptions while maintaining the fluency. Do 
not mention that you are seeing captions and bounding boxes. Make sure the generated 
description is less than 100 words. Do not try to describe uncertain details or make some 
assumptions. Here is examples:

#Example1
#Example2
...

Please directly generate corresponding description following the requirements and the above 
example. Make sure the generated description is less than 100 words, and do not include other 
messages.
Query:
sample_id: sample['sample_id']
regional captions: sample['conflic_regional_descriptions'] if generate_hallucination

else sample['ground_regional_descriptions']
key content: sample['conflict_fact'] if generate_hallucination

else sample['ground_fact']

Figure 11: Prompt used to generate hallucinatory image description based conflict information generated by
Figure 10. Specifically, we aim to prompt ChatGPT/GPT-4 to generate this hallucinatory description based on
sample[’conflict_regional_descriptions’] and sample[’conflict_fact’], using few-shot in-context-learning. Note that
we also use this prompt to generate the ground image description by giving the annotated regional description and
fact sentence.

Please help me to determine if the corresponding answer is correct based on the given context and 
question. Please respond with True or False. Here are some examples:

#Example1
#Example2
...

Please generate pure json-format response which can be directly loaded as json objects, following the 
requirements and the above examples:
sample_id: sample['sample_id']
question: sample['question']
context: sample['modified_description'] if verify_hallucination else sample['fact_description'] 
answer1: sample['modified_answer']
answer2: sample['answer']

Figure 12: Prompt used to verify if the generated hallucinatory description truly conflicts with the original answer and
implies the conflict answer. Specifically, we aim to prompt ChatGPT/GPT-4 to check if the answer sample[’answer’]
and conflict answer sample[’modified’] are correct based on the given context, using few-shot in-context-learning.
Note that here the context can be both hallucinatory description sample[’modified_description’] and fact description
sample[’fact_description’], based on what we intend to verify.
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Input image:

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a man is looking into the rear view mirror 
of a car, holding a camera in his hand. The mirror reflects a 
beautiful scene with a clear sky and trees in the background. To 
the right of the man, there is a cat sitting in the backseat, with its 
head sticking out of the window. The cat appears to have its eyes 
closed, and it has black fur around its mouth. The man's attention 
is captured by the reflections of the trees on the window, creating 
a peaceful and serene atmosphere.
User: Which kind of animal is to the right of the man?
LVLM: #response

Figure 13: An hallucinatory conversation example for
the existence hallucination.

Input image:

HalluConv. 

User: Please describe the given image in detail.
LVLM: In a dynamic skatepark scene, a young skateboarder 
impresses with a mid-air trick. He sports striking red trousers, 
contrasting with his gray T-shirt and dark blue helmet, adorned 
with a white trim and a spade symbol. His green wristband and 
the red skateboard add vibrant touches. In the background, tall 
trees and a clear sky complete the outdoor setting. His attire, 
especially the red trousers, captures the essence of youthful 
energy and skateboarding flair.
User: What color are the trousers?
LVLM: #response

Figure 14: An hallucinatory conversation example for
the attribute hallucination.

Input image:

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a variety of fresh fruits and vegetables are 
arranged on a table. On the right side of the image, a large 
watermelon stands out among the assortment. The table is 
covered with a red and gold tablecloth, and against the wall, there 
are greens displayed. Lemons and limes are placed on the edge of 
the arrangement, while watermelons and bananas can be seen in 
the center. Pineapples and apples are also part of the arrangement. 
Mushrooms, beans, and cucumbers are grouped together, and 
tomatoes and squash complete the composition. A white wall 
serves as the background, and there is an outlet on the wall.
User: On which side is the large fruit?
LVLM: #response

Figure 15: An hallucinatory conversation example for
the relation hallucination.

Input image:

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a small yellow and black bird is perched on 
a grey rock, with its sharp white beak and tiny, round, black eye 
clearly visible. The bird has a yellow mark over its eye and is 
covered in green feathers. It is looking up, with its small feet 
stretched out near the dark colored water and its reflection is seen 
in the water. In the background, there is a tree, adding a natural 
element to the scene.
User: Is there a tree in this image?
LVLM: #response

Figure 16: An hallucinatory conversation example for
the imagination hallucination.
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Input image:

CleanConv.

User: What animal is wearing a blanket?
GPT-4V: Horse

HalluConv. 

User: Please describe the given image in detail.
GPT-4V: In the image, two horses are standing next to a fence, 
while a white elephant and a brown elephant are also present. The 
elephants are at the center of attention, with the white elephant 
wearing a blanket. The surroundings consist of a gravel area in 
front of the horses, dense trees covering the hillside, and a 
wooden fence with wire and wooden planks. A big tree can be 
seen in the background, with the sky clear and decorated by white 
clouds. The elephants' ears are sticking up, adding to the charm of 
this natural scene.
User: What animal is wearing a blanket?
GPT-4V: I'm sorry for the confusion, but there seems to be a 
misunderstanding from my previous description. The image 
features two horses, not elephants. Regarding the blanket, it is 
one of the horses that is wearing the blanket, not an elephant.

Figure 17: An example that GPT-4V can answer cor-
rectly given the hallucinatory description.

Input image:

CleanConv.

User: What ethnic group is the man that is riding a motorcycle?
GPT-4V: I'm sorry, I can't provide assistance with identifying or 
making assumptions about a person's ethnic group based on their 
appearance.

HalluConv. 

User: Please describe the given image in detail.
GPT-4V: In the image, a man of Asian descent is seen riding a 
white and blue police motorcycle on a city street. He is wearing a 
yellow reflective shirt and a black and blue police helmet. The 
motorcycle is equipped with blue and white lights, as well as a 
red light in the back. The man has a pistol holstered on his waist 
and is wearing black police boots. In the background, there is a 
large stone and glass building with the numbers 2011 and 2121 
on the address board. The scene is illuminated by bright lights, 
creating a sense of urgency.
User: What ethnic group is the man that is riding a motorcycle?
GPT-4V: I'm sorry for the confusion in my previous response. I'm 
unable to determine or provide the ethnicity of real individuals in 
images.

Figure 18: An example that GPT-4V refuses to answer.

Input 
image:

HalluConv. 
User: Please describe the given image in detail.
LVLM: In the image, two horses are standing next to a fence, 
while a white elephant and a brown elephant are also present. 
The elephants are at the center of attention, with the white 
elephant wearing a blanket. The surroundings consist of a 
gravel area in front of the horses, dense trees covering the 
hillside, and a wooden fence with wire and wooden planks. A 
big tree can be seen in the background, with the sky clear and 
decorated by white clouds. The elephants' ears are sticking up, 
adding to the charm of this natural scene.
User: What animal is wearing a blanket?
LVLM: #response

Input 
image:

FactConv. 
User: Please describe the given image in detail.
LVLM: In the image, there are two horses standing next to a 
fence. One horse is white, covered with a blanket, and wearing 
a covering. The other horse is brown, also covered with a 
blanket. Behind the horses, there are hills covered with trees. 
The ground is covered with gravel, and there is tall grass by the 
fence. The scene is bathed in a clear white sky, creating a 
peaceful atmosphere.
User: What animal is wearing a blanket?
LVLM: #response

Input 
image:

IrrConv. 
User: Does this image contain visual elements?
LVLM: Absolutely, this image is full of visual elements. No 
matter what it shows, how it's styled, or what it's made of, it's 
got these important parts that really make it stand out. You've 
got lines that guide your eyes around, shapes that put 
everything together, colors that stir up feelings, textures that 
give you a sense of what it would feel like to touch, and forms 
that add depth. These bits are super important for getting the 
message across, making it look good, and showing what the 
artist wanted to say. They all work in sync to shape how we see 
it, make us feel something, and tell a story. This is true for any 
kind of visual art, be it a photo, a painting, or even digital 
creations.
User: What animal is wearing a blanket?
LVLM: #response

(a) HalluConv. (b) FactConv. (c) IrrConv.

Figure 19: An hallucinatory conversation example for control groups.
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Model CleanConv. FactConv. CleanConv. IrrConv.

Acc↑ Acc↑ FR↓ WFR ↓ Acc↑ Acc↑ FR↓ WFR ↓
7B LLM

LLaVA-1.5 71.24 89.28 ↑ 18.04 4.74 6.35 71.24 65.35 ↓ 5.89 14.93 21.06
MiniGPT-4 37.12 67.67 ↑ 30.55 5.85 9.15 37.12 35.11 ↓ 2.01 23.62 31.58
MiniGPT-v2 62.12 75.39 ↑ 13.27 11.01 14.83 62.12 56.46 ↓ 5.66 20.75 29.01
InternLM-XComposer 43.51 74.04 ↑ 30.53 14.79 18.35 43.51 40.82 ↓ 2.69 25.83 40.34
ShareGPT4V 71.81 89.32 ↑ 17.51 3.56 5.29 71.81 69.74 ↓ 2.07 10.47 16.27
CogVLM 75.17 93.20 ↑ 18.03 0.64 1.82 75.17 74.68 ↓ 0.49 2.09 4.17
mPLUG-Owl 37.80 62.01 ↑ 24.21 13.56 27.23 37.80 30.54 ↓ 7.26 26.97 50.80
mPLUG-Owl2 60.47 88.06 ↑ 27.59 6.29 7.62 60.47 59.82 ↓ 0.65 18.99 25.01
Qwen-VL-Chat 77.94 91.27 ↑ 13.33 0.72 1.68 77.94 77.12 ↓ 0.82 2.81 5.29
Otter 52.12 66.70 ↑ 14.58 14.62 22.45 52.12 44.06 ↓ 8.06 27.31 34.34
IDEFICS 40.94 73.68 ↑ 32.74 14.05 18.96 40.94 38.01 ↓ 2.93 29.96 47.64
InstructBLIP 59.88 86.10 ↑ 26.22 6.28 7.69 59.88 54.90 ↓ 4.98 17.90 23.47
13B LLM

LLaVA-1.5-13B 72.43 90.85 ↑ 18.42 3.69 4.94 72.43 69.31 ↓ 3.12 11.22 17.49
ShareGPT4V-13B 72.43 91.98 ↑ 19.55 2.50 4.00 72.43 70.80 ↓ 1.63 9.69 15.82
InstructBLIP-13B 53.53 71.31 ↑ 17.78 16.27 22.69 53.53 42.71 ↓ 10.82 28.66 45.19

Table 7: Experiment results for models answering the same questions under two different conversation settings:
CleanConv., FactConv., IrrConv., and HalluConv. settings. Numbers that are highlighted orange and green
represent the model performance drop and improvement in different conversation settings, compared to the model
performance under CleanConv. setting.
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Input image: CleanConv. 

User: What type of furniture is shown in this photograph?
LVLM: The photograph features a bed as the furniture in the room.

HalluConv. 

User: Please describe the given image in detail.
LVLM: In this photograph, a man and a woman are sitting in a chair, holding a Biology book. The book's front cover 
features the words 'Introduction To Biology' and the author's name. The chair they are sitting on is adorned with tan sheets, 
and the room is decorated with black and gold railings and a curtain hanging on the wall. The man has brown hair and is 
wearing a wedding band, and the woman has red hair. The furniture shown in this photograph is a chair, made out of brass, 
with beige chair sheets.
User: What type of furniture is shown in this photograph?

LVLM:
The furniture shown in this photograph is a chair, made 
out of brass, with beige chair sheets.

LVLM w/ RVD:
The photograph shows a large bed in a small bedroom.

Input image: CleanConv. 

User: What's the depth of the water?
LVLM: The water depth appears to be shallow, as the brown horse with a white face is wading through the water.

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a brown horse, with a white marking on its face, is seen walking gracefully in deep water. The rider, 
wearing a black helmet and a green coat, can be seen holding the reins and a whip, while their foot is in the stirrup. The horse's 
ears are pricked up, and its hooves make a splash as it walks. In the distance, a mountain is visible. The overall scene conveys a 
sense of tranquility and the depth of the water enhances the serene atmosphere.
User: What's the depth of the water?

LVLM:
It is not possible to precisely determine the depth of the water 
from the image, but it is described as deep. This suggests that it is 
likely to be at least several feet or yards deep, providing enough 
water for the horse and rider to walk comfortably.

LVLM w/ RVD:
The depth of the water is shallow, as the man riding 
the brown horse is up to his mid-calves in it.

Input image: CleanConv. 

User: Is the girl in a pink jacket in the top part or in the bottom of the image?
LVLM: The girl is in the bottom part of the image.

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a large crowd of people is gathered outside a building, with a row of small balconies and a wall on the side 
of the building. The top part of the image captures a girl in a pink jacket and a black sweater, wearing a white headband and a 
necklace. She is standing in the crowd, along with a man wearing a blue jacket and a woman with red hair. The surroundings are 
adorned with green trees and a bush on the right. The lively atmosphere is enhanced by a pair of hands clapping in the foreground.
User: Is the girl in a pink jacket in the top part or in the bottom of the image?

LVLM:
The girl is standing in the top part of the image, on a side 
balcony.

LVLM w/ RVD:
The girl is in the bottom part of the image, standing amidst 
the crowd in front of the building with the people.

Input image: CleanConv. 

User: Is there a dog in this image?
LVLM: No, there is no dog in this image. It features a man holding a tennis racket and getting ready to hit a tennis ball.

HalluConv. 

User: Please describe the given image in detail.
LVLM: In the image, a tennis player, a teenage boy, is seen playing on a green tennis court. He is wearing navy blue shorts with 
white bars and a navy blue t-shirt with white markings. The boy has brown hair and wears glasses. He is holding a tennis racket 
with yellow strings while throwing a yellow tennis ball into the air. The boy's blue and white shoes can be seen in the frame. In 
the background, there is a tall chain-link fence and a blue tarp on the fence. In this dynamic scene, the presence of a dog adds to 
the vibrant atmosphere.
User: Is there a dog in this image?

LVLM:
Yes, there is a dog in the background of this image, 
standing by the blue tarp on the chain-link fence.

LVLM w/ RVD:
No, there isn't a dog in the image. The focus is on the young man 
on the tennis court. The dog in the previous question might be a 
part of a separate image or an error in the description.

Existence Hallucination

Attribution Hallucination

Relation Hallucination

Imagination Hallucination

Figure 20: Cases in which our RVD with LLaVA1.5-7B successfully mitigated the snowballed hallucinations. The
ground answers are highlighted green and the hallucinated answers are highlighted red .
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