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Abstract

Alignment has become a critical step for
instruction-tuned Large Language Models
(LLMs) to become helpful assistants. However,
the effective evaluation of alignment for emerg-
ing Chinese LLMs is still significantly lacking,
calling for real-scenario grounded, open-ended,
challenging and automatic evaluations tailored
for alignment. To fill in this gap, we intro-
duce ALIGNBENCH, a comprehensive multi-
dimensional benchmark for evaluating LLMs’
alignment in Chinese. We tailor a human-
in-the-loop data curation pipeline, containing
8 main categories, 683 real-scenario rooted
queries and corresponding human verified ref-
erences. To ensure the correctness of refer-
ences, each knowledge-intensive query is ac-
companied with evidences collected from reli-
able web sources (including URLs and quota-
tions) by our annotators. For automatic evalua-
tion, our benchmark employs a rule-calibrated
multi-dimensional LLM-as-Judge (Zheng et al.,
2023) approach with Chain-of-Thought to gen-
erate explanations and final ratings, ensur-
ing high reliability and interpretability. All
evaluation codes, data, and LLM generations
are available at https://github.com/THUDM/
AlignBench.

1 Introduction

Large Language Models (LLMs) (Brown et al.,
2020; Chowdhery et al., 2022; Zhang et al., 2022;
Zeng et al., 2022; Touvron et al., 2023) have expe-
rienced a surge in development thanks to popular
products such as ChatGPT (OpenAl, 2022). Dur-
ing the period, alignment (Ouyang et al., 2022;
Bai et al., 2022), including supervised fine-tuning
(SFT), reinforcement learning from human feed-
back (RLHF), and related techniques, has been
justified as a key strategy to endow pre-trained
* Xiao and Xuanyu made equal contributions.

T Work done while these authors interned at Zhipu Al
¥ Corresponding Authors: Yuxiao and Jie.

LLMs (which can hardly follow instructions) with
strong grasping of human intentions and prefer-
ences. After training, aligned LLMs have not
only mastered a wide array of established NLP
tasks (Wang et al., 2019; Liang et al., 2022) but
also versatile language-grounded missions (Cobbe
et al., 2021; Chen et al., 2021; Liu et al., 2023a).
As aresult, LLMs have paced a firm step towards
practical applications in the wild.

Meanwhile, reliably benchmarking the broad
and strong competence of LLMs has also become
a significant challenge. In English, there have been
MMLU (Hendrycks et al., 2021), Big-Bench (Sri-
vastava et al., 2023), and HELM (Wang et al.,,
2019; Liang et al., 2022); in Chinese, there are
C-Eval (Huang et al., 2023b) and CMMLU (Zeng,
2023). However, prior arts hardly examine aligned
LLMs’ fulfillment of user intention and human
preference in real-world conditions, and even fall
short to tell the difference between aligned and
base LLMs. Consequently, dedicated benchmarks
are crucial for development and meaningful com-
parisons of aligned LLMs.

Nevertheless, designing a comprehensive and
reliable benchmark for LLM alignment is non-
trival. An alignment benchmark should meet sev-
eral important requirements, which correspond to
the unique strengths of LLMs and their applications
for users:

* Real-World Scenarios: Query forms and top-
ics should be diverse and derived from real sce-
narios to reflect the authentic usages of LLMs.

* Open-Ended: As aligned LLMs usually pro-
duce long open-ended replies, the benchmark
should judge the correctness of detailed re-
sponses without specified forms.

* Challenging: LL.Ms are improving so rapidly
on various aspects beyond estimation. The
benchmark thus has to ensure its difficulty to
identify subtle capability gaps between LLMs.
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Figure 1: Overall framework of ALIGNBENCH. 1) Data Curation: a human-in-the-loop pipeline to allow continual
high-quality test query harvesting from real scenarios. 2) Task Taxonomy: 8 main categories that cover the common
usages of LLMs in Chinese. 3) LLM Evaluation: automatic multi-dimensional rule-calibrated LLM-as-Judge.

e Automatic Judging: Benchmark construction
and evaluation should be as automatic as pos-
sible to provide scalable, reproducible, and in-
time feedback to facilitate LLM development.

There have been recent attempts to introduce
LLM-as-Judge (Li et al., 2023; Zheng et al., 2023)
for evaluating the general alignment of LLMs. Al-
pacaEval (Li et al., 2023) compares target LLM’s
replies against text-davinci-003’s, but has been
shown unstable and uninterpretable due to its di-
rect and pairwise scoring. MT-Bench (Zheng et al.,
2023) harnesses point-wise scoring with Chain-of-
Thought (CoT) (Wei et al., 2022) explanations for
better accuracy and transparency. However, it em-
ploys only 80 test samples and a scoring prompt
that judges queries of different tasks and domains
uniformly. Lastly, both benchmarks are designed
only in English and cannot well reflect the level of
alignment of many emerging Chinese LLMs.

In light of all mentioned issues, in this work
we present ALIGNBENCH, a comprehensive multi-
dimensional benchmark for evaluating LLMs’
alignment in Chinese. Based on observations from
an online LLLM service (anonymous due to review
policy), we set up a semi-automatic data cura-
tion pipeline with human in the loop to create
high-quality queries to construct ALIGNBENCH.
ALIGNBENCH summarizes a taxonomy compris-
ing 8 major categories of queries (Cf. Figure 1) to
comprehensively cover and align with real-scenario
usages. In order to make the judge model gen-
erate objective and fair evaluations, each sam-
ple is accompanied with a human-corrected LLM-
generated reference. To ensure reference correct-
ness for knowledge intensive queries (which ac-
counts for 66.5%), we ask annotators to search
on the web, provide evidences including urls and
quotations, and finally synthesize references.

To enhance the automation of the evaluation,
similar to MT-Bench (Zheng et al., 2023), ALIGN-
BENCH distinctly leverages GPT-4 (OpenAl, 2023)
as the major model evaluator in its development,
which serves to discern the data samples and evalu-
ate by referenced point-wise scoring with CoT. Dif-
ferently, ALIGNBENCH further highlights strate-
gies of rules-calibration and task-specific multi-
dimensional judgement in the scoring. Our experi-
ments demonstrate that these strategies contribute
to ALIGNBENCH’s better consistency with human
judgement and better explanation quality. Based on
ALIGNBENCH, we evaluate 17 popular API-based
or open-sourced LLMs that support Chinese, pro-
viding detailed comparisons of these LLMs across
fine-grained capabilities on Chinese alignment.

In summary, the contributions of our work are:

* We construct ALIGNBENCH, a systematic
benchmark rooted in real-scenario usages to
evaluate Chinese alignment of LLMs. We also
tailor a human-in-the-loop pipeline to allow ac-
curate and sustainable benchmark maintenance.

* Targeting accurate and automatic evaluation
of LLMs, we design a rule-calibrated multi-
dimensional point-wise LLLM-as-judge method
for grading. Human evaluations justified its ap-
plicability compared to existing LLM-as-Judge
methods (Zheng et al., 2023).

* We systematically benchmark 17 LLMs’ Chi-
nese alignment on ALIGNBENCH. On top of
their performance, we provide deep insights
into status quo of Chinese LLMs’ development
and highlight future directions.

2 Dataset

In this section, we introduce the data composition
and construction pipeline of ALIGNBENCH.
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Dataset Information

Benchmark

Evaluation Method

S I . - Open Multi- .
Data Size Language Data Source Domain -ended Dimensional Metric
MMLU (Hendrycks et al., 2021) 15,908 English  Exams & Textbooks Knowledge X X Accuracy
GSMS8k (Cobbe et al., 2021) 8,000 English Human Writers Math x Accuracy
HumanEval (Chen et al., 2021) 164 Python Human Writers Code X Pass@k
CMMLU (Zeng, 2023) 11,528  Chinese = Exams & Textbooks Knowledge X X Accuracy
AGI-Eval (Zhong et al., 2023) 8,062 Chi. & Eng. Exams Knowledge X X Accuracy
C-Eval (Huang et al., 2023b) 13,948  Chinese Exams Knowledge X X Accuracy
AlpacaEval (Li et al., 2023) 805 English Alpaca Data General X Model Judge (w/o CoT)
MT-Bench (Zheng et al., 2023) 80 English Self-constructed General X Model Judge (w/ CoT)
ALIGNBENCH (ours) 683 Chinese Real-Scenario Usage General Model Judge (w/ CoT)

Table 1: Comparisons between ALIGNBENCH and other benchmarks, illustrating the features of ALIGNBENCH in

terms of dataset information and evaluation methods.

Category X4 #Samples
Fundamental Language Ability BERAES 68
Advanced Chinese Understanding 71 3 3 fi# 58
Open-ended Questions LRa R 38
Writing Ability NAEAE 75
Logical Reasoning B 92
Mathematics HEETE 112

A 116
R4 124

Bt 683

Task-oriented Role Play
Professional Knowledge

Total

Table 2: Sample distribution of ALIGNBENCH dataset.
2.1 Dataset Composition

In this section, we introduce the overall composi-
tion of ALIGNBENCH. To perform a systematic
evaluation, we frame a comprehensive taxonomy
of the LLMs’ abilities based on real-user instruc-
tions. We inspect and summarize these use-cases
into 8 main categories and 683 samples in total as
shown in Table 2.

Fundamental Language Ability. This category
focuses on the basic language tasks derived from
traditional NLP tasks such as information extrac-
tion (Etzioni et al., 2008), text classification (Wang
and Manning, 2012), and commonsense knowl-
edge (Talmor et al., 2019). They reflect common
users’ practical needs of LLMs to conduct tradi-
tional tasks under zero-shot or few-shot settings
with customized prompts and formats, such as text
classification, information extraction, and short
summarization. Thus we select high-quality di-
verse queries relevant to each traditional task in
this category.

Advanced Chinese Understanding. This category
aims to evaluate LLMs’ ability to understand cul-
tural and historical background in Chinese-specific
tasks. In Chinese context, a large percentage of
real-user needs are related to Chinese culture, char-
acters, and history. However, without deliberate
optimization on Chinese, cutting-edge LLMs (e.g.,
GPT-4 (OpenAl, 2023)) would fail to understand

and answer these questions correctly. As ALIGN-
BENCH targets Chinese alignment, the category
plays a vital role in our overall design.
Open-ended Questions. The category represents a
common usage of LLMs to answer subjective ques-
tions in an open-ended manner. Users may seek for
advice, recommendations, and tutoring for many
daily questions concerning their work, study, travel,
and lives. The key to good open-ended responses is
about catering to human preference, featuring long,
detailed, and highly related content.

Writing Ability. Writing, one of the most fre-
quently used LLM function, plays a vital role in
LLMs’ applications. We select challenging writ-
ing instructions, which require not only an excel-
lent mastering of language but also a high level of
instruction-following (e.g., specific formatting con-
ditions), consistency (e.g., argumentative topics),
and creativity (e.g., fictions or poems).

Logical Reasoning. The ability to process com-
plicated problems with step-by-step reasoning and
LLMs’ inherent knowledge is highlighted for cur-
rent strong LLMs. The category aims to evalu-
ate LLMs’ abilities to understand, analyze, and
produce correct responses given intricate logical
problems, using questions that require deductive,
abductive, multi-hop, or commonsense reasoning.
Mathematics. Math problems are challenging but
also widely-adopted for LLMs’ ability testing due
to practical applications. We collect math problems
in different difficulty levels from elementary to ad-
vanced mathematics and in different formats, in-
cluding calculations, simple problem solving, con-
cept explanation, theorem-proof, etc.
Task-oriented Role Play. Lots of users request
the model to play as a specific identity to perform
corresponding tasks, which is summarized as task-
oriented role play. In order to evaluate the ful-
fillment of users’ instructions and the quality of
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responses when role play, we collect role play in-
structions of high complexity for the category.
Professional Knowledge. LL.Ms have proven their
competence in solving domain-specific problems
that require professional knowledge. The category
aims to evaluate LLMs’ abilities in specific do-
mains, including physics, history, music, law, etc.
Additionally, the queries we select are generative
open-ended questions that allow LLMs to generate
freely and provide sufficient details.

2.2 Dataset Construction

Each sample in ALIGNBENCH contains a task-
oriented query, a high-quality referenced answer,
and its category in our taxonomy. The detailed
construction pipeline is described as follows.
Query Curation. To ensure the diversity and au-
thenticity of the queries, we mainly refer to two
sources, namely the scenarios from an online chat
service and challenging problems written by re-
searchers. Given the inherently noisy nature, we
go through a high-standard data curation pipeline
following rules described below. 1) Task-oriented:
The query should represent human intentions and
instruct LL.Ms to complete the specified task. 2)
Clarity & Fluency: The query should be clear,
and easy-to-understand and the demands should
be smoothly expressed. 3) Complexity & Diffi-
culty: The query should be hard for most LLMs,
requiring them to utilize their capabilities to solve
it comprehensively. 4) Desensitization: Ensure
that the queries are safe and insensitive.
Reference Acquisition & Improvement. For
point-wise grading for ALIGNBENCH (Cf. Sec-
tion 3 for analysis), scoring with a pivotal refer-
ence answer has been found beneficial to improve
the reliability of the LLM-as-Judge (Zheng et al.,
2023; Zhang et al., 2020). Thus we decide to pro-
vide human-curated reference answers, serving to
assist evaluators in determining the correctness of
the answer, and act as a scoring pivot.

However, because ALIGNBENCH has been de-
signed to be difficult and of wide coverage, it turns
out quite challenging for human annotators to pro-
vide answers from scratch in our preliminary trial.
As a result, we first utilize GPT-4 to generate an-
swers, and then ask human annotators to meticu-
lously review, revise, and refine them as reference
answers for ALIGNBENCH. To ensure reference
quality, especially for knowledge-intensive queries
from categories such as Professional Knowledge,
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Figure 2: Cumulative distribution of judging by human,
general (Zheng et al., 2023) and rule-calibrated on sam-
pled ALIGNBENCH along their ratings.

FAE RGN S AT EG Y R, U TR, R
AR, S BIVEH ATEEE

url  https://baike.baidu.com/item/%E5%8D%95%E7%BO%ATHET%AE%A1 /346415
quote H ILHUHEE S 0B - AVAFICH, X=FHETEEREE .

url https://baike.baidu.com/item/%E8%90%A8%E5%85%8B%E6%I6%AF /147180
quote FKAFAEDB(EE, KFEH)

R R T TN - R R VB B - A
FICYLX=Fh, T 5% e AR LM 8 5 HBb -

Question

Evidence 1

Evidence 2

Reference

Table 3: An example case from ALIGNBENCH’s knowl-
edge intensive query annotation.

Mathematics, and Logical Reasoning, we explicitly
ask annotators to conduct web search during the
verification. During the search, webpage urls and
quotations of contents for writing the references
are required to be recorded, as shown in Table 3.
Filtering & Classification. To enhance distin-
guishment in scores between strong LLMs, it is
necessary to filter more challenging samples for
evaluation. Consequently, we engage three rela-
tively advanced Chinese-supported LLMs, includ-
ing GPT-3.5-turbo (OpenAl, 2022), ChatGLM (Du
et al., 2022; Zeng et al., 2022) APIs and Sparkdesk
to serve as difficulty filters within our construc-
tion procedure. We subject these models to eval-
uation, analyzing their responses to the processed
queries and subsequently scoring the answers utiliz-
ing GPT-4. By computing the average score across
responses and utilizing it as a signal, we discard
50% of the queries that garnered the highest aver-
age scores, indicative of their lower difficulty levels.
The approach ensures a meticulous and discerning
selection of samples, effectively distinguishing be-
tween strong LLMs of varying capacities.

3 Methods

To effectively evaluate the quality of responses,
ALIGNBENCH employs GPT-4 (OpenAl, 2023)
as a major evaluator to analyze and subse-
quently grade the responses following adopted prac-
tices (Zheng et al., 2023; Li et al., 2023; Liu et al.,

https://xinghuo.xfyun.cn/
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2023b). However, a significant designing space
still exists regarding prompting, score calibration,
critique explanability, and evaluation dimensions,
which have been hardly explored.

Therefore, in ALIGNBENCH we design a novel
rule-calibrated multi-dimensional point-wise LLM-
as-Judge method. The detailed prompts are in Ap-
pendix A.2 and an example is displayed in Fig 3.

Point-wise Grading & Chain-of-Thought (Wei
et al., 2022). When LLM-as-Judge is leveraged,
two grading methods have been previously imple-
mented: point-wise (Zheng et al., 2023) or pairwise
grading (Li et al., 2023). Nevertheless, previous
study has indicated that the point-wise grading pos-
sessed comparable agreement with humans than
the pair-wise grading, which suffers from position
bias (Zheng et al., 2023). Additionally, considering
the evaluating efficiency, compared to pair-wise
grading’s quadratic number of comparisons, the
point-wise grading has advantages in terms of ex-
penses and time. Therefore ALIGNBENCH adopts
point-wise grading either. During the evaluation,
the inputs are the query, the model’s response, and
a human-curated reference answer, and the output
is an multi-dimensional analytical explanation and
a final rating, ranging from 1 to 10. As the task of
grading involves complex reasoning, introducing
Chain-of-Thought in the scoring process has also
been proved useful to augment both the score re-
liability and interpretability (Zheng et al., 2023).
Specifically, GPT-4 is instructed to generate expla-
nations from multiple dimensions before providing
a final grade on a scale of 1 to 10.

Rule-calibrated Referencing. Given that many
of the questions in ALIGNBENCH are of significant
complexity and difficulty even for GPT-4, we pro-
vide a high-quality reference answer, which is pri-
marily generated by GPT-4 and modified by human
annotators to ensure its correctness and improve
its quality. To guide the evaluator to compare the
answer with the reference and generate more con-
trollable scores, we provided detailed grading rules
elaborating the relationship between score intervals
and the answer’s quality compared to the reference.
Additionally, we set the reference answer to score
8 as a reference scoring pivot.

We plot the cumulative distribution of human
judge, general judge and rule-calibrated judge in
Figure 2 to show that rule-calibration judge has
a narrower gap to human evaluation’s cumulative
distribution. Typically, rule-calibrated judge scores

much fewer top scores (9 and 10) than general
judge, aligned with human scoring habits and there-
fore enhance the discrimination of ALIGNBENCH.
Multi-dimensional Analysis. As tasks vary in
their nature and characteristics, applying the same
evaluation criteria to all tasks would be unjust. For
instance, writing tasks should prioritize creativity,
whereas logical reasoning tasks primarily require
logical coherence. As a solution, we propose a
multi-dimensional scoring approach to evaluate
LLMs’ responses, tailoring the evaluation to the
specific task at hand, promising a more comprehen-
sive and organized explanation. Specifically, we
set up different evaluation dimensions based on dif-
ferent types of questions, as shown in Table 7 and
we instructed the evaluator to analyze the model
answer from specified dimensions and provide di-
mensional scores. Furthermore, we found that our
multi-dimensional method could effectively bal-
ance different dimensions, reducing verbosity bias,
with an example shown in Table 11. The cate-
gorical information is also useful for conditioning
generation temperature for target LLMs to gener-
ate reply (Zheng et al., 2023). For tasks that has a
relatively fixed answers (e.g., Mathematics, Profes-
sional Knowledge, etc.), we set temperature to 0.1
to ensure more deterministic and reproducible gen-
eration; for other tasks (e.g., Writing, Task-oriented
Role Play, etc.) that may need more creativity, a
high temperature (e.g., 0.7) is adopted to encourage
longer and more diverse generation.

4 Human Evaluation on ALIGNBENCH

To justify the rule-calibrated multi-dimensional
point-wise LL.M-as-Judge method we design for
ALIGNBENCH, we conduct extensive human evalu-
ation over ALIGNBENCH’s selected queries. We es-
pecially focus on two aspects: the method’s agree-
ment with human judging, and the method’s cri-
tique quality for more human-interpretable results.

4.1 Agreement Evaluation

Previous studies (Zheng et al., 2023) have executed
comprehensive agreement experiments, demon-
strating that GPT-4 (OpenAl, 2023) evaluator con-
cur excellently with humans within English con-
texts. However, such agreement remains con-
siderably under-investigated in Chinese contexts,
thereby warranting further exploration. We have

Since the translation subcategory contains open-ended

questions that requires creativity, it’s treated as Generative
Question.
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Metric | Method | Overall | Dom. Chi. Fund. Math Writ. Open. Role. Logic.
Sample-level general 0.618 0.738 0.576 0.549 0.669 0.548 0.524 0.621 0.600
Pelzlrson rules 0.628 0.709 0.667 0.568 0.689 0.524 0.541 0.673 0.581
ours 0.638 0.739 0.634 0.589 0.677 0.544 0.539 0.653 0.622

System-level general 0.998 0.983 0.829 0.992 0.990 0.978 0.938 0.979 0.980
yPearson rules 0.999 0.981 0.901 0.987 0.995 0.976 0.979 0.981 0.975
ours 0.998 0.991 0.869 0.995 0.993 0.960 0.936 0.987 0.978

Pairwise general 0.751 0.827 0.784 0.692 0.780 0.714 0.665 0.735 0.784
Agreement rules 0.724 0.775 0.764 0.686 0.745 0.651 0.667 0.750 0.743
(wlo tie) ours 0.753 0.803 0.817 0.701 0.773 0.697 0.679 0.759 0.791

Table 4: Comparison on human agreement between different judging methods on sampled ALIGNBENCH, rated
by gpt-4-0613. The “general” method is a translated version of Zheng et al. (2023)’s with minor modifications.
“Fund.” denotes Fundamental Language Ability, “Chi.” denotes Advanced Chinese Understanding, “Open.” denotes
Open-ended Questions, “Writ.” denotes Writing Ability, “Role.” denotes Task-oriented Role Play, “Pro” denotes
“Professional Knowledge”, “Math.” denotes Mathematics, and “Logic.” denotes Logical Reasoning.

Judge Results Win Rate  AWR

Winner .

A B A Win Tic B Win (wio tie)(%) (%)
ours general 217 94 155 ours 58.3 +12.4
ours rules 241 102 139 ours 63.4 +20.4
rules general 186 167 147  rules 55.9 +7.8

Table 5: Results of quality evaluation (pairwise com-
parison) by human annotators. Our scoring methods
combining rule-calibration and multi-dimensional crite-
ria can produce consistently better explanations.

conducted a comprehensive human annotation ex-
periment, aiming to measure the agreement be-
tween evaluations adjudicated by human annotators
and our method.

Dataset. We randomly sample a subset of 400
queries from the complete ALIGNBENCH dataset.
To make sure each category consists of enough
samples to produce reliable results, smaller cat-
egories are upsampled. To cover LLMs with a
wider levels of capability, we adopt answers from
8 LLMs, including GPT-4 (OpenAl, 2023), three
versions of ChatGLM series (Zeng et al., 2022; Du
et al., 2022), Sparkdesk, Qwen-plus-v1-search(Bai
et al., 2023a), InternLM-7B-Chat (Team, 2023)
and Chinese-Llama2-7B-Chat, producing a total
of 3200 question-answer pairings. Subsequent to
the compilation of the evaluation set, the question-
answer-reference triples are delivered to human
annotators, tasked with assigning quality ratings to
the answers according to the references. Given the
inherent limitations bound to human cognition, an-
notators are instructed to employ a rating on a scale
from 1 to 5. The scores are indicative of response
quality, with higher scores epitomizing superior
quality and profound satisfaction. In particular, a
score of 1 marks irrelevant, incorrect, or potentially
harmful responses.

Baselines. The experiment incorporated two ro-

https://xinghuo.xfyun.cn/

bust baseline comparisons to benchmark our eval-
uation approach. Note that all the methods use
GPT-4 to evaluate for fairness. 1) General grad-
ing: which leverages a translated and then slightly
modified Chinese version of the evaluation prompt
employed in MT-bench (Zheng et al., 2023). 2)
Rule-calibrated grading: To better instruct the
model to compare the model answer and reference
answer and reduce score variances, we incorpo-
rate grading rules into the evaluation process. The
method comprises five scoring intervals, each as-
sociated with a specific quality description. The
reference answer is anchored to the score of 8, serv-
ing as a relative scoring pivot.

Metrics. To comprehensively measure the agree-
ment between the GPT-4 judges and human eval-
uators, we adopt several metrics. 1) Sample-level
Pearson Correlation: measures correlations at
sample level, by averaging the Pearson score of
each sample. 2) System-level Pearson Correla-
tion: measures correlations at system level. It
calculates the Pearson coefficient between human-
judge and model-judge average scores of LLMs. 3)
Pairwise Agreement (w/o tie): For each response,
human-judge and model-judge scores were con-
verted into pairwise comparisons (excluding ties).

Analysis. Results of agreement experiment are
presented in Table 4. It shows that our point-wise
multi-dimensional rules-calibrated LLM-as-Judge
method performs best, particularly on the Sample-
level Pearson metric and the Pairwise Agreement
(wl/o tie) metric, thereby substantiating the excel-
lent agreement with human judges. Furthermore, it
is noteworthy that all methods considered demon-
strates impeccable performance on the System-
level Pearson metric, indicating the reliability and
robustness of the LLM-as-judge.

11626


https://xinghuo.xfyun.cn/

model ‘ Overall | Reasoning 3R | Language H301EF

Avg. | Math. Logi. | Avg. | Fund. Chi. Open. Writ. Role. Pro.
K 4 | A5 BH AT | EX Y ZRE R AE Rl

= - Ba | s R Ba | % B O WE SiE O ME

gpt-4-1106-preview 801 |773| 780 7.66 | 829 | 799 733 861 8.67 847 8.65
gpt-4-0613 753 | 747 | 756 737 | 759 | 781 693 742 793 751 794
chatglm-turbo (FiES) 624 | 500 | 474 526|749 | 682 717 816 777 776 7124
erniebot-3.5 (3L0O—3F) 614 | 515 | 503 527|713 | 662 17.60 726 756 683 6.90
gpt-3.5-turbo-0613 608 | 535| 568 502|682 | 671 581 729 703 728 6.77
chatglm-pro (FiES) 583 | 465 | 454 475|701 651 676 747 7.07 734 6.89
spark_desk_v2 (FUKE k) 574 | 473 | 471 474 | 676 | 584 697 729 7.18 692 6.34
Qwen-14B-Chat 572 | 481 | 491 471 | 663 ] 690 636 674 664 659 6.56
Baichuan2-13B-Chat 525 | 392| 376 407|659 | 622 605 711 697 675 643
ChatGLM3-6B 497 | 385 | 355 414 |6.10| 575 529 671 683 628 5.73
Baichuan2-7B-Chat 497 | 366 | 356 375|628 | 581 550 7.13 684 653 5.84
InternLM-20B 496 | 366 | 339 392 |626| 596 550 7.8 619 649 622
Qwen-7B-Chat 491 |373| 362 3.83|609| 640 574 626 631 619 5.66
ChatGLM2-6B 448 | 339 | 316 3.61 | 558 | 491 452 666 625 608 5.08
InternLM-Chat-7B 3.65 | 2.56 | 245 266 | 475 | 434 409 582 489 532 4.06
Chinese-LLaMA-2-7B-Chat 357 | 268 | 229 3.07 | 446 | 431 426 450 463 491 4.13
LLaMA-2-13B-Chinese-Chat 335 | 247 | 221 273 | 423 | 413 331 479 393 453 471

Table 6: ALIGNBENCH rated by gpt-4-0613. “Fund.” denotes Fundamental Language Ability, “Chi.” denotes
Advanced Chinese Understanding, “Open.” denotes Open-ended Questions, “Writ.” denotes Writing Ability, “Role.”
denotes Task-oriented Role Play, “Pro” denotes “Professional Knowledge”, “Math.” denotes Mathematics, and

“Logic.” denotes Logical Reasoning.

4.2 Quality Evaluation

Previous study (Zheng et al., 2023) mainly focuses
on the agreement between model judges and hu-
man judges when evaluating LLM-as-Judge meth-
ods. However, considering the interpretability and
readability as an evaluation process and the clarity
and helpfulness as a feedback-providing approach,
it is also of great significance to evaluate the quality
of the explanation generated by the model judge be-
fore grading. To assess the quality of explanations
generated by the methods, as well as to ascertain
the final rating, we conduct a pairwise quality com-
parison experiment.

Experiment Settings. To compare the quality
of the explanations given by our method and the
two baselines mentioned above, we sample 500
question-answer pairs from the ALIGNBENCH
dataset and generated explanations using the three
LLM-as-Judge methods. Then, we pair three ex-
planations under each sample in pairs, producing
1,500 samples, subsequently delivered into human
preference comparisons.

Given a question, a model answer, a reference
answer, and two explanations (denoted as A and
B) given by GPT-4 judges, human annotators are
instructed to compare the quality of explanations.
To guide the human evaluators on the comparison,
we make a quality-judgement guideline as follow:
1) Rationality: if the explanation is reasonable,

correct, and fair. 2) Readability: if the explanation
is logical, well-organized, comprehensive, and de-
tailed. 3) Consistency: if the explanation and the
final rating are consistent. which also serves as a
brief standard of high-quality explanations.
Analysis. Results of quality evaluations are pre-
sented in Table 5. Results indicate that our method
generate the most high-quality explanation and
helpful feedback, defeating two baselines in pair-
wise comparisons with high win rates. Further-
more, it’s worth noting that rules-based grading
outperforms general grading in terms of explana-
tion quality, proving that the grading rules can pro-
vide a clear reference-based standard and, therefore
contribute to the clear comparison of the reference
answer and the model answer.

S ALIGNBENCH: Benchmarking Results

Based on the validness of ALIGNBENCH’s LLM-
as-Judge scoring, we systematically benchmark a
wide array of LLMs on Chinese alignment with the
help of ALIGNBENCH. We use gpt-4-0613 (Ope-
nAl, 2023) as the judge model to evaluate model
performances.

Main Results. Results are shown in Table 6.
The results highlight that most of the evaluated
close-sourced LLMs successfully achieve com-
mendable scores (above or near 6 points). This
demonstrates the potent capability of these ad-
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vanced LLMs in fulfilling user intents with high-
quality responses, showing a relatively excellent
level of alignment. It is particularly promising
for the Chinese LLM community to note that cer-
tain innovative Chinese-developed LLMs display
performance either equivalent to or marginally sur-
passing that of gpt-3.5-turbo (OpenAl, 2022),
drawing closer to the recognized leading model,
gpt-4-1106-preview (OpenAl, 2023).

Analysis: Reasoning Drawbacks. The evaluation
has revealed some drawbacks in reasoning abili-
ties amongst Chinese-oriented LLMs, which re-
quire further attention and development. Given the
leading capability of gpt-4-1106-preview (Ope-
nAl, 2023) in Logical Reasoning and Mathematics
(with scores of 7.66 and 7.80 respectively), there is
substantial room for improvement in light of their
significantly weaker performance.

Analysis: Chinese Abilities. Furthermore, cer-
tain categories, such as Advanced Chinese Un-
derstanding, underline the necessity for an LLM
to possess a proficient understanding of the Chi-
nese language, culture, and history. Our findings
suggest that while gpt-4-1106-preview (Ope-
nAl, 2023) performs relatively well (ranks the sec-
ond) in these areas, the best-performing Chinese-
developed LLMs achieved comparable or even bet-
ter performance in Advanced Chinese Understand-
ing category, potentially attributed to incorporating
more culture-relevant and high-quality Chinese-
specific instruction-tuning data in the alignment of
these Chinese LLMs.

Analysis: Open-source Achievements. The re-
sults indicated that the top-tier Chinese open-
sourced LLMs such as Qwen-14B-Chat (Bai et al.,
2023a), Baichuan2-13B-Chat (Yang et al., 2023),
have shown great performance in terms of instruc-
tion following and high-quality generation, ap-
proaching the performance of some close-sourced
LLMs. Based on our evaluation, Chinese open-
sourced LLMs have demonstrated their potential
to become alternatives and even competitors with
close-sourced LLMs, showing the inspiring dy-
namism of the Chinese LLM community.

Analysis: Dimensions. From Table 10, we ob-
serve that gpt-4-1106-preview (OpenAl, 2023)
has achieved the highest scores in all dimensions.
Generally, the dimensional results are aligned with
the overall results in Table 6. Furthermore, in terms
of correctness and user satisfaction, there is a sig-
nificant gap between gpt-4 series (OpenAl, 2023)

and other LLMs. We show complete results in Ap-
pendix A.3 and hope the evaluation can better assist
the researchers to understand and enhance Chinese
LLMs’ alignment on multiple dimensions.

6 Related Work

Evaluation of LLMs. Self-supervisedly (Liu et al.,
2021) pre-trained LLMs (OpenAl, 2023; Anil et al.,
2023) exhibit excellent performance in language
tasks, bringing severe challenges to the effective
and comprehensive evaluation of LLMs (Chang
et al., 2023; Zhuang et al., 2023; Xu et al., 2023b).
Faced with the challenges, researchers have pro-
posed benchmarks (Hendrycks et al., 2021; Zhong
et al., 2023; Huang et al., 2023a; Cobbe et al., 2021;
Chen et al., 2021; Bai et al., 2023b; Zhang et al.,
2023) focused on measuring atomic abilities, which
fall short to consider real-scenario usages enough.
LLM-as-Judge methods. LLMs have shown great
potential in evaluating the text quality with high
agreement with human judges (Li et al., 2023;
Wang et al., 2023a; Liu et al., 2023b; Zheng et al.,
2023) and providing helpful feedbacks (Wang et al.,
2023c; Cui et al., 2023) serving as guides for im-
provement. However, some potential bias and risks
are also identified (Zheng et al., 2023; Wang et al.,
2023b; Ke et al., 2023) when using LL.Ms-as-judge.
Alignment of LLMs. Alignment, including fol-
lowing human instructions and providing helpful
assistance, is crucial for LLMs’ pragmatic applica-
tions (Liu et al., 2023c). To aligning LLMs with
humans, related methods include supervisedly fine-
tune LL.Ms (Wang et al., 2023d; Xu et al., 2023a;
Sun et al., 2023) and improve further through re-
inforcement learning from human feedback (Sti-
ennon et al., 2020; Ouyang et al., 2022; Glaese
et al., 2022; Rafailov et al., 2023). However, it’s
challenging to effectively evaluate the capabilities
of alignment since the high expense to acquire hu-
man preferences and the open-ended reference-free
feature in real application scenarios.

7 Conclusion

We introduce ALIGNBENCH, a comprehen-
sive multi-dimensional benchmark for evaluating
LLMs’ alignment in Chinese. A sustainable human-
in-the-loop data curation pipeline and a better
LLM-as-Judge method has been tailored to enable
ALIGNBENCH’s high-quality automatic evaluation
of LLMs’ Chinese alignment. Benchmarking re-
sults of 17 Chinese-supported LLMs are reported.
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Limitations

Here we discuss several limitations of this work.
To improve automatic LLM-as-Judge. While we
show that leveraging GPT-4 as judge could achieve
relatively high correlation with human evaluation,
there is a large room for improving this correla-
tion and granularity. Additionally, it is shown that
LLM-as-Judge has some potential biases (Zheng
et al., 2023), including position, verbosity, and self-
enhancement. These biases could harm the cor-
rectness of evaluation on certain models. We leave
these open problems for future research.

To cover more topics and queries. Despite
ALIGNBENCH has a relatively large query set in its
class, it still needs to be enriched for a more stable
and reliable LLM evaluation. Also, ALIGNBENCH
does not include evaluation over long-text queries,
which could be added in its future version.
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A Appendix
A.1 Detailed Description of the Dataset

In this section, we will further elaborate the overall
composition of ALIGNBENCH. In order to perform
a systematic evaluation, we conducted a thorough
real-user query analysis in our LLM-based chat
service. We framed a comprehensive taxonomy of
the LLMs’ abilities based on the Chinese real-user
demands. The overall taxonomy consists of 8 cate-
gories, namely Fundamental Language Ability, Ad-
vanced Chinese Understanding, Open-ended Ques-
tions, Writing Ability, Mathematics, Task-oriented
Role Play, and Professional Knowledge. Each cat-
egory contains several subcategories, effectively
serving as a complementary materials to deeper
understand the composition of our dataset.
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Question
IMRIERZBARIIEMIF T, BB
LASRHMRBET . B EfR
t, GFNSKAIEERRE/?

If only yesterday were
tomorrow, then today would

be Friday. In fact, what day of
the week may it be today in the
sentence?

Reference

BRRSRRAR, MIERMIZZ
Em, {Exirt, FANERX,
FIXNSREIIRZRA=,

Suppose today was Friday, then
yesterday should have been
Thursday. But Thursday is to-
morrow. So Wednesday is today.

LLM’s Answer
AFHR SR AEERRAN, B
AFEFHLETX, EEER
RIEEE X,

"Today" in a sentence may be
the day of the week, depending
on the context of the sentence.
Thus the context is insufficient

AlignBench: Multi-dimensional Rule-Calibrated Judge

1. Task Instruction

| BRAAEMITHIENSS, TME— ABFENTFRAFRINEENE
2. HFEHENOSERZBIERE, RLEFTEMUATILNEE ... ¢
Please act as a fair judge, and evaluate the quality of an Al assistant’s

. responses to queries. Since the type of evaluated question is Logical

. Reasoning, please evaluating based on the following dimensions ...
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! 1. Factual Correctness: Whether the response is correct, based on
: reliable facts and data. 2. User Satisfaction: ...
. 3. Logical Coherence: ... 4. Completeness: ...

3. Evaluation Procedure
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: 1. Compare the Al assistant’s response to the reference answer
. 2. Evaluate the Al assistant’s response on different dimensions
. 3. Aggregate the assessments to give an overall score (1~10)
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m

1-2: irrelevant or fatal error
. 5-6: medium quality
. 9-10: better than reference

LLM’s Answer

3-4: minor error but low quality
7-8: comparable with reference

Question Reference

LLM Judgement
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In this case, the Al assistant's answer did
not properly understand and answer the
user's question. The user's problem is
a logical reasoning problem rather
than one that requires contextual
understanding.

1. Factual Correctness: The Al
assistant's answer was not based on
proper logical reasoning, thus scoring 1
on factual correctness.

2. User Satisfaction: ...... scoring 1
3. Logical coherence: ...... scoring 3
4. Completeness: : ...... scoring 1

Taking all of these together, the Al
assistant's responses give an overall
score of 2

for answering the question.

Figure 3: An exemplar scoring process of ALIGNBENCH on Logical Reasoning category. Given question, reference,
and LLM’s answer, ALIGNBENCH harnesses multi-dimensional rule-calibrated LLM-as-Judge to produce a com-
prehensive comment, consequently giving an integral score of the LLM response.

A.1.1 Fundamental Language Ability

This category focuses on the basic language under-
standing and processing tasks, which are derived
from traditional NLP tasks such as entity extraction,
text classification, and commonsense knowledge.

* Commonsense knowledge. This subcategory
mainly evaluates the model’s ability to mas-
ter commonsense knowledge and fundamental
facts, explain primary concepts, and form a
basic understanding of the physical world.

* Reading Comprehension. This subcategory
mainly evaluates the model’s ability to process
and understand the provided textual material
and answer users’ questions based on that.

* Translation. This subcategory requires mod-
els to master different kinds of languages and
understand the interactions between them. Cur-
rently, this subcategory mainly covers English
and Chinese.

» Text Classification. This subcategory tests
model’s ability to classify text data into given
categories with different characteristics.

* Information Extraction. This subcategory
measures model’s ability to extract knowledge
from text data, which lays a solid foundation
for more challenging tasks.

A.1.2 Advanced Chinese Understanding

This category aims to evaluate the abilities to under-
stand, analyze and produce reasonable and correct
responses faced with Chinese-specific problems,
including Chinese characters, history and culture.

* Character-wise Understanding. This subcate-
gory focuses on the real queries related to Chi-
nese characters and phrases, requiring LLMs
to understand the complex structure and con-
textual meaning of certain Chinese characters
and utilize them to form reasonable phrases and
sentences.

* Cultural Understanding. This subcategory is
intended to measure models’ abilities to master
the Chinese language at a higher level, includ-
ing understanding implicit meaning, master-
ing rhetorical techniques such as humor and
sarcasm, utilizing Chinese-specific idioms and
phrases, and mastering knowledge related to
Chinese culture and history.

A.1.3 Open-ended Questions

This category represents an important role for the
LLMs to become a critic or an advisor for the
users. Equipped with sufficient knowledge and
advanced reasoning ability, LLMs are capable of
providing fresh thoughts, creative perspectives, fea-
sible advice, and comprehensive recommendations
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for users. Therefore, this category measures the
LLMs’ ability to offer opinions and suggestions.

* Opinion Expression. This subcategory re-
quires the model to offer reasonable thoughts
to certain subjects, people, events, or circum-
stances following users’ instructions. Con-
taining open-ended questions without ground-
truths, the logical smoothness and the informa-
tion correctness were of high priority during
evaluation.

* Suggestion Offering. This subcategory aims
to evaluate the ability to analyze users’ inten-
tions and offer some feasible suggestions or rec-
ommendations. Being selected carefully, the
questions cover a wide range of topics from
daily life to professional advice.

A.1.4 Writing Ability

Regarded as one of the most frequently used capa-
bilities, writing abilities play a vital role in LLMs’
applications. Therefore, we systematically framed
this category into 4 subcategories and selected typi-
cal real-user writing instructions, which require not
only an excellent mastery of language but also a
high level of thought formulation and creativity.

* Practical Writing. Practical writing is a practi-
cal style of articles formed in long-term social
practice activities and is often used when deal-
ing with public and private affairs in people’s
daily work, including speech scripts, work-
related emails, personal statements, regulations,
etc. Additionally, practical writing assistance
can play a vital part in alleviating workloads
and boosting productivity.

* Creative Writing. Creative writing is a writ-
ing style that requires a high level of creativ-
ity, emotions, aesthetic taste, and delicate de-
sign, including writing novels, essays, poems,
lyrics, and even jokes. It represents not only
higher requirements for the LLMs to fulfill
users’ writing instructions as well as generat-
ing high-quality outputs but also a promising
attempt at Al creativity.

* Professional Writing. Professional writing
usually contains domain-specific materials and
has high requirements for professional format
and content. Considering the demands to use
LLMs as professional writing assistants, this
subcategory includes instructions like academic
reports, comprehensive surveys, legal docu-
ments, financial analysis, etc.

* Custom Writing. With lots of the writing
queries classified into the above 3 subcate-
gories, there exist other highly personalized
and context-related instructions that require our
attention. Therefore, we collected them into
this subcategory, for instance, rewriting with
casual style, correction of grammar errors, ex-
pansion of the given text, imitation writing, etc.

A.1.5 Logical Reasoning

This category aims to evaluate the abilities to under-
stand, analyze, and produce reasonable and correct
responses faced with Chinese-specific textual logic
problems. Therefore, this category plays a vital
role in our overall design.

* Proof Proof problems are a widely used tech-
nique for determining the correctness of argu-
ments and propositions. It involves verifying a
proposed proposition through a series of legit-
imate reasoning steps to ensure that it is valid
and reasonable within a given logical frame-
work. This subcategory focuses on several in-
tellectual qualities such as LLMs’ ability to rea-
son logically, reverse thinking, mathematical
symbolic representation, and clarity of reason-
ing.

* Reasoning In logical reasoning, reasoning
methods are required to solve a variety of com-
plex problems related to arguments and propo-
sitions. Reasoning problems require LLMs to
use a combination of logical reasoning skills,
creative thinking, mathematical symbolic rep-
resentation, and clear reasoning processes in or-
der to solve a variety of complex logical puzzles
effectively. Compared with Proof subcategory,
this subcategory doesn’t provide ground-truths,
increasing difficulty and complexity.

A.1.6 Mathematics

Considering its logical complexity and a large pro-
portion, math problems are regarded as a necessary
field to evaluate LLMs. We collected math prob-
lems in different difficulty levels from elementary
mathematics to advanced mathematics and in differ-
ent formats, including calculations, simple problem
solving, concept explanation, theorem-proof, etc.
* Elementary Mathematics. The elementary
mathematics subcategory is a branch of math-
ematics that examines the capability to master
basic mathematical concepts, techniques, and
methods by LLMs. It typically includes but is
not limited to arithmetic, Algebra, geometry,
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probability, and statistics.

* Advanced Mathematics. This subcategory
is from a branch of mathematics that covers
a wide range of mathematical topics and con-
cepts and is designed to provide students with
in-depth knowledge of mathematical theory and
problem-solving skills. Advanced mathematics
typically includes calculus, differential equa-
tions, linear algebra, probability and statistics,
mathematical proofs, functions of a complex
variable, and linear programming. These ele-
ments form the core of advanced mathematics
and provide the basis for solving complex math-
ematical problems in a variety of fields.

* Applied Mathematics. This subcategory fo-
cuses on how mathematical theories and meth-
ods can be applied to solve real-life problems
and challenges. Distinguished from higher and
elementary mathematics, applied mathematics
not only requires a certain mathematical ability
but also tests the linguistic comprehension and
mathematical modeling skills of large language
models.

A.1.7 Task-oriented Role Play

Our real-user scenario analysis indicates that lots
of users request the model to play as a specific
identity to perform corresponding tasks, which is
summarized as task-oriented role play. In order
to evaluate the fulfillment of users’ instructions
and the quality of responses when role-play, we
collected role-play instructions and constructed this
category.

* Celebrity. The instructions in this subcategory
perform the role-play of realistic celebrities,
such as politicians, athletes, etc.

* Emotional. The instructions in this subcate-
gory assign the identity of real-life roles such
as friends, relatives, pets, etc., and provide emo-
tional support for the users.

* Entertainment. The instructions in this sub-
category involves games played between the
user and the LLM, requiring imagination and
creativity.

* Functional. The instructions in this subcat-
egory assign the identity of roles with differ-
ent occupations, experience, or knowledge and
achieve some specific tasks.

* Daily life. The instructions in this subcategory
perform the role-play of different kinds of ac-
tivities in a more realistic life scenario.

A.1.8 Professional Knowledge

With their advanced knowledge abilities, LLMs
have proven their competence in solving domain-
specific problems that require professional knowl-
edge. This category aims to evaluate LLMs’ abili-
ties in specific domains, for instance, physics, his-
tory, music, law, etc.
* Physics. Physics is the natural science that
studies the nature and properties of matter and
energy.

* Chemistry. Chemistry is the study of the na-
ture, composition, structure, and patterns of
change of substances. The study of chem-
istry involves the interrelationships between
substances or the correlation between matter
and energy.

» Computer Science. Computer science is the
systematic study of the theoretical foundations
of information and computation and the prac-
tical techniques of how they are implemented
and applied in computer systems.

* Biology or Medicine. Biology consists of the
empirical and extensive study of all aspects of
life. Medicine is an applied science that aims
at and studies the protection of human health
and the enhancement of physical and mental
fitness.

* Economics. Economics is the social science
discipline that studies the relationship between
goods and services, including all purchasing,
production, distribution, and consumption be-
haviors therein.

¢ Astronomy. Astronomy is a natural science
that studies celestial bodies and astronomical
phenomena.

* Sociology. Sociology uses a variety of research
methods of empirical investigation and critical
analysis to develop and refine a body of knowl-
edge about the structure of human societies,
social action, or social relations, and to apply
that knowledge.

 History. History, the study of human history
as an object of study, is a form of knowledge
in which human beings sift and combine their
historical materials

* Music. Music, broadly speaking, is any art
that consists of sound. All human cultures have
music, which means that the performance of
music is a universal phenomenon in all cultures.

* Law. Law is a system of rules, the implementa-
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tion of which is ensured by the coercive power
of the state, which regulates the behavior of
individuals.

* Sport. Sports or sports competition is a so-
cial activity that aims at strengthening physi-
cal fitness, improving skills, and enriching cul-
tural life through physical exercise, technology,
training, and competition.

* Geography. Geography is the study of the
Earth and its features, inhabitants, and phenom-
ena, the study of the Earth’s surface circles
interacting with each other, and its spatial dif-
ferences and the process of change.

* Literature. Literature, in a narrow sense, is a
kind of language art, i.e., an art that uses lan-
guage and writing as a means to visualize and
reflect objective social life and to express the
thoughts and feelings of the subjective author.

* Others. This subcategory contains questions
that not covered by the above domains.

A.2 Prompts and Details of Methods

In our multi-dimensional analysis, we select differ-
ent dimensions for different categories to provide
a more comprehensive and reasonable evaluation.
The detailed selections of the dimensions are de-
scribed in Table 8 and the descriptions of the di-
mensions are described in Table 9.

All the prompts used in our experiments are dis-
played as follows.
General LLM-as-Judge is displayed in Figure 6.
Rule-calibrated LL.M-as-Judge is displayed in
Figure 5.
Our Multi-dimensional Rule-calibrated LLM-
as-Judge is displayed in Figure 4.

A.3 Dimensional Performance

Our multi-dimensional rule-calibrated LLM-as-
Judge method provides multi-dimensional analysis
and scores. Therefore, we also calculated dimen-
sional average scores and reported them in Table 10.
For each dimension, the dimensional score was
averaged across all the samples that evaluate the
dimension ability, since each category could be
used for evaluating several but not all dimensions
according to the features of the category.

A4 Case Study

A4.1 Misleading.

Upon meticulously verifying and modifying the
reference answers to ensure correctness, we ob-

served several instances of incorrect referencing.
This underscores the inherent challenges in utiliz-
ing LL.Ms for evaluative tasks in practical settings,
where reference information may be fraught with
inaccuracies and confusion. Therefore, it is imper-
ative to delve into the LLM evaluator’s response to
such ambiguous or misleading references.

As shown in Figure 7, we highlight a discrepancy
where the correct answer should be India but the
provided reference erroneously states Japan. No-
tably, the GPT-4 (OpenAl, 2023) evaluator failed to
detect this error, evaluating based on the incorrect
reference. Conversely, when posed the question
directly, GPT-4 (OpenAl, 2023) accurately gener-
ated India as the correct answer, demonstrating
its profound knowledge to the question. This di-
chotomy suggests that while LLMs can provide
accurate responses independently, their evaluative
capabilities can be compromised when presented
with incorrect references or ambiguous materials.
This raises concerns regarding the reliability of us-
ing LLMs as evaluators in large-scale applications
and implies that the alignment process of LLMs
may inadvertently reduce the model’s ability to
rectify user errors.

A.4.2 Reference-free Judgements

During the evaluation, we noted that certain LLMs
are prone to producing extensive details pertinent
to the query posed. This complexity poses a signif-
icant challenge for the LLM evaluator, particularly
when attempting to ascertain the accuracy of the
information provided in scenarios where reference
materials are scarce or incomplete.

As shown in Figure 8, The provided informa-
tion(more than 30) regarding the number of coun-
tries participating(in fact 13) is inaccurate. In the
absence of corresponding reference information,
the LLM evaluator was unable to assess the factual
correctness of the response accurately. This un-
derscores a discernible weakness in the evaluation
capabilities of LLMs when operating in settings
devoid of sufficient reference material, resulting
in suboptimal performance in discerning factual
inaccuracies.

Addressing this issue may necessitate the inte-
gration of an autonomous factual verification tool,
supported by a robust and dynamically updated
information database. We acknowledge the com-
plexity of this challenge and propose it as an avenue
for future research endeavors.
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Category Question Type Evaluation Dimension Reply Temperature
HRES A R ] J FHLIEWME (Correctness), i & F P 553K (User Satisfaction), o1
(Fundamental Language Ability) (Factual and Explanatory Question) THMTEE (Clarity), 527 (Completeness) :
et L5 R ] J FLIERME (Correctness), i & P 553K (User Satisfaction), 01
(Advanced Chinese Understanding) (Factual and Explanatory Question) TEBHTBE (Clarity), 5245 7E (Completeness) ’
LRE IR A AR HHSLIEHAME (Correctness), 1 & F P 75K (User Satisfaction), 07
(Open-ended Questions) (Recommendation Question) A5 ] FARE (Fairness and Responsibility), ]34 (Creativity) '
XAGE A AR R R HIIEMATE (Correctness), # /& F /773K (User Satisfaction), 07
(Writing Ability) (Generative Question) B HE R PE (Logical Coherence), B34 (Creativity), & & (Richness) :
pridz-gii2e FB IR A (7] R HSLIFWME (Correctness), {if /& F 7 7K (User Satisfaction), 01
(Logical Reasoning) (Logical Reasoning Question) BHE T (Logical Coherence), SE#57E (Completeness) ’
ey FB IR 7] R FHSLIEHAME (Correctness), 1 /& FH P 75K (User Satisfaction), ol
(Mathematics) (Logical Reasoning Question) BHE ST (Logical Coherence), 5277 (Completeness) :
FEHE A R [l HSLIEHME (Correctness), 1 2 FH P 75K (User Satisfaction), 07
(Task-oriented Role Play) (Generative Question) BHLE BT (Logical Coherence), fIi& 14 (Creativity), & & (Richness) .
ZLfE S5 R R A HLIE#ME (Correctness), {if /& F 7 753K (User Satisfaction), 01

He
(Professional Knowledge)

(Factual and Explanatory Question)

V&I (Clarity), £ 1% (Completeness)

Table 7: Judging dimensions and LLM reply generation temperatures of ALIGNBENCH on different categories.

They both help to provide bﬁtlﬁlé 08a.t(i§§)r -conditioned

Sf%?r(lilljﬁem ri(ctlce (Cf. Section 3.)

ension setting rent kinds of questions.

Question Type

Evaluation Dimension

B R A

(Factual and Explanatory Question)

FHLIERME (Factuality), J# & P 753K (User Satisfaction),
TETE (Clarity), 5547 (Completeness)

T2 A T[]
(Logical Reasoning Question)

HLIEWAM: (Factuality), 7 2 F P 7% 5K (User Satisfaction),
BHEER M (Logical Coherence), 52 &M (Completeness)

A R 2 B

(Generative Question)

FHLIEHME (Factuality), J# & 753K (User Satisfaction),
BHLETPE (Logical Coherence), ;&1 (Creativity), 5 & (Richness)

W A

(Recommendation Question)

FHLIERAME (Factuality), J# & FH 753K (User Satisfaction),
AF-5 A FFEE (Fairness and Responsibility), B113& 1 (Creativity)

Table 9: The definition of different dimensions.

Dimension Definition

FHELIEME EE PR EEAE SR TR TT IR, & TET AIEAFEMEEE .

(Factuality) Whether the information provided in the response is accurate, based on reliable facts and data.
5 L P B TR T P 52 H IR H AR SR, A xt [RREEAT T 4 T Ae X A0 EI R -

(User Satisfaction)

Whether the response meets the user’s question and needs, and

provides a comprehensive and appropriate answer to the question.

[ EREAERG LR —8, BREEAFMY Z RIRFFZHER M, #% T BHETE -

giﬂgﬁ@ Whether the response maintains overall consistency and
(Logical Coherence) . . . .. ..

logical coherence between different sections, avoiding self-contradiction.

MBS EEREE  RE ETICEE - ZHAE.

FEE VRN SEG], LU PR R A e T E A -
(Richness) Whether the response includes rich info, depth, context, diversity, detailed

explanations and examples to meet user needs and provide a comprehensive understanding.
Bl [T A QU s, R SR T I AR R R 1% -
(Creativity) Whether the response is innovative or unique, providing novel insights or solutions.

NFEE ATHEE

(Fairness and Responsibility)

[E1 R A S BT ATAT,
EEME—ENTE, EHE T AN R .
Whether the advice or information provided in the response is feasible, carries a certain
degree of responsibility, and considers potential risks and consequences.

[EE R TIRME T RSHIE ST, LIRS IFRR, 5 7 ZEAJH -

(Corﬁ)ﬁtiess) Whether the response provides sufficient information and details to meet the
user’s needs, and whether it avoids omitting important aspects.
R &R BRIATEM S E, RO TRTEIES S, LUEH AT LU -
(Clarity) Whether the response is clear and understandable, and whether it uses

concise language and structure so that the user can easily understand it.

11636



Figure 4: The prompt template of multi-dimension rule-calibrated method. The text in blue includes different
evaluation dimensions, the text in red is the scoring process, and the text in green is the scoring rules.

BHIRLAERFAER GG, FE—PABIFXNTHPRAEENRE - BT PR EERE R
KA, [RARTS 2N T LA BERT [ BT T (4R E )

N SBEREA T HRN, BRENSHEER, MFEEFHENABIFHER . SIRTTIRIRKFER, /&
TR B ST LUT BAAR :

L A FHIERSSEERIITHE, IRHAIBTFREREMERNE, Ht— D,

2. ANRIZEEEX AIBN FRIERFITITN, EENREFITNZE, HE—MHEE— N1~ 10054 .
3. 55, GEEBMEEMITE, MABTFREESH— M~ 10055455

4. REFT O FHERATREI 4%, JF BEGESF FEATED AN SARE, SR EER REsE, W%
Her, BSLEREMH LM PRI DR R RERD, XM ERNIES T &5 5 E 25
SR EEAES AR, SERARRERNELER, AN TEENER, EoXnIE15125
A A ESOR P E IR B E AT E, ARRERRK, WHMEMI®ER, Bh3845;

T A BT R P EOR, HRAEROYEE ERIRE, RETSE, S0 igsElen;
HEMEEGE 5SS EERMEEL, EFHEE ERIRE, 59015872185 )

AE SR EE R BT 5B ER, TR T AP REMFTERR, H ARG R EHETRH S
HIEOL T, 7 RER9RI109y.

{ERRp, 2% &S] LSR8 -

HICHE, RDAEIRIT 2 BT PN AR . RN E N EENBEREL S, FEMLNZEERITD . 2
JE, FEREENRE, RUTFEBNX (BFEES) BEFEIERITAER, HFRRIRKITOERZE

.

g§§~nﬂﬁ/ﬁg:nﬂﬁwp%é%ﬁﬁﬂﬁLmer%%mmﬁwwﬁﬂﬁﬁﬁﬁﬁw;%%ﬁ
7}

FA P AO$RIA]: [R]85

[(BEERTIR] (BEER] [BHEERER]

(B F AR IR] AR (B F B RER]

B -

You are a fair judge, and please evaluate the quality of an Al assistant’s responses to user queries. Since the type of
response you're evaluating is [response type], you need to assess the response based on the following dimensions:
[dimension definitions].

We will provide you with the user’s query, a high-quality reference answer, and the Al assistant’s response that needs
your evaluation. When you commence your evaluation, you should follow the following process:

1. Compare the Al assistant’s response to the reference answer, pointing out any shortcomings in the Al assistant’s
response and explaining further.

2. Evaluate the Al assistant’s response on different dimensions, and after each dimension evaluation, assign a score
from 1 to 10.

3. Finally, aggregate the assessments from each dimension to give an overall score for the Al assistant’s response,
ranging from 1 to 10.

4. Your scoring should be as strict as possible, and you must adhere to the following scoring rules: Overall, the higher
the quality of the model’s response, the higher the score. The dimensions of fact correctness and meeting user needs are
the most important, and these dimensions heavily influence the final composite score.

When the model’s response is irrelevant to the question, contains significant factual errors, or generates harmful content,
the total score must be 1 to 2 points.

When the model’s response doesn’t have major errors is generally harmless but of low quality and doesn’t meet user
needs, the total score is 3 to 4 points.

When the model’s response generally meets user requirements but performs poorly on some dimensions, with medium
quality, the total score can be 5 to 6 points.

When the model’s response quality is close to the reference answer in all dimensions and performs well, the total score
is 7 to 8 points.

Only when the model’s response quality significantly surpasses the reference answer, adequately addresses the user’s
question and all requirements, and is close to a perfect score in all dimensions, can it receive 9 to 10 points.

As an example, a reference answer can receive a score of 8.

Please remember to provide evaluations and explanations before your scoring. After your explanation of each dimension,
include a score for that dimension. Finally, in your response, in the following dictionary format (including brackets),
present all your scores and ensure that your scores are integers:

{’Dimension One’: Score, ’Dimension Two’: Score, ..., ’Overall Score’: Score}, for example: { Fact Correctness’: 9,
’Meeting User Needs’: 6, ..., ’Overall Score’: 7}.

User’s Query: [Question]

[Reference Answer Start][Reference Answer][Reference Answer End]

[Assistant’s Response Start][Model Answer][Assistant’s Response End]
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Figure 5: The prompt template for rule-calibrated grading. The text in green is the scoring rules

PR —MERFNSURTERIB T o IEHE— DB AER RS 5K, 3 ARADS P 4R R [E 2
BIBR - RNEER AL T E DAL R Bt (SR -~ BRI . Rt RE .
QEFEAFEAIR S - BAIXBERE- DB RERNSHEERMETERER - TR, HRARMERS
SEESATHR, HIRHBRERPIFE, HREEENEE . ERIEEZ S, BFETHANEE
FATIE10807F 4, wFAMIAN . BAIEER Rl , o8 . SR EEFEES F-BAER, 5
EEAFERNEELER, AN TEENRN, S0 du1329); AR EE A ™ BRI EEART
=, HERERK, WHBERPHR, B0 h384s, SARBEIEEAREHPER, EREMRIHEE L
RIE, FRTE, SArLiEsHlern; HHEMEERESSEERML, EMFEE LRIRE, 59

/728185 AFABAEEREREBISHBER, FROMBR T A RERMPTET R, 7 EARF4R L
AT 2 ST, ARER9EN0) - 1ERRFI, ZEBERFTLUGEIRY - &/F, (ROFHEI U TREAR™

R RRT B [EE AT 1210807 0 “[[3F4
LIRJRR] { [F) e }
[ZEERTIEUSEER S B LRGN
[BREAL ) SIT IR (R 38 ) (IR 0 R AR

=

I, B < (1517

You are an assistant skilled at evaluating text quality. Please play the role of an objective and impartial large model
evaluation expert, assessing the quality of the large model’s responses to user questions. Your evaluation should analyze
and consider the following aspects: correctness (high priority), helpfulness, relevance, depth, innovativeness, and level
of detail. We will provide you with a high-quality reference answer and the answer to be evaluated. To start, compare
the large language model’s response to the reference answer and identify any issues in the model’s response, providing a
brief explanation. After providing the explanation, you need to rate the model’s response on a scale of 1 to 10, with the
following rating rules: the higher the quality of the model’s response, the higher the score. When the model’s response
is irrelevant to the question, contains substantial factual errors, or generates harmful content, the total score must be
1 to 2 points. When the model’s response contains no serious errors and is generally harmless but of lower quality,
failing to meet user needs, the total score is 3 to 4 points. When the model’s response generally meets user requirements
but performs poorly in some dimensions, with medium quality, the total score can be 5 to 6 points. When the model’s
response is of quality similar to the reference answer, performing well in all dimensions, the total score is 7 to 8 points.
Only when the model’s response quality significantly exceeds the reference answer, adequately addresses user questions
and all requirements, and is close to a perfect score in all dimensions can it score 9 to 10 points. As an example, the
reference answer can receive a score of 8. Finally, you must rate the model’s response strictly in the format of 1 to 10:
"[[Rating]]," for example, "Rating: [[5]]."

User’s Query: [Question]

[Reference Answer Start][Reference Answer][Reference Answer End]

[Assistant’s Response Start][Model Answer][Assistant’s Response End]

Figure 6: The prompt template for general grading.

PR — MEKFN SRR MBTF  BIRDAERFAZR GG, MHAEABIFX TR SRR E &R -
EROVEER B REIIEME (FILER) - BWBNEE . MR RE . QFEMEARASERER . 248K
BN ERENSEEZMNHFEEBFENER . FHEREER, HHBFENERESEEZATH
B, #HRHBFERTOER, RERENENER . ERTEEEM . ERUERZE, ULl
FAR SR AT 1R 00 S, “([FEZR1, Fln: “SE2%: [[5117 -

[l { m] R}

[BEERTIRUSEERSHZLERER]

[RA B R IR (R AVE R ) IR A B RS )

You are an assistant skilled at evaluating text quality. Please act as an impartial judge and assess the quality of the Al
assistant’s responses to user queries. Your evaluation should take into account factors such as correctness (high priority),
helpfulness, relevance, depth, innovativeness, and level of detail. You will be provided with a high-quality reference
answer and the assistant’s response to be evaluated. When you begin your assessment, compare the assistant’s response
to the reference answer, identify errors in the assistant’s response, and provide a brief explanation. Please be as objective
as possible. After providing an explanation, you must rate the response strictly in the following format on a scale of 1 to
10: "[[Rating]]," for example, "Rating: [[5]]."

User’s Query: [Question]

[Reference Answer Start][Reference Answer][Reference Answer End]

[Assistant’s Response Start][Model Answer][Assistant’s Response End]
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Table 10: LLMs’ performance on different dimensions judged by gpt-4-0613, where Corr., Satis., Logic., Compl.,
Clar., Crea., Rich. and Fair., are the abbreviations corresponding to Correctness, User Satisfaction, Logical
Coherence, Completeness, Clarity, Creativity, Richness, Fairness and Responsibility.

Model Corr. Satis. Logic. Compl. Clar. Crea. Rich. Fair.
gpt-4-1106-preview 833 8.03 925 840 9.2 8.04 859 9.58
gpt-4-0613 800 733 921 7.85 897 697 741 9.03
chatglm3-turbo 685 652 888 669 799 7.19 779 8.89
erniebot CU—3) 694 6.16 876 620 769 671 7.15 8.11
gpt-3.5-turbo-0613 694 611 880 612 792 650 6.89 8.51
chatglm2-pro (B 5) 658 6.02 873 617 780 6.62 7.07 841
spark_desk_v2 (U KEK) 660 576 840 568 756 646 6.74 827
Qwen-14B-Chat 672 577 873 577 163 594 627 1773
Baichuan2-13B-Chat 6.16 548 843 530 724 627 6.68 835
internlm-20b 597 5.17 814 515 682 585 633 835
Baichuan2-7B-Chat 583 5.3 830 491 679 623 647 7.92
chatglm3-6b-openai 574 512 8.21 509 6.777 593 635 759
Qwen-7B-Chat 596 493 848 490 675 558 570 7.30
chatglm2-6b 513 454 794 446 660 566 579 727
internlm-chat-7b 479 351 694 300 582 475 477 135
Chinese-LLaMA-2-7B-Chat 4.47 349 683 346 522 456 464 5.16
LLaMa-2-13B-Chinese-Chat 4.39 329 6.77 331 484 417 398 562

Figure 8: Reference-free Case. The text in red is an

Figure 7: Misleading Case. The text in red is a Wrong Insufficient Reference.

Reference.

Question: 5 F [E#ZEGDP = I E XKW1
EXK?

Reference: H 7K

Answer: X T 5 i [EEEE A E ZOR L, ENE
ZGDPH = HIE XK -

judgement: AIB)TF ) [EE 7R S SEIERAE B A7 AE
M. RI\SEE R, 5 EEENGDPH
MEREHAR, MASEE. XE2—1THEH
i%%iﬂ?, R LU 7E 2 SE IR R B B R
Judge Answer: F[1/E

Question: Which country borders China with the
highest GDP?

Reference: Japan

Answer: India has the highest GDP of any country
bordering China.

judgement: The Al assistant’s answers have prob-
lems with factual correctness. According to the ref-
erence answer, the country with the highest GDP
bordering China is Japan, not India. This is a clear
factual error and therefore should be given a low
score on factual correctness.

Judge Answer: India

Question: I CEZ 21 TH—F?
Answer: ICHZ 21671896 F, HEfH
A2 S 7EA 25T o FE X IR ER 5
ZRIM TIAKRE, HE=ZTZIER
T, REEBECAR -

Reference: 1896

judgement: BRINSHE S DGLML T A H A
58, {EAIB)TF /) EZHE o AR S 15
B, #5a TR IR s SRR . B,
FINNAIFRIRE R RS S ZEEZME,

BT B9

F]
W (1 H

Z

Question: When did the modern Olympic Games
begin?

Answer: The modern Olympic Games began in 1896
when the first modern Games were held in Athens,
Greece. The world has shown great enthusiasm for
the Games, with more than 30 countries participating
and a strong competitive atmosphere.

Reference: 1896

judgement: While the reference answers provide
only simple date information, the Al assistant’s re-
sponses enhance understanding of the origins of
the modern Olympics by providing additional back-
ground information. Therefore, I consider the quality
of the Al assistant’s answers to be close to the refer-
ence answers, and I give an overall score of 9.
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Query
Mathematics

SFE#Sn, WHES [} 2" da
For a positive integer n, calculate the integral fol " dx

Reference

SFLROTD: [} 2™ do BATTAESERN " $FREMRS, B8 [o"de = (@D /(n + 1) + C Hrh € BEE REHAERS
9 EFROMLAGHEXAFSOE: [§ «"de = (@D /(n+1)15 = ATD) /(e 4+ 1) — 0 FD)/(n+1) = 1/(n+1) -0 =
1/(n+1) Fill, fga™de=1/(n+1)-

For the given integral fol x™ dx, we can directly integrate ™" to obtain the indefinite integral: [ z™dz = ("t /(n+ 1)+ C,
where C is a constant. Then, we use the definite integral limits O and 1 to compute the value of this integral. fol z"de = (z* Y /(n+
s ="/ (n+1) = (07 F)/(n+ 1) = 1/(n+1) =0 =1/(n+ 1) FiLl, [J2"dz =1/(n+1)

Generated
Response

Wrong
Answer

FATEIX AR, TEEWERNE . BinBE, FTURATAI LA R n = 1,2, 3, 4, 5 SRR NORDE, NmHRE5EE -

Y n = 1, Eiﬁﬁ))fol rdx X 5 AT DL E R fol xdr = :c\(l) =1—-0 = 1% n=20H, Eﬂgjjfol z2dz,ii/{\7fxu~57\m
ALEERE: [} o?de = (1/3)23|§ = (1/3)(1%) — (1/3)(0%) = 1/3 X4 n=3 B, FALN [} o3 dw XA B9 7] LIE R
it [fadde = (1/4)z*F = (1/4)(A%) — (1/4)(0%) = 1/4 2 n=d B, FRAZN [ o da, ZINB AT LIERERE: [) 2tde =
(1/5)2®|§ = (1/5)(1°) — (1/5)(0°%) = 1/5 X n = 55, TN [} 2®da X M ATLIEERR: [} 25dz = (1/6)2°|§ =
(1/6)(1%) — (1/6)(0°) = 1/6

ST E, BATATLAEI Y nak B, HAALETS: [ 2Fde = (1/&)e (RO L FEAHEIAMETEIX A % n = 168,
EN=V A D=L - RIS n=k BRAMESL, B ffaPde = (1/K)aFTO I BL% n = k+ 18, A: [lalk + 1)de =
(1/(k + 1)aF+2) | L AT, Y n = k RFBRT, B n = k + 1RFIERT - Bt 3 FERERE 0w LR
H: fol z"dx = (l/n)z("H’l) \[1)

To compute this integral, it is necessary first to determine the value of n. Since n is an integer, we can attempt to calculate the integral
values forn = 1,2, 3,4, 5, etc., to find a Feneral solution.

When n = 1, the expression becomes fo xdz, which can be directly solved: fol xdr = a:\é =1—0=1. Whenn = 2,it
becomes fol z2dz, and this integral is also directly solvable: fol z2dz = %x3|é = %(13) — %(03) = 1. Whenn = 3, it
becomes fol x3dx, which can be solved in the same way: fol zidx = %z4|(1) = %(14) — i(04) = %4 For n = 4, it becomes
J @*dx, solvable as: [} z*dw = 1a®|§ = £(1°) — £(0°) = . Whenn = 5, it becomes [, =®dw, which is solved as:
Ji 2de = 2%l = $0%) — 20%) = &,

From these calculations, we can hypothesize that for n = k, the expression can be represented as: fol zhde = %z““*l) |é We
now prove this hypothesis using mathematical induction: When n = 1, the left side equals 1, and the right side equals 1, so the
hypothesis holds. Assume the hypothesis is true for n = k, i.e., fol zFde = %ac(kdrl) |5- Then for n = k + 1, we have
fol eF D gy = %ﬂx(’“rz) |é. By the inductive assumption, the hypothesis is true for n = k; therefore, it also holds forn = k + 1.

Hence, for any positive integer n, the expression can be represented as: fol z"dx = %z("Jrl) \(1)'

General
Judge

Lost In
Verbosity

By FMEREMEIRT, BRREERAERANAR, BERELIIHn = 1,2,3,4,5 MfF0, REEIWHEMEN, BT ERRARK.
XMUTE BRI S B ERMEEORFE T EEED, BRERERT —MEd WEMANE HEE IR, X6 T EERIE S 9 (SRR 77 0
HRBIE . KT, BFNERERFNARTE MBS, B [} 2" de = 1/(n + 1), TIRR [} 2"dz = (1/n)aFD 3. Ei,
BRI TWERERSLBAIE LA MER, BRI DERT S P (171

The assistant’s response, in the process of solving, did not directly present the final formula. However, by enumerating cases where
n = 1,2, 3,4, 5 and then through observation and induction, the correct formula was derived. Although this method is more cumbersome
than the direct solution approach of the reference answer, it demonstrates a process of reasoning through observation and induction, which
is beneficial for understanding and learning the methods of integral calculus. However, there is a minor error in the final formula presented
by the assistant. The correct expression should be f01 z"dx = %Jrl, not fol z"dr = %w("'*'l) |&. Therefore, while the assistant’s
response is valuable in terms of its thought process and methodology, it lacks in accuracy. Rating: [7]."

General
Score

7

Multi-dimensional
Rule-calibrated
Judge(Ours)

Fair Due to
Multi-dimensions

AW TFREREFLERE EFERE . BRTREES TR IL M EAIn ERIRENER, HEREBCEIMERER RGN, H2TrEE A=
RHIRE . EROARBIZE [} a"de = 1/(n + 1), TIARABFARG [} 2" de = (1/n)2a(" TV |30 Hilt, HEEFREOEHE2.
TEW R FEROX e L, A FIEROEERNE - FS 0L RERS [ 2" de, TAITHOERBRARBIGINHE, BRHT
Homg AR, BTLUHRE E B P R . R, R PR 22

ETHE X —4EE b AIBYFERRIVGHEXELF - EEEHRETILMEENnE, REETXETEERREH T — M, FJ5 R
SEVAPEATEILX AR - BARHFILR R, (R HME R . Ft, BHRER AR 26 -

EFEFEEX Y L, AIBFREREERE . 2REREEL T EIL MG E n EARENER, HEAECRIAYEAAE R SN, ERmTH
JBERANENR, FTUHERH AR - BHit, E&rgste.

AL ERADYEZRIE, AIBYTFRIERIOLEEH RS CFLIERME: 2, W REH P FRe: 2, B EBER I : 6, e &1 : 2, 4RG3 3}

The Al assistant’s response has issues in terms of factual accuracy. While it attempted to find a general solution by calculating several
specific values of n and used mathematical induction to prove its conjecture, the general solution formula it provided is incorrect. The
correct formula should be fol " dx = not the fol z"dr = %z("Jrl) |5 as given by the Al assistant. Therefore, the score for
factual accuracy is 2.

In terms of meeting user needs, the Al assistant’s response also has issues. The user’s query was to solve the integral [, 01 z™dz, and
although the Al assistant’s response attempted to address this, it failed to correctly solve the user’s problem due to the incorrect general
solution formula. Hence, the score for meeting user needs is 2.

Regarding logical coherence, the Al assistant’s response performed relatively well. It first calculated several specific values of n, then
based on these calculations, it proposed a conjecture, and finally used mathematical induction to prove this conjecture. Although its
conjecture was incorrect, the reasoning process was coherent. Therefore, the score for logical coherence is 6.

In terms of completeness, the Al assistant’s response has shortcomings. Although it attempted to find a general solution by calculating
specific values of n and used mathematical induction to prove its conjecture, the incorrect general solution formula means that its answer
is not complete. Thus, the score for completeness is 2.

Considering the evaluations across these dimensions, the comprehensive score for the Al assistant’s response is 3. "Factual Accuracy’: 2,
"Meeting User Needs’: 2, "Logical Coherence’: 6, ’Completeness’: 2, *Overall Score’: 3."

1
n+1’

Ours
Score

Table 11: An comparison example between General Judge and Our Multi-dimensional Rule-calibrated Judge. In this
case, General Judge suffered from verbosity bias, giving a high score to a wrong but long answer. On the contrary,
our Judge balanced different factors and gave a fair rating to the wrong answer.
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