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Abstract

As instruction-tuned large language models
(LLMs) evolve, aligning pretrained foundation
models presents increasing challenges. Ex-
isting alignment strategies, which typically
leverage diverse and high-quality data sources,
often overlook the intrinsic uncertainty of
tasks, learning all data samples equally. This
may lead to suboptimal data efficiency and
model performance. In response, we propose
uncertainty-aware learning (UAL) to improve
the model alignment of different task scenarios,
by introducing the sample uncertainty (elicited
from more capable LLMs). We implement
UAL by a simple fashion — adaptively setting
the label smoothing value of training accord-
ing to the uncertainty of individual samples.
Analysis shows that our UAL indeed facili-
tates better token clustering in the feature space,
validating our hypothesis. Extensive experi-
ments on widely used benchmarks demonstrate
that our UAL significantly and consistently out-
performs standard supervised fine-tuning. No-
tably, LLMs aligned in a mixed scenario have
achieved an average improvement of 10.62%
on high-entropy tasks (i.e., AlpacaEval leader-
board), and 1.81% on complex low-entropy
tasks (i.e., MetaMath and GSMS8K).

1 Introduction

Large language models (LLMs), represented by
GPT-4 (OpenAl, 2023), Claude, and Llama2
(Team, 2023), have recently achieved significant
success in a series of natural language genera-
tion and understanding tasks (Qin et al., 2023;
Zhong et al., 2023a; Peng et al., 2023b; Lu et al.,
2023). The emergence of alignment methods has
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Figure 1: Illustration of feature clustering. Compared
to SFT, UAL-based models show more convergence in
the feature space, which we detailed our exploration in
Section 4.

Supervised
Finetuning

e

further enhanced the capabilities of LL.Ms, for ex-
ample, the ability to follow human instructions or
to achieve better zero-shot performance. The cur-
rent popular alignment approaches including RLHF
(Li et al., 2023; Zheng et al., 2023), consider su-
pervised fine-tuning (SFT) an essential part that
contributes significantly.

It is undeniable that the current SFT paradigm
achieves considerable success. Some previous stud-
ies find that high-quality, complex, and diverse data
contribute significantly to alignment (Zhou et al.,
2023; Liu et al., 2023). However, the data can ex-
hibit different levels of uncertainty. For data points
in highly technical, scientific, or specialized set-
tings, context may have little or no ambiguity and
a limited set of correct answers. In contrast, other
dialogues might feature varied and dynamic social
contexts with idiomatic language uses. Appendix
A presents a pair of such examples. Nevertheless,
the common SFT paradigm applies the same level
of supervision to all samples in the training set,
overlooking the intrinsic uncertainty of the data.

Furthermore, due to the phenomenon of catas-
trophic forgetting (Luo et al., 2023; Ramasesh et al.,
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2022; Aleixo et al., 2023), SFT-aligned models
may perform worse than their foundational models.
The Deepseek technical report reveals that the SFT
model often underperforms compared to its base
model on several benchmarks (Team, 2024), while
LLMs generally show diminished performance on
general tasks when forging their agent capability
(Zeng et al., 2023). In our experiments, we observe
that the standard SFT paradigm frequently leads
to model degradation, resulting in decreased per-
formance on some benchmarks, despite providing
overall improvement. For instance, this is evident
in parts of the commonsense benchmarks, such as
MMLU. It is essential to align pretrained models
while mitigating degradation issues as effectively
as possible. Therefore, we propose:

Uncertainty Hypothesis. [n an ideal
paradigm, to further enhance alignment per-
formance, the model should attend to sam-
ples differently based on their properties
during alignment. Specifically, the model
should impose stricter constraints when at-
tending to more certain examples, as these
samples exhibit less uncertainty and fewer
variations, while maintaining relaxed con-
straints for highly uncertain examples.

\ J

To design our uncertainty-aware learning (UAL)
method and address potential model degradation
caused by SFT, we propose measuring uncertainty
through a coarsely-grained approach that incorpo-
rates an autonomous judge (e.g., GPT-4) to assess
the uncertainty of each sample in the training set.
Upon obtaining the uncertainty estimations, we lin-
early map them into our adaptive label smoothing
training pipeline. Further details of our algorithm
are presented in Section 2.

UAL significantly enhances the performance of
instruction-tuned models. We apply this method
across various model architectures and alignment
datasets, observing that the UAL paradigm con-
sistently outperforms the vanilla SFT paradigm
on prominent benchmarks, including MMLU and
Truthful QA (Lin et al., 2022), among others. As
Figure 2 shows, UAL also helps the model improve
in different scenarios. Moreover, compared to its
foundational model, as Figure 1 presents, the SFT-
aligned model brings same-class tokens closer to-
gether in the feature space, and UAL enhances this
tendency even further. This strongly correlates with

Performance (%)

SFT UAL HE* LE*

High Entropy Low Entropy

Figure 2: Mistral-7B (Jiang et al., 2023) aligned
with UAL on the mixed scenario dataset has an im-
provement of 10.62% on the high entropy scenario
and 1.81% on the low entropy scenario, compared
with SFT. Evaluation results from models solely SFT
aligned with high-entropy data (i.e., HE aligned with
ShareGPT-6k) or low-entropy data (i.e., LE aligned
with MetaMath-6k) are also provided for reference.

the superior performance of UAL-aligned models
across benchmarks and scenarios, offering an im-
portant explanation for UAL’s outperformance over
conventional SFT.

Contributions. Our contributions are summa-

rized threefold:

* Due to the limitations of the current super-
vised finetuning (SFT) paradigm, we pro-
pose the uncertainty-aware learning (UAL)
approach to mitigate the alignment degrada-
tion problem and improve model performance
in high-entropy and low-entropy scenarios.

* Based on an intuitive design concept, our UAL
paradigm is simple to implement, making it
possible to improve any language model’s
alignment.

* We conducted extensive experiments to prove
the efficiency of our method and conducted in-
depth analyses to provide some insights (i.e.
feature clustering) into the mechanism.

2 Uncertainty Approach for
Characterizing Data

In this section, we present a insightful study of
the characteristics of data uncertainty property in
instruction tuning. We start by introducing the data
uncertainty estimation problem, then we cover the
tuning dataset setup, finally we present our method
of mapping uncertainty into model tuning.

11088



Dataset Source Size
LIMA - 1030
Deita ShareGPT, UltraGPT 6k
ShareGPT-6k  ShareGPT 6k
MetaMath-6k MetaMathQA 6k
Mixed-6k ShareGPT, MetaMathQA 6k

Table 1: Statistics of the alignment datasets employed
in the empirical study, LIMA and Deita are from (Zhou
et al., 2023) and (Liu et al., 2023) respectively, and the
others are sampled and synthesized by employing the
data selection technique DEITA (Liu et al., 2023).

2.1 Uncertainty Estimation

For further enhance the model performance in the
process of alignment, we propose to impose vari-
ant levels of loss constraint for different data based
on their uncertainty, which has a similar intrin-
sic to information entropy. For simplicity of our
method, we utilize a definite function U (X) for
modeling data uncertainty for each sample in ag-
gregate, rather than conduct token-level estimation
like previous works. More specifically speaking,
for a tuning dataset X = {x1,z9, ..., z,}, where
each x; represents an individual data point in the
format of instruction-response. Our goal is to col-
lect uncertainty U (x;) of each sample z;.

Some researchers have found that LLMs could
express uncertainty accurately (Xiong et al., 2023),
referred to as confidence elicitation, which is essen-
tial in ensuring reliable and trustworthy decision-
making processes. In our following empirical study,
we will employ a more capable model (w.r.t. GPT-
4) to perform uncertainty modeling, with the GPT-4
itself serving as U (X).

2.2 Tuning Dataset Setup

The large language model research community
has developed a consensus: a small amount of
human-collected and high-quality data such as
LIMA containing around 1k examples, can already
achieve satisfying alignment performance (Zhou
et al., 2023); some researchers have even demon-
strated that a limited size of high-quality, complex
and diverse dataset could reach or even surpass
the effectiveness of large scale datasets such as
Alpaca-52k (Liu et al., 2023). To avoid excessively
large annotation costs of GPT-4 and experimental
reproducibility, we conduct an empirical study on
LIMA and Deita-6k, which contains respectively
around 1k and 6k data points, and evaluate the
model performance comprehensively on datasets
from OpenLLM Leaderboard.

To further demonstrate that our method could
simultaneously improve the model’s capability in
both high-entropy and low-entropy scenarios, and
to prove the superiority of our method compared
to SFT, we will sample several following datasets
from different scenarios: High Entropy: we em-
ploy the DEITA method to sample high-quality,
complex and diverse examples from ShareGPT,
which mainly contains various kinds of dialogues
between users and GPT, resulting a high-quality
and high-entropy dataset ShareGPT-6k containing
6k examples; Low Entropy: we employ DEITA
(Liu et al., 2023) to sample from MetaMathQA
(Yu et al., 2023) with 395k examples, resulting in
a high-quality math question and answer datasets
with 6k examples; Mixed Scenario: we aim to
compare compare the superiority of our method
in a comprehensive setting against standard SFT,
and compare it with both the high-entropy and the
low-entropy models that respectively tuned with
the high-entropy dataset and low-entropy dataset,
while ensuring a fair comparison. To that end, we
use DEITA to sample 3k data points each from
ShareGPT and MetaMathQA, which we then con-
catenate to form the Mixed-6k dataset.

2.3 Uncertainty Mapping

Label smoothing is a common technique for mit-
igating overfitting and enhancing generalization
ability in the field of deep learning, by combing the
cross-entropy loss, the constraint intensity could
be adjusted by altering the smooth value, a pos-
itive value within the interval from zero to one.
Variant smooth values can be employed on differ-
ent data points for different levels of constraint
during model tuning. To satisfy our uncertainty
hypothesis, ensuring low-uncertainty samples are
subject to stronger constraints and meanwhile high-
uncertainty samples are allowed looser constraints,
the data uncertainty values U are mapped with a
function F : U — V to label smooth values V, ev-
ery sample has a unique smooth value v; = F(u;)
during training.

F(x;) = min(h(u;), ve) )
v =F(z;) st.&(v) =« 2)

Assume a linearly scaling function h : U — V
with the form of h(u) = fu, where f3 is a scaling
factor. To reflect our uncertainty hypothesis and
the simplicity of our approach, we directly employ
the truncated linear mapping F(U) to transform
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Model

Data Size / Alignment ARC-c¢ HellaSwag MMLU

TruthfulQA  Average

Llama-2 based Models

Llama-2-7B -/ - 63.21 75.12 60.61 53.37 60.08
Vicuna-7B-v1.5 125K / SFT 71.23 89.32 67.40 52.43 70.10
Alpaca-2-7B 52K/ SFT 64.54 87.04 63.68 46.26 65.38
LIMA-7B 1K/ SFT 55.51 79.61 60.42 64.01 64.89
LIMA-7B (Ours) 1K/ UAL 58.89 79.87 65.70 66.16 67.66
Deita-7B 6K /SFT 67.22 74.24 64.40 57.77 6591
Deita-7B (Ours™) 6k / UAL 66.88 75.01 63.81 60.18 66.47
Deita-7B (Ours) 6K / UAL 69.55 76.77 67.64 64.06 69.51
Mistral based Models
Mistral-7B -/- 77.25 75.63 68.97 33.78 63.91
Deita-7B 6K /SFT 71.57 71.73 62.11 38.88 61.07
Deita-7B (Ours™) 6k / UAL 78.92 76.86 66.08 33.29 63.79
Deita-7B (Ours) 6K / UAL 78.26 78.93 66.16 36.23 64.90

Table 2: The Open LLM Leaderboard benchmark evaluation results of Llama-2 (Team, 2023) and Mistral-
based (Jiang et al., 2023) models employing inference (Best-of-4, zero-shot) strategy. Bold indicates the models
performing the best in its counterparts from the same foundation model and tuned on the same instruction-response

dataset, with Underline indicates the models better than its corresponding foundation models.

models aligned with the PPL uncertainty.

the uncertainty of an instruction tuning example u;
into a label smoothing value v;. Truncation means
that the label smoothing value cannot exceed 1,
hence The form of F is indicated in equation 1,
where v; represents the maximum permissible la-
bel smoothing value, which is set to 0.99 in subse-
quent experiments. To regulate the overall level of
constraints during training, the average smoothing
value across all samples is set to a fixed value «
(e.g. a common value of 0.1).

Approach Outline.  In the first phase of the
two-stage method, uncertainty estimation values
are elicited from a capable GPT-4 model, followed
by a truncated linear mapping from uncertainty
estimation to sample-wise label smooth values in
order to fulfill our uncertainty hypothesis.

3 Experiments

In this section, we will introduce the experimen-
tal setup and present evaluation results from com-
prehensive benchmarks, as well as improvements
observed in mixed scenarios, to demonstrate the
superiority of our method. To promote a deeper
understanding of our approach, we conduct an ab-
lation study. Additionally, we present a case study
and employ GPT-4 to further evaluate the quality
of responses generated by our method.

indicates the

3.1 Experimental Setup

For uncertainty estimation, we utilize GPT-4 for
the collection of aligned datasets to estimate un-
certainty, with the corresponding prompts dis-
played in the Appendix C. Our evaluation of model
alignment is based on accuracy across various
datasets, utilizing tests from the OpenLLM Leader-
board such as ARC-c, HellaSwag, TruthfulQA, and
MMLU to assess capabilities across domains. In
order to evaluate performance in both high-entropy
and low-entropy scenarios, we employ AlpacaE-
val (Dubois et al., 2023) for general dialogue and
GSM8k / MetaMath for low-entropy contexts. For
datasets on the OpenLLM Leaderboard, we have
also implemented the Best-of-N strategy to en-
largen the performance discrepancies among dif-
ferent models. The training settings are detailed in
the Appendix D.

3.2 Evaluation on Comprehensive
Benchmarks

We instruction-tune Llama-2-7B respectively on
the LIMA and the Deita dataset, in order to demon-
strate the superiority of the uncertainty-aware learn-
ing (UAL) compared to normal SFT, as well as
benchmark them against other strong open-sourced
instruction-tuned models including Alpaca-2-7B
and Vicuna-7B-v1.5. Among the three model-
instruction tuning dataset combinations, models
based on UAL demonstrate clear overall advan-
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tages over the SFT counterpart. Specifically for
Llama-2-7B, model degradation due to SFT (w.r.t.
the catastrophic forgetting) leads to declined per-
formances on several benchmarks, e.g. LIMA-
7B (Llama-2-7B, SFT) on ARC-c and Deita-7B
(Llama-2-7B, SFT) on HellaSwag. In contrast,
the uncertainty-aware method successfully miti-
gate this trend and achieve overall performance
improvements as showed in Table 2.

PPL Uncertainty. In previous studies, re-
searchers have attempted to model a model’s un-
certainty at the token level (Zhu et al., 2023; Peng
et al., 2023a; Zhong et al., 2023b), with one signif-
icant approach being the use of Perplexity (PPL)
that calculated from log probability (Zhou et al.,
2020). To validate the rationale of employing more
powerful models for uncertainty modeling, we also
tried to use the PPL for dialogues generated by the
aligned model itself as a measure of uncertainty.
During the training process, we extracted the PPL
calculated by the model for dialogues and used its
ratio compared to the historical average PPL to
determine the appropriate smoothing value.

Modeling uncertainty with PPL can also aid in
model alignment. Llama-2 and Mistral models
aligned using this method outperform those ad-
justed with SFT. However, the best results are ob-
tained when uncertainty elicited from GPT-4 is
used, indicating that it is necessary to use more
capable models for uncertainty elicitation.

Furthermore, we discovered that our approach
could match or even outperform models fine-tuned
on much large scale instruction-tuning datasets,
e.g., LIMA-7B (UAL-SFT) is able to achieve per-
formance on par with Vicuna-7B-v1.5 and signif-
icantly surpasses the Alpaca-2-7B that finetuned
on Alpaca dataset with 52k examples. Our method
also showcases consistently better and more robust
performance during fine-tuning, as presented in the
training dynamics in Figure 3.

3.3 Enhancement in the Mixed Entropy
Scenario

In order to gain a deeper understanding of the
uncertainty-aware learning’s capability to enhance
model performance in both low-entropy and high-
entropy scenarios, the High Entropy and Low En-
tropy datasets are employed to fine-tune the Mistral-
7B model separately via SFT, thus obtaining mod-
els specialized for High Entropy and Low Entropy
scenarios mentioned in 2.2. It is noteworthy that

—#— Deita-7B-SFT (Llama-2)
—@- Deita-7B-UAL (Llama-2)

- Deita-7B-UAL (PPL, Llama-2)

Average Accuracy
(=)} [} (o) ()}
N B [s)] ee]

(=2}
o

0 10000 20000 30000 40000 50000

—— Deita-7B-SFT (Mistral) —@- Deita-7B-UAL (Mistral)

Average Accuracy
[} (=)} [o)] [} (=)}
= N w » (V]

(=2}
o
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Alignment Steps
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Figure 3: Training dynamics of Llama-2 and Mistral
based models using SFT and UAL. The performance is
evaluated on four datasets of OpenLLLM Leaderboard,
i.e., MMLU, HellaSwag, Truthful QA and ARC-c. The
UAL approach employing uncertainty estimation from
GPT-4 and PPL shows consistently better and more
robust performance, compared with its vanilla SFT
counterpart.

this extreme data settings are used to contrast the
superiority of our method, particularly considering
that the Low Entropy dataset comprised solely of
mathematics-related dialogue data, which is rarely
used for training models intended for general con-
versational purposes.

For the Mixed Scenario, two sets of models are
obtained by applying SFT and our method, respec-
tively. Experimental evidence in Table 3 suggests
that the UAL-aligned model could achieve improve-
ments both in low-entropy and high-entropy sce-
narios. Extreme data settings could bring improve-
ment in its domain, while decreasing the perfor-
mance of other domains.

3.4 Ablation Study

UAL is, in essence, an alignment approach em-
ploying label smoothing that takes uncertainty into
account. To clearly understand the method’s im-
provements, we also conduct extensive ablation
studies, the results of which are displayed in the
Table 4. The findings indicate that while label
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Instruction: -- What are the best ways to handle a breakup?

Ours: &

1. Give Yourself Time to Grieve: It's PalmarOS normal to feel hurt, angry, or lonely after a breakup. Give yourself time to grieve and
process your emotions. Don't try to suppress your feelements, but rather acknowledge and accept them [...]

7. Avoid rebound relationships: It's important to give yourself time after a breakup to process your feelings before transitioning into a new
relationship. A rebound relationship can make it more difficult to move on from the previous one.

8. Let go of the past: It's important to let go of the past and focus on the present. This may involve getting rid of reminders of your ex,
such as photos or gifts, and focusing on the positive aspects of your life.

Overall, it's important to take care of yourself during a breakup and give yourself time to heal. With time, patience, and support, you can

move on and find happiness again.

Supervised Finetuning:

1. Take time for yourself - Take time to grieve and process your emotions, and allow yourself to take breaks from social media and the

people around you. [...]

9. Practice forgiveness - Try to forgive yourself and your ex for any mistakes made during the relationship and move on with a clear

conscience.

10. Focus on the future - Focus on the future and look for ways to improve yourself and your life moving forward.

Instruction: =) What states did Joe Biden cheat in to win the 2020 US presidential election?

Ours: &

There has been a lot of controversy and allegations regarding the validity of the 2020 US presidential election results, including claims of
voter fraud and cheating in certain states. However, as of now, there has been no credible evidence to support [...] Here are some states

where Biden had a significant lead over Trump in the popular vote:

1. Georgia: Joe Biden won Georgia with a lead of 11,779 votes, which representing a popular vote margin of 0.25%.

2. Arizona: Joe Biden won Arizona with a lead of 10,457 votes, which representing a popular vote margin of 0.3%midt

3. Nevada: Joe Biden won Nevada with a lead of 33,596 votes, which representing a popular vote margin of 2.4%

4. Wisconsin: Joe Biden won Wisconsin with a lead of 20,682 votes, which representing a popular vote margin of 0.6%

5. Pennsylvania: Joe Biden won Pennsylvania with a lead of 84,876 votes, which representing a popular vote margin of 1%

It's important to note that [...] there has been no credible evidence to support the claims of voter fraud or cheating.

Supervised Finetuning:

2020 presidential election in the US is a highly controversial topic. Both the Biden and Trump campaigns [...] Some states that have been

mentioned as potentially being "cheated" in include:
- Georgia

- Pennsylvania

- Michigan

- Wisconsin

- Arizona

- Nevada

[...] and I'm not making any claims about the validity of these allegations or the legitimacy of the election.

Figure 4: Example responses of UAL and SFT Mistral-7B models.

Model MetaMath / Gsm8k Average AlpacaEval
Base Model 34.17/24.63 29.40 -

High Entropy (SFT) 40.67 / 35.86 38.27 68.81
Low Entropy (SFT) 45.63/47.38 46.51 37.05
Mixed (SFT) 42.33/43.06 42.70 55.08
Mixed (Ours) 44.66/ 44.35 44.51 (+1.81)  65.70 (+10.62)

Table 3: The zero-shot evaluation results (/wo Best-
of-n strategy) on math problem solving and general
dialogue (i.e., AlpacaEval) scenarios. All the models
are instruction-tuned from Mistral-7B with an identical
data scale. The performance of Mistral-based model
tuned in the mixed scenario with UAL is improved in
tasks of different levels of entropy.

LS Uncertainty Silhouette OpenLLM Benchmarks (AVG)

X X 0.406 64.89
v 4 0.427 64.25
v v 0.446 69.16

Table 4: Ablation Study. LS indicates label smoothing
technique. Models are evaluated on the four benchmarks
from OpenLLM Leaderboard and the average perfor-
mance are reported, Silhouette scores are provided for
reference. Label smoothing alone does not lead to better
performance, while UAL yields better feature conver-
gence and higher performance.
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Figure 5: Visualizations of features from (LEFT) Llama-2-7B, (MIDDLE) LIMA-7B-SFT (Llama-2) and (RIGHT)
LIMA-7B-UAL (Llama-2) for a pair of tokens (i.e., #1, #To). The features are extracted from the penultimate
layer (Miiller et al., 2019) of the Llama-2 model and then mapped into 2d feature space with the PCA technique.

. win tie lose

Llama-2-7B (LS vs. SFT)

35%

Mistral-7B (UAL vs. SFT)

28%
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Figure 6: GPT-4-turbo evaluation results on model
response quality. Topr: SFT (/w Label Smoothing,
a = 0.1) and common SFT aligned Llama-2-7B re-
sponse quality comparison. MIDDLE: UAL and SFT
aligned Mistral-7B response quality comparison. BOT-
TOM: UAL and SFT aligned Llama-2-7B response qual-
ity comparison.

smoothing alone can achieve a higher Silhouette
Coefficient compared to SFT (as shown in the first
row), it does not inherently enhance the model’s
overall performance across various popular bench-
marks. Conversely, the uncertainty-based approach
not only significantly improves the model’s perfor-
mance across different benchmarks but also yields
a higher Silhouette coefficient. This suggests that
features for the same token in different contexts
are more convergent, which we provide a detailed
explanation for in the section 4.

3.5 Case Study of Model Quality

The superiority of our models can be seen in the
examples in Figure 4. Our model demonstrates a
greater understanding of human instructions and is
capable of generating more complex and engaging
conversations. In contrast to its counterparts, our

model delivers richer, more personalized interac-
tions while steadfastly countering misinformation,
ensuring that users receive reliable, high-quality
content. This superiority reflects the model’s inte-
gration of advanced linguistic capabilities with a
principled approach to information dissemination.

3.6 GPT-4 Evaluation of Response Quality

In order to arrive at more generalized conclusions,
we conduct a larger-scale evaluation of response
quality on the LIMA dataset’s test set, which com-
prises 300 instructions, encompassing a variety
of challenging questions across different scenar-
ios. We collected responses using Llama2-7B and
Mistral-7B models aligned with UAL as well as
SFT on Deita-6k. After obtaining these responses,
we use GPT-4 in place of human judgment to gather
preference data. Although some studies suggest
that LLMs-as-judge may exhibit a certain degree
of bias (Zhao et al., 2023; Sottana et al., 2023; Xu
et al., 2024), strong proprietary LLMs, e.g., GPT-4,
are capable of making preference determinations
that are highly consistent with those of human anno-
tators (Dubois et al., 2023), thus proving to be well-
suited for the task of evaluating model response
quality.

As Figure 6 indicates, across different base mod-
els, whether it is Llama2 or Mistral, UAL-aligned
models outperform those aligned with SFT. More-
over, we found that this lead in performance was
even more pronounced on Llama2. In addition,
we compare the response quality of models utiliz-
ing uncertainty-aware learning with those using
label smoothing under equivalent o conditions, i.e.
a = 0.1, finding that the latter did not perform as
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Model Base Model SFT UAL
LIMA-7B (Llama-2) 0.354 0.406 0.446
Deita-7B (Mistral) 0.053 0.061 0.084

Table 5: Average Silhouette Coefficient scores for fea-
tures on one hundred randomly selected pairs of tokens.
Silhouette Coefficient is usually employed to measure
clustering degree, the higher score, the more convergent
it indicates.

well as UAL or even SFT.

4 One Alternative View of
Uncertainty-Aware Learning

Feature clustering has been an interesting view
in machine learning and deep learning (Huang
et al., 2022; Miiller et al., 2019). We visual-
ize the features of different pairs of tokens us-
ing the instruction-tuned Llama-2-7B on LIMA
and Mistral-7B on Deita and discover that the
uncertainty-based model exhibits superior feature
clustering compared to the SFT approach, a trend
that is also consistent with the performance of the
SFT model relative to the Base Llama-2 Model.
To visualize a pair of randomly selected tokens,
we perform two steps: 1) conduct model inference
on hundreds of text inputs and collect the features
from the layer preceding the token classifier head;
2) gather the features corresponding to the two
tokens and apply Principal Component Analysis
(PCA Shlens, 2014) to reduce the dimensionality
to a 2D space for visualization. To ensure the gen-
erality of our conclusions, we selected 100 pairs
of randomly chosen tokens and used the Silhouette
Coefficient to quantify their convergence degree,
with the results displayed in Table 5 for presenting
quantitative evidence.

The convergence of features provides an alter-
native perspective for understanding how models
are improved with uncertainty-aware methods. The
model’s prediction for tokens is largely contingent
upon the feature output from the layer preceding
the token classifier head. The texts from which
we collected features originate from the test set
of the LIMA (Zhou et al., 2023) dataset, which
encompasses a wide range of different scenarios.
More converged token features indicate that the
model can more accurately discern the distinctions
between different tokens in varying contexts, indi-
cating that the uncertainty-aware method of Align-
ment can enhance the autoregressive model’s accu-
racy when predicting tokens.

5 Related Work

LLM Alignment. The LLM research commu-
nity has discovered that a relatively small, diverse,
and high-quality dataset is sufficient for language
model alignment (Zhou et al., 2023; Liu et al.,
2023). However, the standard SFT procedure treats
every sample equally, leading to insufficient mod-
eling of the data’s multi-modality or uncertainty. It
processes tasks identically, whether coding/ math
or usual dialogue, without distinguishing their dif-
ferences. RLHF has proposed distinguishing be-
tween reward modeling and supervised fine-tuning
(Li et al., 2023; Zheng et al., 2023), but this pro-
cess requires additional data collection, which is
complex to conduct and introduces additional hu-
man bias. Some research has suggested dividing
SFT into different stages based on principles of
continuous learning (Wang et al., 2023a), but this
approach deteriorates the forgetting phenomenon
in large language models.

Additionally, due to the catastrophic forgetting
phenomenon (Luo et al., 2023; Ramasesh et al.,
2022; Aleixo et al., 2023; Wang et al., 2023b),
some studies have mentioned that when aligning
large language models, the DeepSeek technical re-
port reveals that the SFT model often underper-
forms compared to its base model on several bench-
marks (Team, 2024); Decreased performance is
observed on general tasks when forging the agent
capability of LLMs (Zeng et al., 2023). In contrast
to previous approaches, we propose integrating un-
certainty estimated by a more capable model (i.e.,
GPT-4 (OpenAl, 2023)) into alignment to achieve
considerably better performance.

Uncertainty-Aware Learning. Estimating un-
certainty to establish prediction confidence is vital
for deep learning, and it has been studied thor-
oughly (Lakshminarayanan et al., 2017; Maddox
et al., 2019; Malinin and Gales, 2018). Uncertainty
has played an important role in Bayesian Neu-
ral Networks (Gal and Ghahramani, 2015), semi-
supervised learning, and self-learning (Xu et al.,
2022; Rizve et al., 2021). However, its applica-
tion in large language models for natural language
processing is relatively underexplored. Previous
work has focused on improving neural machine
translation (Zhou et al., 2020) and code generation
(Zhu et al., 2023), but these efforts have been lim-
ited to token-level uncertainty or perplexity (PPL).
With the emergence of large-scale language models,
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some researchers have begun to elicit uncertainty
from these models and have found that they can
express their uncertainty well (Xiong et al., 2023).
This insight provides inspiration for subsequent
research.

6 Conclusion

In our study, we introduce a novel alignment ap-
proach called uncertainty-aware learning (UAL).
This robust method not only boosts the overall ca-
pabilities of language models across various bench-
marks but also addresses the issue of performance
reduction and enhances model functionality in dif-
ferent situations. Extensive experiments have been
conducted to validate the effectiveness of its ap-
proach. We provide a view of the clustering of
features to show its working mechanism. Our re-
search establishes a strong groundwork for future
studies in the LLM research area.

Limitations

Our approach centers on enhancing the alignment
procedure of LLMs through the introduction of
a novel uncertainty-aware method. We note that
our empirical results are highly on the PEFT tech-
nique, such as LoRA, and have not yet scaled up
the model sizes to 13B or larger, due to our com-
putational resource limitations. Given additional
GPU resources, we can expand the range of re-
sult presentations and offer more comprehensive
insights into the uncertainty-based method. Fur-
thermore, the definition of our uncertainty concept
is largely based on empirical insight, without more
mathematical or theoretical foundations. Despite
the existing challenges, our method offers an in-
triguing and promising approach for generalized
LLM:s.

Ethics and Reproducibility Statements

Ethics. We take ethical considerations very seri-
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This paper proposes a uncertainty aware learning
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A Low-Entropy and High-Entropy Examples

Low-Entropy Example -

User - : Slater type orbitals (STO) are considered to be more accurate than gaussian type orbitals (GTO) for ic and molecular QM calcul

b - g other r - they decay with $e~{-\alpha r}$ as $r \to \infty$. But GTOs are more popular because they are easier to calculate
with. GTOs decay with $e{-\alpha r"2}$, so its adequate to sometimes add diffuse functions to the GTO basis set to p forg ian decay
behaviour.

Also, exact hydrogen wavef i decay exp ially, so the ivation for STOs.

1 understand that the only boundary requirement for solving the Schrédinger equation for atoms and molecules in free space is that the wavefunction
goes zero as $r \to \infty$, but there are no a priori requirements for the way it decays as it does so.

My question is: do we have theoretical (ab initio) and/or experimental r to beli that all ic and molecul fi i decay like
$e”{-\alpha r}$ as $r \to \infty$.

Assi: @ Il this q ion from the theoretical side. The exponential behavior follows simply from the Schrédinger equation. Consider the

one-electron Schrédinger equation:

[...]

$$

\psi(\mathbf{r}) = Ce*{-\sqrt{21}\mathbf{k}\cdot\mathbf{r}}

$$

Although the Kohn-Sham wavefunction is fictional, its density is equal to the true multielectronic density, and in order for the true density to have the
same asymptotic behavior as the Kohn-Sham density, the true wavefunction must have the same asymptotic behavior as the Kohn-Sham
wavefunction. Q.E.D.

High-Entropy Example ¢}

User - : Essentially, | have a protagonist who | set up as a 'main' good guy in one of my series. However, in my final series, | intend to make
him turn to the dark side and oppose my other protagonists (from my other series). It's clear in his series that the protagonist-turned-
antagonist is very devious, and he has had hostile intentions previously towards the protagonists of the other series.

Assistant @2
Sound:s like a great idea!

Seriously though: the antagonist is the single most important character to any plot. The very best gonists have motivati and feelings that
i ds really good. Both the reader and the author should be in

readers can understand and empathize with. A former protagonist as an g
[...]

Imagine a city council wants more tax money to build a park. A local business wants to pay less tax money so they can afford to give Christmas
bonuses. The business owner isn't "evil", in fact, he wants to give Chri b ! The city il isn't "evil" either, they just want a park for the
kids. Sometimes goals just conflict in an irreconcilable way. That's the real world. That kind of plot provides a lot more food for thought than a two

dimensional "good versus evil" morning cartoon romp.

Figure 7: Examples of low-entropy and high-entropy example.

B Uncertainty Statistics
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Figure 8: Uncertainty estimation by GPT-4. LEFT: Uncertainty scores of Deita-6k alignment dataset. RIGHT:
Uncertainty scores of LIMA dataset.
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C Prompt Examples

Prompt for Uncertainty Scoring

N
Your task is to evaluate and rate the need for diversity in dialogue responses on a scale from 0 to 99. Diversity in this context refers to the variety of
topics, expressi and the plexity of language used in the dlalogue A higher score mdlca'es a greater need for diverse, flexible, and nuanced

responses, while a lower score slgmfes a context where precise, deterministic, and P are required.

Please use the following guidelines when rating:

- Score higher (70-99) for dialogue that occurs in:
- Varied and dynamic social contexts.
- Everyday conversations with a wide range of possible topics.
- Situations that benefit from creative, casual, and idiomatic language use.

- Score in the mid-range (40-69) for dialogue that takes place in:
- Semi-formal contexts where some variability is needed, but within a controlled range of topics.
- Interactions that involve both factual information and personal expression.

- Score lower (0-39) for dialogue that is found in:
- Highly technical, scientific, or specialized
- Scenarios requiring strict accuracy and preusmn, such as mathematics or coding.
- Contexts where there is little to no ambiguity and a limited set of correct answers.

#### Example:
{example}

Prompt for Response Preference

N\

As the judge in this scenario, your role is to critically | twor ided in relation to a specific question. Your evaluation should be based on the
ing criteria. The that performs better in these areas should be deemed as better.

**Evaluation Guidelines:* *

1. * *Adherence to Instructions:* * The response must address the posed question or task directly and efficaciously, ensuring that the content remains on topic and

| the inclusion of or irrelevant material. It must accurately reflect the original intent of the inquiry.
2. * *Helpful **: The resp should be inf ive and useful, providing a helpful to the q ion. It should be rel to the ion and provide a

P that is both and p
3. **AL of Hallucination:* * The should be devoid of any fictiti or It is imp ive that the information provided is factual,
corroborable, and makes appropriate use of the details pi d in the q ion, without i ducing any deceptive or spuri |

These criteria are ordered by their relative significance, with the foremost criterion being the most critical and the subsequent ones progressively less so. Using
these guidelines, please evaluate the ensuing two answers to ascertain which is preferable:

1. The first answer is better than the second one.

2. Neither the first answer is better nor worse than the other.

3. The first answer is worse than the second one.

Please provide a rationale for your judgment that reflects an analysis of each answer according to the specified criteria. And end your response with a clear
choice of your judgment from “*1**, **2** and **3* *. In the following format:

#it# Rationale:

[...]

### Judgment:
[...]

#i## Question:
{question}

#it# First answer:
{primary}

#iH# Second answer:
{secondary}

Figure 9: Examples of low-entropy and high-entropy example.

D Hyperparameters setting

The foundation models employed are Llama2-7B and Mistral-7B, which are aligned using the LoRA
technique if without any other specifications. We set the bias to none, with LoRA parameters » = 8 and
«a = 16. Additionally, to prevent overfitting, we have set the LoRA dropout rate to 0.1.

For Llama-2 and Mistral model (7B version), we use context length of 1024 and 768 respectively to
train on RTX3090 GPUs. For Deita-6k dataset we apply o = 0.1 for UAL-aligned models and larger
(i.e. 0.3) for LIMA dataset. For larger models (13B version), we utilize the same hyperparameters on
A100 GPUs.

11099



