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Abstract

As large language models (LLMs) see increas-
ing adoption across the globe, it is impera-
tive for LLMs to be representative of the lin-
guistic diversity of the world. India is a lin-
guistically diverse country of 1.4 Billion peo-
ple. To facilitate research on multilingual LLM
evaluation, we release INDICGENBENCH —
the largest benchmark for evaluating LLMs
on user-facing generation tasks across a di-
verse set 29 of Indic languages covering 13
scripts and 4 language families. INDICGEN-
BENCH is composed of diverse generation
tasks like cross-lingual summarization, ma-
chine translation, and cross-lingual question
answering. INDICGENBENCH extends existing
benchmarks to many Indic languages through
human curation providing multi-way parallel
evaluation data for many under-represented In-
dic languages for the first time. We evaluate
a wide range of proprietary and open-source
LLMs including GPT-3.5, GPT-4, PaLM-2,
mT5, Gemma, BLOOM and LLaMA on IN-
DICGENBENCH in a variety of settings. The
largest PalLM-2 models performs the best on
most tasks, however, there is a significant per-
formance gap in all languages compared to En-
glish showing that further research is needed
for the development of more inclusive multilin-
gual language models. INDICGENBENCH is
available at www.github.com/google-research-
datasets/indic-gen-bench

1 Introduction

With the advances in generative language technolo-
gies powered by Large Language Models (LLMs;
Brown et al., 2020; Rae et al., 2021; Chowdh-
ery et al., 2022; OpenAl et al., 2023; Tay et al.,
2023; Google, 2023), there has been a surge of
interest in evaluating the multilingual capabili-
ties of these models. Recent work (Ahuja et al.,
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Figure 1: Performance of state-of-the-art LLLMs on
different tasks in INDICGENBENCH. We observe a
significant performance gap between English and Indic
languages across LLMs.

2023a,b) shows a consistent performance gap be-
tween high resource languages and languages with
lower amounts of web resources available. To de-
velop highly multilingual generative LLMs which
should work equally well for 100s of languages
spoken by billions of people in the world, it is cru-
cial to evaluate their capabilities across a variety of
languages to uncover performance gaps and guide
future research.

In this work we focus on India, a country with
1369 rationalized mother tongues spoken by more
than a billion people.! Making progress on lan-
guage technologies for Indic languages will not
only improve the state of affairs in this region, but
will also provide valuable learning to the NLP com-
munity which will be applicable to other geograph-
ical regions and language families. There are has
been much work from the community in building
natural language understanding (NLU) models for
Indic languages (Kakwani et al., 2020; Khanuja
et al., 2021), as well as evaluation datasets (Dodda-

Uhttps://en.wikipedia.org/wiki/Languages_of_India
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Question: 1989 &' 35 HEPR AHH?
XORQA-IN-XX Context: Rajiv Ratna Gandhi (; 20 August 1944 — 21 May 1991) was an
(Cross-lingual QA) Telugu Indian politician who served as the 6th Prime Minister of India from 1984 ool 8%) ™08 9/6/13 2.8k / 14k / 15.1k

to 1989. He took office after the 1984 assassination of his mother, Prime
Minister Indira Gandhi, to become the youngest Indian Prime Minister at

the age of 40.
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(Cross-lingual QA) Santali

Context: Tibet had been under the administrative rule of the Qing dynasty
since 1720. [....... ]. In early 1912, the Government of the Republic of

Government of the

Republic of China 9/6/13

2.8k / 14k / 15.1k

China replaced the Qing dynasty as the government of China and the new
republic asserted its sovereignty over all the territories of the previous
dynasty, which included 22 Chinese provinces, Tibet and Mongolia.

Table 1: INDICGENBENCH, our proposed benchmark, consists of five tasks: Cross-lingual Summarization
(CroSSSUM-IN), Machine Translation (FLORES-IN), Multilingual QA (XQUAD-IN) and Cross-lingual QA
(XORQA-IN-XX and XORQA-IN-EN). An example from each task, the number of languages for which we
collect evaluation data (divided by resourcefulness, higher (H), medium (M) and low (L)), and the number of
training/validation/test instances per task is shown above. See Section 2 for details.

paneni et al., 2023; Mhaske et al., 2023) to support
such models. In this work, our focus is to develop
a high-quality benchmark for evaluating generative
language capabilities in a variety of Indic languages
across various levels of resourcefulness.

We release INDICGENBENCH, a multilingual,
multi-way parallel benchmark for measuring lan-
guage generation capabilities across diverse user-
facing tasks in 29 Indic languages across 4 lan-
guage families (Table 7). INDICGENBENCH
extends existing benchmarks such as Cross-
Sum (Bhattacharjee et al., 2023), XQuAD (Artetxe
et al., 2020), XorQA (Asai et al., 2021), and FLO-
RES (NLLB-Team et al., 2022) for additional
Indic languages and is composed of tasks like
cross-lingual summarization (CROSSSUM-IN), ma-
chine translation (FLORES-IN), cross-lingual read-
ing comprehension (XORQA-IN-XX and XORQA-
IN-EN) and multilingual reading comprehension
(XQUAD-IN). Each dataset consists of parallel
examples in up to 29 low to comparatively higher
resource Indic languages; and for some tasks (e.g.
CROSSSUM-IN), INDICGENBENCH provides the
first-ever evaluation set for as many as 18 of these

languages. We also release a small training set
in all tasks for efficient adaptation of LLMs. Our
comprehensive evaluation of various state-of-the-
art proprietary and open-source LLMs on INDIC-
GENBENCH shows that there is a significant gap in
performance between English and Indic languages
(see Figure 1). Our contributions are as follows:

e Created and released INDICGENBENCH, a
high quality text benchmark in diverse lan-
guage generation tasks like summarization,
question-answering, and translation across 29
Indic languages. INDICGENBENCH is the
largest generation benchmark for Indic lan-
guages.

* Comprehensive experimentation on SoTA
LLMs (mT5, Gemma, BLOOM, LLaMA,
GPT-3.5, GPT-4, PaLM-2) across various
model sizes and training settings to bench-
mark their Indic language generation capabili-
ties.

* A qualitative analysis for assessing the gaps
in current language technologies and define
potential directions of future research.
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2 INDICGENBENCH

INDICGENBENCH is a high-quality, human-
curated benchmark to evaluate text generation capa-
bilities of multilingual models on Indic languages.
Our benchmark consists of 5 user-facing tasks (viz.,
summarization, machine translation, and question
answering) across 29 Indic languages spanning 13
writing scripts and 4 language families. For certain
tasks, INDICGENBENCH provides the first-ever
evaluation dataset for up to 18 Indic languages. Ta-
ble 1 provides summary of INDICGENBENCH and
examples of instances across tasks present in it.
Languages in INDICGENBENCH are divided
into (relatively) Higher, Medium, and Low
resource categories based on the availability of
web text resources (see appendix §A for details).

Higher (9): Bengali, Gujarati, Hindi, Kannada, Malay-
alam, Marathi, Tamil, Telugu, Urdu

Medium (7): Assamese, Bhojpuri, Nepali, Odia, Pun-
jabi, Pashto, Sanskrit

Low (13):
Konkani, Chhattisgarhi, Rajasthani, Maithili, Manipuri,

Awadhi, Haryanvi, Tibetan, Garhwali,

Malvi, Marwari, Santali, Bodo

As evident from the lists above, our benchmark
provides a broad-coverage over languages with
respect to their resourcedness, allowing users
to evaluate language models on relatively high-
resource languages such as Hindi and extremely
low-resource languages such as Manipuri in Meitei
script on a single benchmark.

To curate the evaluation datasets for our bench-
mark, we use the following existing datasets
as the source: CrossSum (Bhattacharjee et al.,
2023) for cross-lingual summarization, FLO-
RES (NLLB-Team et al., 2022) for machine trans-
lation, XQuAD (Artetxe et al., 2020) for multi-
lingual QA, and XoRQA (Asai et al., 2021) for
cross-lingual QA. From each of these datasets we
select a subset of English examples to be a part
of our benchmark, and then collect professional
human translations for these examples in all target
Indic languages. Some target languages are al-
ready covered by the source datasets in which case
we re-purpose this existing data and only collect
translations for the remaining languages. We also

2We note that the languages called relatively higher re-
source in this paper, e.g., Hindi or Bengali, are in fact mid-low
Web resource when compared to English and other truly high
resource languages. For example, using Wikipedia as a proxy

for language resources, compared to 6.6M+ Wikipedia articles
in English, there are only 160K Hindi Wikipedia articles.

collect and release a small amount of training and
validation data making possible evaluation of train-
ing techniques like fine-tuning, parameter-efficient
training, in-context learning, and others.

Why extend existing benchmarks? We chose to
collect human translations of existing benchmarks
as opposed to creating evaluation data from scratch
due to various reasons:

* Translation-based extension of existing bench-
mark results in multi-way parallel data, allow-
ing researchers to attribute performance due to
task knowledge vs. language understanding,
and measure cross-lingual generalization

* For many low-resource languages in INDIC-
GENBENCH, clean text knowledge corpus
(e.g., Wikipedia) is not available making it
difficult to acquire source data for annotation

* By focusing only on translation quality in the
target Indic languages, we are able to leverage
the quality control that went into designing
the source benchmarks.

Annotators were professional data labelers work-
ing as contractors at our organization and with a
vendor. Annotators were paid competitive rates in
compliance with applicable labor laws and prevail-
ing market rates. Our pay rate to annotators varied
across languages, ranging from USD 2.80 per hour
for Pashto to USD 15.90 per hour for Tibetan.

Cross-Lingual Summarization: CROSSSUM-IN

We create  CROSSSUM-IN based on Cross-
Sum (Bhattacharjee et al., 2023), a dataset for cross-
lingual summarization, which in turn is derived
from XL-Sum (Hasan et al., 2021b). CrossSum
contains multi-way parallel data in 45 languages
where BBC news articles as source in a language
are paired with corresponding summaries in other
languages. Based on their matching criteria, dif-
ferent languages have different amount of source-
target pairs.

We sample 700 English article-summary pairs
(100 each from train/dev and 500 from test) and ask
human translators to translate the English summary
into the target Indic languages. CrossSum already
contains data for 9 of our 29 target languages; for
these languages we sample 100/100/500 examples
from the original dataset to maintain equity with
other languages we collect data for. CROSSSUM-
IN contains a total of 20.3k examples across 29
Indic languages in our benchmark.
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Machine Translation: FLORES-IN

FLORES-200 (NLLB-Team et al., 2022) is a
human-annotated multi-way parallel machine trans-
lation (MT) benchmark for 200 languages where
the same source English sentences are translated by
humans into the target 200 languages. It contains
data in 22 of our 29 target languages; we extend this
by collecting human translations for the remaining
7 new languages leading to a MT benchmark in 29
Indic languages which we call FLORES-IN.
FLORES-200 is divided into three splits: dev
(997), devtest (1012), test (992), of which the test
set it not public. We collect translations for all
997 dev and 1012 devtest sentences, yielding 2009
sentences per language. Collectively, FLORES-IN
contains 58.2k examples across 29 Indic languages.

Multilingual Question-Answering: XQUAD-IN

We create an Indic Multilingual Question Answer-
ing task XQUAD-IN based on the multilingual
reading comprehension dataset XQuAD (Artetxe
et al., 2020). XQuAD is in turn derived from the
SQuAD dataset (Rajpurkar et al., 2016), in which
an English Wikipedia passage is paired with multi-
ple question-answer (QA) pairs where the answers
are short spans for the given passage. The authors
of XQuAD collected human translations for 240
passages and 1190 QA pairs from the SQuAD v1.1
development set into 10 higher resource languages
(Hindi being the only Indic language).

To create XQUAD-IN, we use the 240 passages
and 1190 QA pairs from XQuAD as our test set.
We additionally selected 20 passages and 100 QA
pairs from the original SQuAD v1.1 training and
development sets each to create our training and
development set. For all the 280 passages and 1390
QA pairs we collect professional human transla-
tions in 12 Indic languages.’ Overall, XQUAD-IN
contains 3.3k passages and 16.6k QA pairs in 12
Indic languages.

Cross-Lingual Question-Answering:
XORQA-IN

We create Indic Cross-lingual Question-Answering
dataset XORQA-IN based on the XOR-TYDI QA
dataset (Asai et al., 2021). XOR-TYDI contains
questions in non-English languages paired with
English evidence passages and short span answers
from those passages (similar to SQuAD). It was

3XQUAD-IN contains all 9 higher-resource languages (see
§2) and 3 medium-resources languages, namely, Assamese,
Odia, and Punjabi.

created with the idea of developing NLP systems
that can answer questions in users’ native language
by refering to sources in a high-resource language,
such as English, which was more likely to contain
the answer due to the information scarcity of low-
resources languages on the web. The original XOR-
TYDI contains data in 7 languages out of which
Bengali and Telugu are the two Indic languages.

To create XORQA-IN, we select the 302 Ben-
gali and 237 Telugu examples (Bn/Te-question, En-
passage, En-answer) from the XOR-TYDI dev set
as our test data.* Additionally, we sample 600 ex-
amples (equally from Bengali and Telugu) from the
training set of XOR-TYDI to create our training
(100) and development (500) set. We then follow
a two-staged translation process, where we first
ask the human translators to translate the Bengali
or Telugu question (Bn/Te-question) into English
(En-question). In the second stage, we collect trans-
lations for these English questions (En-question)
into target languages (Xx-question) and transla-
tions for the English answers (En-answer) into the
target languages (Xx-answer).

We create two tasks from this translated data:
1. XORQA-IN-EN: Each example contains (Xx-
question, En-passage, En-answer). This task is
similar to the XOR-TYDI dataset.
2. XORQA-IN-XX: Each example contains (Xx-
question, En-passage, Xx-answer), where the task
is to generate the answer in the same language as
the question.

We collect data for 28 Indic languages resulting
in 32k examples.’

See Appendix Table 9 for languages covered by
each dataset in INDICGENBENCH.

3 Experiments and Analysis

We use INDICGENBENCH to benchmark multilin-
gual and cross-lingual language generation capa-
bilities of various LLMs on Indic languages. We
perform experiments with a variety of open-source
LLMs — mT5 (Xue et al., 2021), LLaMA (Tou-
vron et al., 2023),°, BLOOMZ (Workshop et al.,
2022), Gemma (Team et al., 2024); and proprietary
LLMs — GPT-3.5, GPT-4 (OpenAl et al., 2023),
and PalLM-2 (Anil et al., 2023).

We compare and analyze the performance of dif-
ferent model size variants of these LLMs under var-

#XOR-TYDI has not publicly released its test set.
SWe do not collect translations for Nepali.
®LLaMA-2 could not be used due to a restrictive licence
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Eval. Metric ChrF ChrF Token-F1 Token-F1  Token-F1
(enxx / xxen)

Performance in English
GPT-4 30.3 —/- 64.8 - 37.9
PalLM-2-L. 41.1 —/= 83.7 - 71.4
Average Performance on INDICGENBENCH
LLaMA-7B 3.7 11.5/21.6 3.8 74 104
LLaMA-13B 4.1 13.3/24.1 4.5 10.4 12.1
LLaMA-65B 4.6 18.1/32.7 7.1 16.5 16.3
BLOOM-7B 3.8 18.3/31.2 13.8 7.9 23.6
BLOOMZ-7B 1.2 40.8/48.4 53.7 7.0 49.0
Gemma-7B-PT 0.0 32.1/50.4 0.5 11.7 23.8
Gemma-7B-IT 11.6 18.6/29.2 353 13.5 24.8
GPT-3.5 16.3 29.21/47.7 332 21.6 355
GPT-4 17.6 32.1/545 55.7 23.4 46.0
PaLM-2-XXS 7.2 2407434 34.6 13.5 36.8
PaLM-2-XS 15.5 40.7/58.3 62.2 29.5 47.8
PaLM-2-S 18.5 43.5/61.6 66.7 31.6 574
PaLM-2-L 21.2 47.5/65.1 69.3 374 55.9

Table 2: One-shot performance on INDICGEN-
BENCH across model sizes for all LLMs considered
in our work (§3.1). For each LLM family performance
improves with increasing model size, with PaLM-2-L
performing the best across most tasks. Compared to En-
glish, all models under-perform significantly highlight-
ing shortcomings of current SOTA LLMs. See Section
3.1 for details.

ious learning paradigm settings. We first evaluate
model performance on one-shot prompting (§3.1)
and also measure performance across language cat-
egories based on resourcedness (§3.2). We then
evaluate the effect of number of in-context exam-
ples shown to the model as supervised data (§3.3)
and the effect of prompting in a higher-resource lan-
guage such an English or Hindi (§3.4). Using the
training data contained in INDICGENBENCH, we
measure how the performance of LLMs after fine-
tuning compares with few-shot prompting (§3.5).
Finally, we perform qualitative analysis of models
on INDICGENBENCH and highlight some areas of
improvement for future model development (§3.7).

Evaluation Metrics For the cross-lingual sum-
marization and translation tasks, CROSSSUM-IN
and FLORES-IN, we report Character-F1 (ChrF)
metric (Popovié, 2015) since token-level metrics
like ROUGE and BLEU are not reliable for low-
resource languages (Bapna et al., 2022). To stay
consistent with existing literature on QA tasks, we
report SQuAD-style Token-F1 on our XQUAD-IN
and XORQA-IN QA tasks.

On FLORES-IN, we report translation performance
in both directions—translating from English to the
target language (enxx) and vice-versa (xxen).

3.1 Comparison of LLMs on
INDICGENBENCH

In Table 2 we evaluate LLaMA, BLOOMZ,
Gemma, GPT and PaLM-2 family of models on all
tasks of INDICGENBENCH in a one-shot prompted
setting. Numbers are averaged across all languages
in the evaluation data. To compare, we also report
English performance for GPT-4 and PaLM-2-L.

We see across tasks that larger models from
the same LLM family perform better. Pal.M-
2-L performs the best among all LLMs consid-
ered, except for the XORQA-IN-EN task where
PalLM-2-S performs slightly better. We find
that open source LLaMA models perform much
worse compared to proprietary models; even the
largest LLaMA-65B model significantly underper-
forms the smallest PALM-2-XXS model. Gemma-
7B instruction tuned model performs better than
LLaMA-13B as well as LLaMA-65B on most tasks.
BLOOMZ, which is an instruction tuned version
of BLOOM (Workshop et al., 2022), pre-trained
on large-scale multilingual data, works the best on
three out of five tasks in INDICGENBENCH. On
CROSSSUM-IN and XORQA -IN-XX it falls behind
LLaMA and Gemma. Compared to English, we
see significant room for improvement (20+ ChrF
or Token-F1 points) across all tasks.

3.2 Performance across language categories

In Table 3 we report one-shot performance across
language categories defined in Section 2. We only
show performance for Gemma-7B-IT, BLOOMZ-
7B, LLaMA-65B, GPT-4 and PaLM-2-L. models
here and report performance for the other models
in appendix B.1. We find that there is a significant
performance drop going from higher resourced lan-
guages to medium resourced ones, and further drop
in lower resourced languages.

We would like to point out two observations here:

(a) In FLORES-IN, the performance for translating
English to the target language (enxx) drops signif-
icantly from higher to lower resourced languages
(56.9 — 41.9 for PaLM-2-L) whereas the perfor-
mance in the xxen direction does not fall this drasti-
cally (68.2 — 62.6). This is also seen in XORQA-
IN-XX and XORQA-IN-EN. This highlights that
current LLMs are better at understanding than gen-
eration in these lower-resourced languages.
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CROSSSUM-IN FLORES-IN (enxx / xxen) XQUAD-IN XORQA-IN-XX XORQA-IN-EN
Model High Medium Low High Medium Low High Medium High Medium Low High Medium Low
LLaMA-65B 4.4 4.6 4.7 18.2/31.5 15.4/30.0 19.5/35.0 8.8 1.9 17.7 13.5 17.1 16.4 14.0 17.3
Gemma-7B-IT  13.9 11.5 10.0 17.6/33.7 15.0/26.1 21.3/27.7 38.8 248 18.9 83 122 29.5 23.9 219
BLOOMZ-7B 1.5 1.7 0.6 67.7/59.1 39.4/50.2 22.9/40.0 55.5 48.1 10.8 2.8 6.2 64.7 45.8 39.5
GPT-4 19.4 17.9 16.3 36.2/59.6 30.7/55.2 29.9/50.5 56.1 54.6 25.8 21.6 22.6 49.4 50.0 41.8
PaLM-2-L 25.2 23.1 17.5 56.9/68.2 45.9/65.6 41.9/62.6 72.5 59.8 41.9 36.7 34.6 57.3 57.9 53.9

Table 3: One-shot performance across language categories based on resourcedness defined in Section 2. For all
tasks, we witness significantly lower performances in medium and low resource languages compared to the higher
resource ones. Please see Table 10 in appendix B.1 for results on other models. See Section 3.2 for more details.

(b) In few cases, we see smaller performance deltas
between medium and lower resourced languages
compared to higher and medium categories. From
our analysis, this can mainly be attributed to many
languages in the lower category being similar to
Hindi and written in the same Devanagari script.

FLORES-IN XORQA-IN-XX

Model (LLM) 0 1 5 0 1 2 3

LLaMA-7B 8.0 11.5 11.4 5.0 7.4 9.0 9.2
LLaMA-13B 8.6 13.3 13.4 6.3 104 122 131
LLaMA-65B 14.0 18.1 18.3 12.3 16.5 18.7 19.4
PaLM-2-XXS 0.8 240 269 8.9 13.5 158 175
PalLM-2-XS 20.1 407 423 | 214 295 322 332
PaLM-2-S 249 435 452 | 227 316 334 354
PalLM-2-L 311 475 493 | 319 374 397 411

Table 4: Performance by varying number of in-
context exemplars for LLaMA and PalLM-2 models on
FLORES-IN (enxx) and XORQA-IN-XX tasks (§3.3).
Performance improves with increasing amounts of su-
pervision provided in-context. Refer appendix B.2 for
results on other tasks and models.

3.3 In-context learning on INDICGENBENCH

In this section we aim to understand the impact of
the number of in-context examples shown to the
LLM during few-shot prompting.

Since CROSSSUM-IN and XQUAD-IN input
passages are long, we are only able to perform
0-and-1-shot prompting. For XORQA-IN-XX and
XORQA-IN-EN we perform 0-to-3-shot prompt-
ing, and for FLORES-IN we perform 0, 1 and 5-shot
prompting.

We show performance for FLORES-IN and
XORQA-IN-XX in Table 4. Other results are
shown in appendix B.5 due to space limitations.
Across model families and sizes we observe that
increasing the amount of supervision in terms of
the in-context examples improves performance.

3.4 Transfer from high-resource languages

For languages with no supervised data, one op-
tion to improve performance is utilizing existing
supervised data another language as in-context ex-
emplars. In this section we aim to study if the
language in which the model is prompted plays a
role in performance.

In Table 5 we show performance when the model
is prompted in English vs. Hindi, a representative
higher resourced Indic language. For comparison,
we also show performance when the in-context
exemplar is in the same language as the test in-
stance. We find that Hindi in-context exemplars are
much more useful for all models as compared to
their English counterparts. Surprisingly, for smaller
models, performance with Hindi exemplars comes
extremely close to prompting in the test language,
even better sometimes.

3.5 Fine-tuning LLMs on INDICGENBENCH
and Comparison with In-Context
Learning

As outlined in Section 2, we also release a small,
high-quality training set for all tasks in INDIC-
GENBENCH (except FLORES-IN which only has
dev and test sets). This training data can be used
to adapt LLMs to downstream tasks in Indic lan-
guages via fine-tuning and other training tech-
niques.

Table 6 shows our results of fine-tuning mT5
and PalLM-2 models and their comparison with in-
context learning using PaLM-2. We fine-tune each
model on training data from all available languages
including English, use the development set for early
stopping, and report numbers on the test set. For
question-answering tasks that require generating
short spans as answers, we find that older genera-
tion mT5 models significantly outperform smaller
PalLM-2 models in most cases.” On CROSSSUM-

"Since the parameter count for PaLM-2 models is not
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CROSSSUM-IN

XQUAD-IN

XORQA-IN-XX XORQA-IN-EN

Model (1-Shot Lang)  Higher Medium Low ‘ Higher Medium | Higher Medium Low | Higher Medium Low
PaLM-2-XXS (En) 0.3 0.1 0.3 38.5 319 14.0 5.4 7.3 40.3 35.0 30.8
PaLM-2-XXS (Hi) 13 2.1 37 39.8 33.3 17.6 8.5 10.5 45.5 394 31.9
PaLM-2-XXS (Lang) 7.7 7.6 6.7 37.2 26.8 17.7 8.8 12.8 43.6 38.3 31.5
PaLM-2-XS (En) 0.3 0.2 0.5 64.3 62.2 30.6 23.9 20.8 359 32.1 27.2
PaLM-2-XS (Hi) 35 55 9.9 65.4 63.5 332 25.8 227 49.3 46.8 40.7
PaLM-2-XS (Lang) 18.4 16.4 13.0 65.1 53.3 35.8 27.6 26.1 53.3 51.5 42.2
PaLLM-2-S (En) 0.4 0.2 0.5 67.4 66.8 27.5 19.9 19.9 48.6 47.1 40.8
PaLM-2-S (Hi) 44 6.9 13.2 68.5 67.5 34.2 27.0 249 58.3 57.0 49.0
PaLM-2-S (Lang) 224 19.8 15.1 69.9 57.3 36.6 30.3 28.6 60.1 61.4 53.6
PaLM-2-L (En) 0.4 0.2 0.6 71.7 69.8 37.7 332 29.7 28.7 27.5 26.2
PaLM-2-L (Hi) 4.7 7.0 13.8 72.6 71.0 39.7 34.6 31.2 45.5 44.8 41.5
PaLM-2-L (Lang) 25.2 23.1 17.5 72.5 59.8 41.9 36.7 34.6 57.3 57.9 53.9

Table 5: Effect of in-context exemplar language (§3.4): Performance comparison when the one-shot exemplar is
provided in English (En) or Hindi (Hi) as opposed to the language of the test instance (Lang). In-context prompting
in the test language (Lang) provides the best performance, followed by Hindi (Hi) and then English (En). This
follows the same order as relatedness between test and prompting language, highlighting the benefit of prompting in
a language more related to the test language (e.g., Hindi compared to English in this case).

CROSSSUM-IN XQUAD-IN XORQA-IN-XX XORQA-IN-EN
Model Higher Medium Low ‘ Higher Medium | Higher Medium Low | Higher Medium Low
mT5 models — Fine-Tuned
mT5-B 19.5 18.9 15.1 46.2 30.9 3.8 4.0 55 31.7 314 30.8
mT5-L 20.5 19.9 15.5 54.3 38.6 11.8 11.0 10.4 56.8 53.7 454
mT5-XL 22.7 21.1 15.3 574 40.5 20.7 13.5 15.6 58.2 56.2 46.5
mT5-XXL 25.9 24.2 10.4 62.0 444 28.8 23.6 21.9 70.3 68.9 59.1
PaLM-2 models - Fine-Tuned
PaLM-2-XXS 22.5 19.7 16.5 41.2 18.1 10.9 12.9 60.2 56.9 50.9
PaLM-2-XS 28.5 25.6 18.8 40.2 30.4 23.6 19.6 69.1 66.6 56.6
PaLM-2 models - Few-shot prompted
PaLM-2-XXS s 7.7 7.6 6.7 37.2 26.8 22.7 12.3 16.4 51.6 47.1 38.4
PaLM-2-XSrgs 18.4 16.4 13.0 65.1 39.2 32.0 29.5 67.0 65.3 56.5

Table 6: (Top) Fine-tuning performance of mT5 and PaLM-2 models (§3.5). Bold represents best numbers among
fine-tuned models. PaLM-2 outperforms mT5 for longer-form generation task (CROSSSUM-IN), whereas mT5
models do well on short answer-span QA tasks. (Bottom) Comparison of in-context learning vs. fine-tuning
on PalLM-2 models. In Green , we highlight the best PaLM-2 number (among fine-tuned and few-shot). For
CROSSSUM-IN task requiring longer-form generation, fine-tuning outperforms few-shot prompting.

IN which requires generating a longer summary,
we find that PaLM-2 models are more effective.
For Question-Answering tasks, as the model size
increases from PalLM-2-XXS to PaL. M-2-XS, we
see that in-context learning yields equal or better
performance compared to fine-tuning the model.
For example, in XORQA-IN-XX, as the model
size increases from XXS to XS, we see that the gap
between few-shot prompting and fine-tuning sig-
nificantly increases from 2-4% (in XXS) to 9-10%
(in XS). In the case of XQUAD-IN, we see that

public, we cannot attribute this performance difference to
model sizes.

for the larger PaLLM-2-XS model, its much better
to perform in-context learning as compared to fine-
tuning, for both medium and high resource Indic
languages. For XORQA-IN-EN, in-context learn-
ing reaches the fine-tuning performance as model
size increases to Pal. M-2-XS. For the CROSSSUM-
IN, the gap between fine-tuning and in-context
learning is reducing as model size increases, which
reinforces that for even larger model sizes, it might
be better to learn in-context.

11053



EPngIriih = Scripts
ashto - N
Urdy - — EE Latin
RG_ar?r\]Nalr N Bengali
R E B Gujarati
Chhatﬂ;gxgﬁ: [0 Devanagari
Bhojpuri 4 E Kannada
Maithali =
Q H rMar!v!: [ Malayalam
= Avadhi - = Tamil
Nepali
=} Kon,kpanif =3 Telugu
o)) Man}gt‘m_ B Arabic
S Bodo - B Gurumukhi
e
- BPgRJgaabIE_ I Tibetan
Assamese mmmm— e ihi
anskrit - B Meithi
Gujarat B Ol-Chiki
amil - .
Santali N Oriya

Kannada
Malayalam -

oy e e e e S e e e e

Tibetan

| | | | | |
10 12 14 16 18 20
Fertility

| |
0 2 4 6 8

Figure 2: Tokenizer fertility for different languages
using OpenATI’s Byte Pair Encoding. We note that mid-
low resource languages suffer from high token fertility.
(Section 3.6)
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Figure 3: Percentage of the XQUAD-IN test set in few-
shot learning setting that fits in a 1920 token context.
High token fertility of mid to low resource languages
results in being able to fit much fewer in-context exam-
ples compared to higher resourced ones. (§3.6)

3.6 Analyzing Tokenizer across Indic
languages

In Figure 2, we compare the token fertility (average
number of sub-words that a word is broken down
into by the tokenizer) across all Indic langugaes in
INDICGENBENCH.® We find that the token fertility
varies significantly across languages; from 4.1 for
Pashto to 19.9 for Tibetan.

A high token fertility is undesirable and can dis-
proportionately effect a particular language’s per-
formance. For languages where text is broken into
more number of tokens, fewer in-context exam-
ples can be input to the LLM during inference.
This can negatively impact performance (see Ta-

We use OpenAl’'s BPE  tokenizer (plat-
form.openai.com/tokenizer). =~ PaLM-2 tokenizer is not
publicly available.

ble 4). In Figure 3, we show how the percentage
of a dataset that fits in a particular context length
changes with number of in-context examples for
various languages. For example, we see in Fig-
ure 3 that for medium resource languages with
high token-fertility like Oriya and Punjabi we can
in-corporate much fewer in-context examples com-
pared to Indic languages with lower token-fertility
like Hindi and Marathi. Analysis in this section is
inspired by prior work on studying the impact of to-
kenization on model utility, inference, and financial
cost (Ahia et al., 2023; Petrov et al., 2023). Our
work supports and compliments these studies for
arange of Indic languages. Alternate tokenization
and encoding approaches are required to bridge the
tokenization disparity between different languages.
An example of this is MYTE (Limisiewicz et al.,
2024), a morphology based byte encoding scheme
which leads to more equitable text representations.

3.7 Qualitative Analysis

We manually analyze predictions from the best
performing model PaLM-2-L. with the aim to un-
derstand the shortcomings of current LLMs and
highlight areas of improvements for future re-
search. We randomly select 20 examples each
in the CROSSSUM-IN and FLORES-IN tasks for
the following languages which are reviewed by
native speakers: Awadhi, Haryanvi, Chhatisgarhi,
Konkani, and Assamese. We found the following
patterns of errors:

Generation in a related language The lan-
guages Awadhi, Haryanvi, and Chhatisgarhi are
related to a higher resource language Hindi and
written in the same script Devanagari. We find
that the model generates mixed-language output
with words mixed from Hindi and also outputs in-
correctly inflected forms of the main verbs in the
output. We show couple of examples of this phe-
nomena in Figure 5a in the appendix.

Hallucination and Missing Information In the
cross-lingual summarization task CROSSSUM-IN,
we find that the model often outputs extra informa-
tion that is not present in the source article. In trans-
lation, we have observed examples where come cru-
cial information from the source sentence is miss-
ing from the generated output. Also, in some cases,
the model fails to understand polysemous English
words and generates translation for the incorrect
sense. We show examples of these phenomena in
Figures 4a, 4b, and 5b in the appendix.
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4 Related Work

In the last few years, many multilingual LLMs
have been developed—starting from mBART (Liu
et al., 2020) trained on 25 languages to LLMs
that are pre-trained on hundreds of languages,
such as mT5 (Xue et al., 2021), PaLM-2 (Anil
et al., 2023), GPT-4 (Achiam et al., 2023), Gem-
ini (Google, 2023), and others. These LLMs
are typically evaluated on individual multilingual
tasks for Translation: WMT (Farhad et al., 2021),
FLORES (NLLB-Team et al., 2022); Question-
Answering: XQuAD (Artetxe et al., 2020), Ty-
DiQA (Clark et al., 2020), XorQA (Asai et al.,
2021); Summarization: XLSUM (Hasan et al.,
2021a); Reasoning: MGSM (Shi et al., 2022),
XCOPA (Ponti et al., 2020) to name a few, or on
multilingual benchmarks such as, XTREME (Hu
et al., 2020) and XTREME-UP (Ruder et al., 2023).
However, most of these evaluation resources con-
tain only a handful of languages or do not contain
data for low resource languages, especially Indics.
Besides, cross-lingual evaluation data is even more
sparse. This work is an effort to bridge these gaps
by releasing INDICGENBENCH, a suite of datasets
covering diverse cross-lingual and multilingual gen-
eration tasks in Indic languages.

Most work on creating evaluation data on Indic
languages have focused on natural language under-
standing (NLU) tasks. Kakwani et al. (2020) and
Doddapaneni et al. (2023) have released NLU test
sets in Indic languages for a wide variety of tasks
such as QA and NLI. Naamapadam (Mhaske et al.,
2023) is a named entity recognition dataset specifi-
cally for Indic languages, MASSIVE (FitzGerald
et al., 2022) is a slot-filling and intent classification
dataset available in 7 Indic languages, IndicGLUE
(Kakwani et al., 2020) is an NLU benchmark for
11 Indic languages, whereas GLUECoS (Khanuja
et al., 2020) is a Hindi-English code-mixed bench-
mark, containing various NLU tasks. The Belebele
Benchmark (Bandarkar et al., 2023) is a multiple-
choice machine reading comprehension dataset for
122 languages of which 17 are Indic. On the other
hand, INDICGENBENCH is a natural language gen-
eration (NLG) benchmark.

Recently, there has been work in creating evalu-
ation benchmarks for natural language generation
(NLG) on Indic languages. IndicNLG Suite (Ku-
mar et al., 2022), consisting of 5 NLG taks in 11
Indic languages, is a leap in this direction. These
datasets in this suite are automatically created, ei-

ther using data from the web (e.g., Wikipedia) or
using translation systems. There are few works
which create evaluation data for individual tasks in
Indic languages. For example, IndicTrans2 (Gala
et al., 2023) creates an n-way parallel dataset for
machine translation in 22 scheduled Indian Lan-
guages, Mukhyansh (Madasu et al., 2023) and
PMIndiaSum (Urlana et al., 2023) are headline
generation datasets for 8 and 14 Indic languages
respectively, and TeSum (Urlana et al., 2022) is an
abstractive summarization dataset in the Telugu lan-
guage. Ramesh et al. (2022) introduced Samanan-
tar, a large translation dataset covering 11 Indic
languages. Our work complements IndicNLGSuite
and the other datasets in multiple ways. INDIC-
GENBENCH is manually annotated ensuring high-
quality, noise-free text which is not typically found
on the web. Our benchmark contains evaluation
data for a much larger set of languages spanning
low, medium and high resource. Our datasets are
multi-language parallel enabling better comparison
among different languages. Lastly, we focus on a
complementary and challenging set of tasks, includ-
ing cross-lingual summarization, cross-lingual and
multilingual question answering, and translation.

5 Conclusion

We release INDICGENBENCH, the largest bench-
mark for evaluating LLMs on 5 user-facing gen-
eration tasks across 29 Indic languages, providing
evaluation data for many under-represented Indic
languages for the first time. INDICGENBENCH is
broad coverage along many dimensions — it covers
13 writing scripts, 4 language families, and spans
languages across the available web resource spec-
trum. We carry out extensive comparison of cur-
rent SOTA LLMs on INDICGENBENCH and high-
light areas for future improvement. We are hopeful
INDICGENBENCH will play an important role in
further development of LL.Ms in Indic languages
ultimately benefiting a billion-plus population.

6 Limitations

Since INDICGENBENCH extends existing bench-
marks to new Indic languages through human trans-
lation, it may miss some India-specific entities and
linguistic nuances. Future work can explore trans-
localization for creating improved evaluation and
fine-tuning. INDICGENBENCH doesn’t cover long-
form generation and reasoning tasks. Creating such
datasets is part of our future work.
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Appendix

A Resource-wise Language Classification

See Table 7 for the language resource based classi-
fication of the languages studied in our work. This
classification is done on the basis of multiple cri-
teria, such as whether google translate supports
the particular language, the classification of Indic
languages suggested by Doddapaneni et al. (2023)
which in turn uses Joshi et al. (2020).

B Detailed and Additonal Experimental
Results

In this section, we report (a) one-shot results across
all models and tasks averaged over different lan-
guage categories (B.1); (b) performance for dif-
ferent tasks and models by varying the number of
in-context exemplars shown in few-shot prompt-
ing (B.2); (c) one-shot performance for the largest
model in each LLM family across all languages
(B.3); (d) fine-tuning performance for the largest
models across all languages (B.4).

B.1 Resource wise one-shot results

In Table 10 we show performance for all LLMs
considered in this paper on the one-shot prompting
method across different language categories.

B.2 Performance by varying number of
in-context examples

In Tables 11, 12, 13, and 14 we show additional
results on how performance changes with the num-
ber of in-context examples across various tasks in
INDICGENBENCH.

B.3 Language wise one-shot performance
across models

In Tables 16, 17, 18, 19 we show language wise
breakdown of performance for largest/best mod-
els — LLaMA-65B, GPT-4, PaLM-2-L in one-shot
setting, across all INDICGENBENCH tasks.

B.4 Language wise fine-tuning performance
across models

In Tables 22, 21, 20 we show language wise break-
down of performance for largest mT5 and PaLM-
2 models that we fine-tune on CROSSSUM-IN,
XQUAD-IN, XORQA-IN-XX, XORQA-IN-EN.

B.5 Indic Specific LLMs

To the best of our knowledge, there is no LLM
that is pre-trained or fine-tuned on a broad set
of Indic languages, or a majority of the 29 lan-
guages we study in this work. Some Indic LLMs
such as OpenHathi (or its instruction-tuned vari-
ant Airavata (Gala et al., 2024)), Tamil-LLama
(Balachandran, 2023), or Kan-LLama are primar-
ily trained/fine-tuned on a single Indic language
(Hindi, Telugu, and Kannada, respectively).

In this section we evaluate an Indic specific
LLM, Airavata which is primarily pre-trained and
fine-tuned on English and Hindi language data. We
evaluate the model on 6 Indic languages: Hindi
(hi), Bengali (bn), Punjabi (pa), Assamese (as), Ma-
nipuri (mni) and Santali (sat) (2 each from higher,
medium and low resource), and English. See Table
8 for the results.

We find that Airavata performs reasonably well
only on the Hindi language, and its performance
on other Indic languages is much worse (as ex-
pected since it is only trained for Hindi). Airavata
performs significantly better than LLaMA on the
Hindi language, across tasks, except for CSSUM-
IN summarization tasks. BLOOMZ outperforms
Airavata on most tasks in the Hindi language.

C Hyperparameters

For Fine-tuning experiments on mTS, we hyperpa-
rameter search for batch size in the range {16, 32,
64} and learning rate in {5e-3, le-3, Se-4, le-4, Se-
5, 1e-5} and select the best hyperparameters based
on the Token-F1 (for Question answering datasets)
score or ChrF (for CROSSSUM-IN, FLORES-IN ex-
periments) score on the validation set of the dataset.
For PalLM-2 fine-tuning experiments, we hyper-
parameter search for batch size in the range {16,
32, 64} and learning rate in {5e-4, 1e-4, 5e-5, le-
5} and select the best hyperparameters based on
the Token-F1 score or ChrF score, as in the case
of mT5 experiments. We keep temperature=0 as
the default setting while decoding using PaLM-2
and GPT family of models. For LLaMA models
we increased the temperature to 0.1, since other-
wise, the performance of LLaMA were coming
out to be close to 0 for many of our datasets. For
each dataset, we fix a prompt for all models since
searching for a prompt would have led to a much
larger compute cost for training and evaluation. We
also choose in-context exemplars randomly from
the training set (from the dev set in the case of
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Code Language Script Family Resource

en English Latin Germanic high

bn Bengali Bengali Indo-European higher (Indic relative)
gu Gujarati Gujarati Indo-European higher (Indic relative)
hi Hindi Devanagari Indo-European higher (Indic relative)
kn Kannada Kannada Dravidian higher (Indic relative)
ml Malayalam Malayalam Dravidian higher (Indic relative)
mr Marathi Devanagari Indo-European higher (Indic relative)
ta Tamil Tamil Dravidian higher (Indic relative)
te Telugu Telugu Dravidian higher (Indic relative)
ur Urdu Arabic Indo-European higher (Indic relative)
as Assamese Bengali Indo-European med

bho  Bhojpuri Devanagari Indo-European med

ne Nepali Devanagari Indo-European med

or Odia Odia Indo-European med

pa Punjabi Gurumukhi Indo-European med

ps Pashto Arabic Indo-European med

sa Sanskrit Devanagari Indo-European med

awa  Awadhi Devanagari Indo-European low

bgc  Haryanvi Devanagari Indo-European low

bo Tibetan Tibetan Sino-Tibetan low

brx Bodo Devanagari  Sino-Tibetan low

gbm  Garhwali Devanagari Indo-European low

gom  Konkani Devanagari Indo-European low

hne Chhattisgarhi Devanagari Indo-European low

hoj Rajasthani Devanagari Indo-European low

mai  Maithili Devanagari Indo-European low

mni  Manipuri Meithi Sino-Tibetan low

mup Malvi Devanagari Indo-European low

mwr  Marwari Devanagari Indo-European low

sat Santali Ol Chiki Austroasiatic low

Table 7: Resource based language classification into relatively higher, medium and low resource for the languages
studied in our work. As mentioned previously, we note that the languages classified higher, e.g., Hindi or Bengali,
are in fact mid-low Web resource when compared to English and other truly high resource languages globally. For
example, using Wikipedia as a proxy for language resources, compared to 6.6M+ Wikipedia articles in English,
there are only 160K Hindi Wikipedia articles. See Appendix §A for more details.

CSSUM-IN FLORES-IN (enxx) XQUAD-IN XORQA-IN-XX XORQA-IN-EN

Language Airavata LLaMA BLOOMZ Airavata LLaMA BLOOMZ Airavata LLaMA BLOOMZ Airavata LLaMA BLOOMZ Airavata LLaMA BLOOMZ

en 31.6 19.1 13.9 - - - 75.7 49.2 86.8 69.5 56.0 722 69.5 59.7 68.7
hi 0.3 6.0 1.1 55.9 19.0 66.8 487 16.6 64.3 46.8 303 18.6 31.6 19.4 67.6
bn 0.0 2.0 0.2 8.5 9.6 73.9 6.5 2.5 579 0.2 3.8 03 338 12.6 70.0
pa 0.1 1.2 03 6.8 6.8 55.7 32 08 60.2 25 0.9 4.7 21.2 1.8 67.3
as 03 2.0 1.4 5.8 55 50.1 52 2.1 528 0.5 3.0 2.6 324 9.4 577
mni 0.2 23 0.2 6.1 6.7 6.5 - - - 1.4 29 0.3 226 54 21.5

sat 0.0 24 03 6.4 8.3 159 - - - 1.1 1.1 0.0 18.6 5.7 5.5

Table 8: One-Shot performance on INDICGENBENCH comparing language-specific Indic LLM Airavata with
other similar sized open-source models. Airavata is primarily pre-trained and fine-tuned for Hindi and English.
As expected, Airavata outperforms other LLMs on Hindi whereas it’s performance on other Indic languages is
significantly worse than broad-coverage LLMs like BLOOMZ. See Appendix §B.5 for more details.
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Code Language ‘ Coverage in INDICGENBENCH
‘ CROSSSUM-IN  FLORES-IN  XQUAD-IN XORQA-IN-XX XORQA-IN-EN

bn Bengali v v v 4 v
gu Gujarati v v v v v
hi Hindi v v v v v
kn Kannada v v v v v
ml Malayalam v v v 4 v
mr Marathi v v v v v
ta Tamil v v v v v
te Telugu v v v v v
ur Urdu v v v v v
as Assamese v v v v v
bho  Bhojpuri v v v v
ne Nepali v 4

or Odia v v v v v
pa Punjabi v v v 4 v
ps Pashto v v v v
sa Sanskrit v v v v
awa  Awadhi v v v v
bgc  Haryanvi v v v v
bo Tibetan v v v v
brx Bodo v v v v
gbm  Garhwali v v v v
gom Konkani v v v v
hne  Chhattisgarhi v v v v
hoj Rajasthani v v v v
mai  Maithili v v v v
mni  Manipuri v v 4 v
mup  Malvi v v v v
mwr  Marwari v v v v
sat Santali v v v v

Table 9: Coverage of languages across different tasks in INDICGENBENCH.

FLORES-IN). This decision is a limitation of this
work, since it has been shown that prompt and
in-context exemplars can significantly impact an
LLMs performance (Zhao et al., 2021b,a). The
prompts we use are provided in §F. Searching for

better prompts and exemplars is left as future work.

For all fine-tuning runs, we just perform one run
(as opposed to taking average of multiple runs) due
to prohibitive costs of fine-tuning LLMs multiple
times.

D Computing Infra

For mTS5 fine-tuning runs, we use a combination of
4 to 64 TPU-V3, and for PaLM-2 we use up to 256
TPU-V4. All experiments take about 6 hours to 1-2

days of time depending upon the resources and size
of the model being trained. We use NVIDIA-V100
16GB GPUs for evaluating open-source models
like BLOOM, BLOOMZ, Airavata on INDICGEN-
BENCH.

E Dataset Licenses

In compliance with licenses of the original datasets,
we release our evaluation datasets under the fol-
lowing licenses: (a) XQUAD-IN and FLORES-IN
under the CC BY-SA 4.0 license; (b) CROSSSUM-
IN under the CC BY-NC-SA 4.0 license; and (d)
XORQA-IN under the MIT license.
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XORQA-IN-EN XQUAD-IN CROSSSUM-IN XORQA-IN-XX FLORES-IN

Model High Medium Low High Medium High Medium Low High Medium Low High Medium Low

LLaMA-7B 9.9 7.6 12.2 4.7 1.1 3.6 3.6 3.7 8.1 34 8.8 11.2/20.4 9.6/20.2 12.8/23.2
LLaMA-13B 10.5 9.9 14.2 55 1.5 39 4.1 42 9.6 6.3 12.8 12.6/22.5 11.3/22.0 14.8/26.4
LLaMA-65B 16.4 14.0 17.3 8.8 1.9 44 4.6 4.7 17.7 135 17.1 18.2/31.5 15.4/30.0 19.5/35.0
Gemma-7B-PT 25.7 225 23.1 0.6 0.1 0.0 0.0 0.0 16.5 6.9 10.5 40.7/58.8 255/49.5 29.8/45.0
Gemma-7B-IT 29.5 239 219 38.8 24.8 13.9 11.5 10.0 18.9 8.3 12.2 17.6/33.7 15.0/26.1 21.3/27.7
BLOOM-7B 29.3 21.6 20.6 152 9.8 3.1 3.8 43 10.8 5.0 72 19.8/34.7 16.3/31.4 18.4/28.6
BLOOMZ-7B 64.7 458 39.5 55.5 48.1 1.5 1.7 0.6 10.8 2.8 6.2 67.7/59.1 39.4/50.2 22.9/40.0
GPT-3.5 39.0 349 334 36.2 239 17.6 16.5 15.3 242 20.0 20.6 32.9/52.9 27.3/48.2 27.6/43.8
GPT-4 494 50.0 41.8 56.1 54.6 19.4 17.9 16.3 258 21.6 22.6 36.2/59.6 30.7/55.2 29.9/50.5
PaLM-2-XXS 43.6 383 315 37.2 26.8 7.7 7.6 6.7 17.7 8.8 12.8 31.7/52.1 19.0/43.2 21.4/37.6
PaLM-2-XS 533 51.5 422 65.1 53.3 18.4 16.4 13.0 35.8 27.6 26.1 52.0/64.8 39.0/60.6 33.7/52.6
PaLM-2-S 60.1 61.4 53.6 69.9 57.3 224 19.8 15.1 36.6 30.3 28.6 54.7166.8 425/63.5 36.4/57.0
PaLM-2-L 57.3 579 53.9 72.5 59.8 252 231 17.5 41.9 36.7 34.6 56.9/68.2 45.9/65.6 41.9/62.6

Table 10: One-Shot performance on INDICGENBENCH. Results are averaged over high, medium and low
resource language examples present in the dataset. For question answering we measure the F1/EM score while for
summarization and translation we measure ChrF score. See Appendix §B.1 for more details.

Shots
Model (LLM) 0 1
LLaMA-7B 2.4 3.7 Shots
LLaMA-65B 5.1 4.6
LLaMA-7B 4.7 104 125 14.1
PaLM-2-XXS 02 7.2 LLaMA-13B 27 121 154 170
PaLM-2-XS 1.0 155 LLaMA-65B 82 163 188 198
PalLM-2-S 4.1 18.5
PalLM-2-L 77 21.2 PaLM-2-XXS 31.0 36.8 41.6 445
PalLM-2-XS 156 47.8 578 61.7
Table 11: Few-shot results for PaLM-2 models on PaLM-2-S 406 574 634 663
PalLM-2-L 314 559 663 703

CROSSSUM-IN dataset. ChrF scores are reported.

Table 13: Few-shot results for PaLM-2 models on
Shots XORQA-IN-EN dataset. F1 scores are reported.

Model (LLM) 0 1

LLaMA-7B 4.3 3.8

LLaMA-13B 4.7 4.5
LLaMA-65B 72 7.1

PaLM-2-XXS  19.0 34.6
PaLM-2-XS 387 622

PaLM-2-S 447 667 # of in-context examples
PalLM-2-L 50.6 69.3 Model (LLM) 0 1 5
LLaMA-7B 8.0/104 115/21.6 11.4/19.8

Table 12: Few-shot results for PaLM-2 models on LLaMA-13B 86/206 133/241 1347227

XQUAD-IN dataset. F1 scores are reported. LLaMA-65B  14.0/28.0 18.1/327 18.3/303
PaLM-2-XXS  0.8/22.4 24.0/434 269/448
F Prompts PaLM-2-XS  20.1/533 40.7/583 423/5838
PalLM-2-S 249/60.1 435/61.6 452/61.9
The set of prompts used for evaluations on all PaLM-2-L 31.1/622 47.5/65.1 49.3/65.7

datasets are shown in Table 15.
Table 14: Few-shot results for LLaMA and PalLM-2

models on FLORES-IN (both enxx / xxen direction).

11064



Summarize the following article in Haryanvi:

The White Garden, at Kensington Palace, was planted to mark 20 years since Princess Diana died in a car crash. The
Duchess of Cambridge joined the princes on the garden tour. A spokeswoman for Kensington Palace said: "The
engagement will allow the princes to pay tribute to the life and work of their mother." They met representatives from
the causes and charities supported by Diana, including the Royal Marsden and Great Ormond Street hospitals, the
National Aids Trust, Centrepoint youth homelessness charity and the Leprosy Mission. Members of the public have
been leaving tributes and flowers at the gates of the palace to mark the anniversary of Diana's death. The Princess of
Wales died on 31 August 1997 in Paris, when William, now the Duke of Cambridge, was 15 and his brother was 12. The
garden at their mother's former home has been inspired by memories of her life, style and image, such as her white
"Elvis" Catherine Walker dress. The White Garden, as it is known, follows a tradition first established at Sissinghurst
Castle in Kent, famous for its own white garden created in the 1930s. Their Royal Highnesses met gardener Sean
Harkin who designed the display and Graham Dillamore who knew the princess when he worked there some 30 years
ago. The garden has been open since spring and will continue into September with white roses, lilies, gladioli and
cosmos. It is the fourth London memorial created in tribute to Diana - the others are the Diana Memorial Playground
at Kensington Palace, the Diana Memorial Fountain in Hyde Park, and the Diana Memorial Walk at St James's Palace.

Model Output: % aferrs 31T BT 83 o Hiarest Yo & U 7137 IMSeT Wrerdr Y 3oTehT AT, AT s=m Hrar

(English translation: Prince William and Prince Harry have opened a new garden at Kensington Palace in memory of their mother, Princess Diana.)

(a) Model hallucinates that Prince William and Harry opened a new garden.

Summarize the following article in Awadhi:

The surgery, which lasted seven hours, took place on 14 February at the Nair hospital in the western city of Mumbai.
But the procedure was not made public as doctors were not sure until now if it had been successful. "Now it's a matter
of recovery but he's out of danger", Dr Trimurti Nadkarni, chief of neurosurgery, told the BBC. Santlal Pal, a
shopkeeper from the northern state of Uttar Pradesh, had been living with the tumour for three years before his
surgery was carried out. Doctors said Mr Pal had lost his vision because of the tumour but hoped he would regain it as
he continued to recover from the operation. His wife told the Hindu newspaper that they had been told by doctors at
three different hospitals in Uttar Pradesh that the tumour was inoperable. "Such cases are critical", said Dr Nadkarni,
adding that Mr Pal needed 11 units of blood during the operation and after that, he was connected to a ventilator for a
few days after the surgery.

Model Output: T 31 €IS & GHT &I AT of 1.8 Fhell oI &1 TgFR o

(English translation: A 1.8 kg tumor was removed from the nose of a 31 year old man)

(b) Model hallucinates the age of the person in the article.

Figure 4: Example predictions from PalLM-2-L model on the CROSSSUM-IN task highlighting issues with halluci-
nations in model predictions.
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Translate the following in Awadhi:

Input: One can only wonder what the keyboard will become when something newer comes along.
Model output: %Wsﬁm%%m@mm%a@@éwﬁél

Ground Truth: 3 &% GIfY 5 §d ¢ & 39 g Fa1 IR T HES F e

Translate the following in Chhatisgarhi:

Input: Scaffolds can be both virtual and real, in other words, a teacher is a form of scaffold but so is the little paperclip
man in Microsoft Office.

Model output: FTT HTHTH 373 AEATI el 8 Hehel 5, GHT AGHA H, Teh TA&TH HTeT o Teh §9 g ol fehe]
ATSHIATTE TR 7 Bl TR FeT 3eHT s gad|

Ground Truth: #ATTT ITHTHT 373 AEATIS cell 81 TH, G TG Fl H, Thod HFSS Al & Ueh §9 gAY olfchel
ATSHIATE 3TTRT 7 BT TR IFAT TcHT Tell 37597 &1 gad|

(a) In these examples of translating into Awadhi and Chhatisgarhi, both low resource languages similar to a higher resource
language Hindi, we find that many Hindi words and incorrect inflections for verbs are produced.

Translate the following in Konkani:

Input:When asked for comment, Miller said, "Mike talks a lot during the hearing...I was getting ready so I wasn't really
hearing what he was saying."

Model output: feoqult yureh faarer dear, fAeR FgoTTel, "HASH HAHUTAT dBR G 3AIaUTeh FTeTdT ... §1d dIR SArdTelr
FEULS Y ol FEUTET &9 WY TIHAT eal”

Ground Truth: feeqoft AR Aot AR FUTel, "ATIS YATGUN ISR G 3T §Id TR SATdTell #7606 dl fobet

Translate the following in Assamese:

Input: Casablanca is one of the least interesting places to shop in all of Morocco.
Model output: (FEFRFT (2= TI@EF T I13S [C0To ALROT T AFHANT I3
Ground Truth: FI@TS FRFARIFT &R [F1-F6] FIIF T AGRGF AT IR

(b) 1. In the first example of translation into Konkani, the model does not understand that the first instance of “hearing” refers to
a court hearing and the second instance refers to “listening”. The model incorrectly outputs words related to the “listening” sense
in both instances. 2. In the translation into Assamese example, the model does not produce translation for the crucial information
“to shop”.

Figure 5: Example predictions from PaLM-2-L. model on the FLORES-IN task highlighting issues of (a) producing
words in the wrong (higher-resourced) language or words with the wrong inflection, and (b) outputting the incorrect
translations for polysemous words in English or missing crucial information from the generated translation.
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Dataset Prompt

CROSSSUM-IN I will first show a news article in English and then provide a
summary of it in the [Target Language Name] language.

Summarize the following article: [Article]
Summary:

FLORES-IN, xxen Translate the following:

To English: [Sentence in Target Language]
Output:
FLORES-IN, enxx Translate the following:

To [Target Language Name]: [Sentence in English]
Qutput:

XQUAD-IN [Passage in Target Language]

Q: [Question in Target Language]
A:

XORQA-IN-XX  Generate an answer in [Target Language Name] for the question
based on the given passage:

[Passage in English]

Q: [Question in Target Language]
A:

XORQA-IN-XX  Generate an answer in English for the question based on the given
passage:

[Passage in English]

Q: [Question in Target Language]
A:

Table 15: Prompt templates used for different datasets in INDICGENBENCH. n-shot examples have the same format
as the last, test example given to the model, which comes after the n-shot examples.

11067



Lang. Code CROSSSUM-IN
LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PalLM-2-L

en 26.1 24.8 18.6 30.3 41.1
bn 2.7 13.6 0.4 20.9 23.4
gu 2.1 10.3 1.0 16.5 19.2
hi 7.8 16.8 0.9 23.1 30.4
kn 2.9 13.6 0.9 15.1 25.4
ml 43 11.4 0.5 14.4 23.3
mr 4.1 13.6 0.6 22.4 25.4
ta 5.4 20.7 2.1 20.4 28.9
te 2.5 13.6 0.7 16.6 21.9
ur 75 13.0 6.4 24.9 28.9
as 2.7 12.5 1.8 17.3 243
bho 55 13.2 0.9 19.3 20.2
ne 74 16.8 2.0 232 29.1
or 2.5 43 0.3 10.7 23.4
pa 1.7 10.7 0.2 15.8 19.1
ps 7.0 9.2 6.3 19.9 25.2
sa 5.3 13.5 0.5 19.4 20.1
awa 5.1 12.8 0.6 18.2 19.4
bgc 53 12.5 0.7 17.9 20.2
bo 1.5 2.8 0.1 8.5 10.0
brx 49 2.8 0.4 15.5 11.0
gbm 5.8 11.4 2.0 16.2 16.2
gom 5.8 12.6 0.8 20.3 23.1
hne 55 13.4 0.9 19.2 22.0
hoj 52 12,5 0.3 17.7 17.7
mai 49 12.6 0.5 18.2 21.1
mni 33 4.4 0.2 13.2 15.6
mup 53 13.1 0.6 20.0 23.8
mwr 5.1 13.2 0.8 18.4 20.2
sat 2.7 55 0.2 8.5 7.4
Avg. 46 11.6 1.2 17.6 212
High Avg. 4.4 13.9 1.5 19.4 25.2
Medium Avg. 4.6 11.5 1.7 17.9 23.1
Low Avg. 47 10.0 0.6 16.3 17.5

Table 16: Performance comparison of models on CROSSSUM-IN in one-shot setting across all supported languages.
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Lang. Code FLORES-IN (enxx) FLORES-IN (xxen)

LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PaLM-2-L LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PaLM-2-L

bn 18.7 27.3 71.9 40.0 54.0 37.4 35.1 60.4 59.9 66.8
gu 11.3 33 68.1 313 56.1 22.1 29.1 60.9 61.2 70.9
hi 332 35.7 65.2 48.6 60.2 53.7 48.4 57.3 65.2 70.5
kn 11.1 15.6 66.8 299 58.0 20.6 27.6 59.1 57.6 65.7
ml 14.5 7.1 66.2 28.4 59.7 22.8 28.8 60.6 58.6 68.0
mr 227 223 68.6 39.2 53.1 382 317 58.8 59.8 68.5
ta 16.8 29.8 752 34.5 60.0 24.5 30.5 55.7 539 65.7
te 10.7 16.1 68.8 30.7 60.5 21.7 33.0 56.1 58.1 70.5
ur 24.6 1.3 58.5 435 50.6 42.8 38.8 62.8 62.0 67.2
awa 26.4 29.1 32.1 38.8 49.9 46.1 36.9 563 61.8 69.3
bgc 26.6 28.9 31.1 38.0 49.8 45.1 333 55.7 63.5 72.1
bo 6.6 4.5 13.7 17.0 40.9 16.9 17.0 16.1 277 50.1
brx 12.4 13.0 12.1 17.2 113 20.7 17.8 17.0 292 31.0
gbm 24.0 26.6 28.3 36.2 47.9 43.0 312 49.6 62.2 72.1
gom 17.8 19.0 17.3 27.5 39.0 29.7 233 28.3 48.2 63.2
hne 254 29.2 293 384 527 42.8 329 53.6 62.3 75.1
hoj 237 26.6 28.1 36.0 48.1 419 304 51.3 62.3 73.0
mai 214 26.0 22.8 36.2 54.1 41.8 327 57.5 60.9 733
mni 8.3 9.3 8.7 15.2 19.5 20.7 18.1 18.7 31.8 41.7
mup 27.0 283 31.7 399 519 45.1 349 49.2 62.3 73.0
mwr 26.4 29.7 339 39.2 522 44.6 34.6 51.3 64.2 74.5
sat 8.1 6.5 8.4 9.4 27.9 16.4 17.0 16.1 20.6 45.6
as 9.5 18.1 51.1 28.5 44.1 25.9 23.6 60.0 51.7 63.3
bho 234 25.1 249 33.5 429 40.9 32.0 51.8 553 61.7
ne 259 24.7 72.0 458 57.8 423 34.6 63.3 62.6 72.3
or 9.4 52 45.7 19.6 52.9 19.6 17.1 63.4 56.9 68.0
pa 9.7 2.6 57.1 30.7 51.8 22.1 28.4 60.8 62.5 70.1
ps 13.3 10.9 9.2 27.3 37.6 27.7 22.0 19.4 45.7 64.5
sa 16.9 18.6 15.7 29.3 343 31.4 25.1 325 51.5 59.4
Avg. 18.1 18.6 40.8 32.1 47.5 327 29.2 48.4 54.5 65.1
High Avg. 18.2 17.6 67.7 36.2 56.9 31.5 33.7 59.1 59.6 68.2
Medium Avg. 15.4 15.0 39.4 30.7 459 30.0 26.1 50.2 552 65.6
Low Avg. 19.5 21.3 229 29.9 419 35.0 27.7 40.0 50.5 62.6

Table 17: Performance comparison of models on FLORES-IN in one-shot setting across all supported languages.
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Lang. Code XORQA-IN-XX XORQA-IN-EN

LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PaLM-2-L LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PaLM-2-L

en 61.1 35.5 68.7 37.4 71.4 63.9 34.7 69.7 37.9 715
bn 15.8 9.4 0.6 16.5 40.4 16.9 25.7 68.4 46.2 55.6
gu 8.8 18.3 11.2 23.8 40.2 12.9 32.7 64.2 51.9 53.7
hi 435 29.6 16.5 383 56.5 23.1 31.1 66.1 41.6 58.8
kn 8.7 19.4 8.8 28.8 41.1 9.4 26.2 63.5 54.6 59.6
ml 13.9 26.7 19.6 31.1 56.7 16.9 30.7 66.4 553 54.8
mr 28.1 26.4 17.7 30.4 44.5 22.3 29.1 64.0 479 574
ta 16.0 17.5 10.7 254 40.2 19.0 26.8 64.0 50.1 57.7
te 4.0 15.3 11.4 18.5 25.6 6.0 29.3 67.6 52.0 56.3
ur 20.6 7.6 1.1 18.9 31.6 215 34.1 585 44.9 61.5
as 17.6 10.8 2.0 26.4 455 12,5 223 60.0 51.6 59.3
bho 19.9 9.9 2.0 23.8 32.1 214 26.7 552 46.9 59.4
or 4.0 1.6 6.2 22.1 359 7.7 14.8 48.0 54.6 52.6
pa 6.9 13.3 4.0 25.7 40.9 10.7 30.4 63.2 47.3 55.5
ps 10.8 34 0.5 124 25.7 12.4 239 35 44.7 62.9
sa 21.9 11.0 2.1 19.0 40.3 19.0 255 44.8 54.8 57.8
awa 26.3 13.1 7.8 28.5 413 233 253 58.1 50.3 58.4
bgc 18.5 16.4 10.2 20.1 28.1 23.1 25.6 55.7 43.8 584
bo 33 0.9 54 32.5 325 32 14.4 6.0 338 52.6
brx 53 12.7 0.9 15.5 20.0 12.1 15.6 7.6 35.9 39.1
gbm 13.7 14.9 9.5 18.5 354 21.6 249 50.7 46.1 60.2
gom 15.1 8.0 0.8 19.2 332 14.0 22.1 37.8 41.4 54.2
hne 29.7 22.7 12.6 32.0 434 22.5 249 56.4 439 54.8
hoj 31.2 25.3 17.3 36.3 53.8 21.5 23.9 51.5 48.8 62.6
mai 28.0 18.9 8.0 29.4 45.1 20.5 259 552 45.0 55.1
mni 8.9 4.0 0.4 13.2 23.6 9.7 14.9 17.7 36.2 475
mup 17.0 10.6 4.8 21.0 26.4 22.8 249 572 41.9 60.6
mwr 24.4 11.1 29 25.3 40.0 23.2 258 53.1 48.7 59.1
sat 1.3 0.3 0.0 2.6 26.6 6.7 16.7 6.2 27.5 38.6
Avg. 16.5 135 7.0 234 374 16.3 24.8 49.0 46.0 559
High Avg. 17.7 18.9 10.8 25.8 419 16.4 29.5 64.7 49.4 57.3
Medium Avg. 135 8.3 2.8 21.6 36.7 14.0 239 45.8 50.0 579
Low Avg. 17.1 122 6.2 22.6 34.6 17.3 219 39.5 41.8 53.9

Table 18: Performance comparison of models on XORQA-IN-XX and XORQA-IN-EN in one-shot setting across
all supported languages.
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XQUAD-IN
Lang. Code LLaMA-65B Gemma-7B-IT BLOOMZ-7B GPT-4 PalLM-2-L

en 62.0 45.7 86.7 64.8 83.7
bn 7.4 35.7 57.1 56.5 72.3
gu 0.5 40.6 57.0 53.9 72.1
hi 253 49.4 63.7 63.1 76.7
kn 0.4 41.1 52.0 55.1 74.4
ml 3.6 33.7 48.8 56.5 66.6
mr 14.7 33.8 585 57.3 76.9
ta 4.0 42.1 55.0 55.3 75.1
te 0.2 36.8 51.9 48.8 68.0
ur 229 35.9 559 58.4 70.2
as 3.1 28.4 48.8 53.0 66.6
or 0.7 5.9 34.0 51.1 52.0
pa 1.8 40.2 61.4 59.7 60.7
Avg. 7.1 353 53.7 55.7 69.3
High Avg. 8.8 38.8 55.5 56.1 72.5
Medium Avg. 1.9 24.8 48.1 54.6 59.8

Table 19: Performance comparison of models on XQUAD-IN in one-shot setting across all supported languages.
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Lang. Code CROSSSUM-IN
mT5 XXL PaLM-2-XS

en 31.8 36.6

bn 254 28.8

gu 224 24.6

hi 26.2 30.5

kn 26.7 28.5

ml 26.4 26.7

Lang. Code XQUAD-IN mr 244 29.8

ta 31.6 32.3

mT5 XXL. PalLM-2-XS te 5.8 26.9

en 78.1 64.4 ur 26.5 28.6

bn 53.2 47.7 as 239 25.8
gu 53.4 21.1 bho 22.0 24.1

hi 59.2 59.1 ne 28.3 30.5
kn 60.2 279 or 23.2 24.1

ml 52.6 30.1 ps 26.9 24.9

mr 60.9 51.6 pa 23.4 23.7

ta 62.8 45.1 sa 254 26.0

te 51.0 28.2 awa 20.4 21.6

ur 63.2 50.9 brx 19.7 12.6

as 45.0 35.1 hne 22.5 23.9
or 25.0 6.7 gbm 18.3 18.1

pa 51.3 8.8 bgc 22.0 23.0

Ave. 532 34.4 gom 25.1 258

High Avg. 574 402 mai 22.1 238

Medium Avg. 405 16.9 mup 24:5 25.6

mni 15.6 12.0

Table 20: Performance comparison of fine-tuned mod- mwr 21.0 222

els on XQUAD-IN dataset across all supported lan- hoj 19.5 21.2

guages. sat 5.9 10.0
bo 7.0 5.1

Avg. 22.5 23.5

High Avg. 26.2 28.5

Medium Avg. 24.7 25.6

Low Avg. 18.7 18.8

Table 21: Performance comparison of fine-tuned mod-
els on CROSSSUM-IN dataset across all supported lan-
guages.
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Lang. Code XORQA-IN-XX XORQA-IN-EN
mTS5 XXL. PaLM-2-XS mT5 XXL. PaLM-2-XS

en 72.4 55.8 70.7 68.1
bn 15.4 16.3 71.9 68.6
gu 28.7 25.9 70.6 69.0
hi 38.3 45.8 70.6 68.5
kn 28.2 32.0 69.3 69.3
ml 38.2 44.0 71.1 70.5
mr 32.8 32.9 70.5 68.9
ta 27.2 33.8 69.0 69.8
te 21.5 24.1 70.5 70.4
ur 28.3 18.6 68.8 66.5
as 24.8 27.6 70.3 67.7
bho 20.6 22.0 67.9 66.0
or 239 28.6 69.1 65.3
pa 27.3 28.5 69.0 68.5
ps 22.4 13.1 68.3 64.2
sa 22.1 21.5 69.1 68.0
awa 24.2 27.7 68.0 65.2
bgc 21.1 21.5 69.1 62.5
bo 41.5 6.4 42.9 56.7
brx 14.9 7.9 38.8 30.2
gbm 15.6 18.2 65.2 62.5
gom 17.8 21.0 64.7 64.1
hne 27.9 324 68.2 64.7
hoj 30.8 333 66.2 62.1
mai 23.5 31.8 69.2 65.0
mni 16.8 8.9 48.6 37.4
mup 20.1 19.1 67.1 64.2
mwr 27.2 23.7 68.4 64.2
sat 2.7 33 32.1 36.5
Avg. 24.5 23.9 64.8 62.7
High Avg. 28.8 30.4 70.3 69.1
Medium Avg. 23.6 23.6 68.9 66.6
Low Avg. 21.9 19.6 59.1 56.6

Table 22: Performance comparison of fine-tuned models on XORQA-IN-XX and XORQA-IN-EN dataset across
all supported languages.
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