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Abstract

Multimodal reasoning with large language
models (LLMs) often suffers from hallucina-
tions and the presence of deficient or outdated
knowledge within LLMs. Some approaches
have sought to mitigate these issues by employ-
ing textual knowledge graphs, but their singular
modality of knowledge limits comprehensive
cross-modal understanding. In this paper, we
propose the Multimodal Reasoning with Mul-
timodal Knowledge Graph (MR-MKG) method,
which leverages multimodal knowledge graphs
(MMKGs) to learn rich and semantic knowl-
edge across modalities, significantly enhanc-
ing the multimodal reasoning capabilities of
LLMs. In particular, a relation graph attention
network is utilized for encoding MMKGs and a
cross-modal alignment module is designed for
optimizing image-text alignment. A MMKG-
grounded dataset is constructed to equip LLMs
with initial expertise in multimodal reason-
ing through pretraining. Remarkably, MR-MKG
achieves superior performance while training
on only a small fraction of parameters, approx-
imately 2.25% of the LLM’s parameter size.
Experimental results on multimodal question
answering and multimodal analogy reasoning
tasks demonstrate that our MR-MKG method out-
performs previous state-of-the-art models.

1 Introduction

Recently, Large Language Models (LLMs) (Chen
et al., 2020; Achiam et al., 2023) have demon-
strated their superiority and robustness across a
variety of NLP tasks (Zhang et al., 2024b; Robin-
son et al., 2023; Chang et al., 2024). To further
unlock the potential of LLMs, researchers (Wu
et al., 2023a; Huang et al., 2023; Su et al., 2022;
Li et al., 2023b) have attempted to endow them
with multimodal reasoning capabilities, as exempli-
fied by visual LL.Ms like BLIP-2 (Li et al., 2023a),
MiniGPT-4 (Zhu et al., 2023), LLaVA (Liu et al.,
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Figure 1: (a) The inadequate knowledge encapsulated
within textual KG results in the incorrect answer. (b)
Our MR-MKG produces the correct answer by reasoning
with richer multimodal information.

2023), etc. Although these models have made sig-
nificant strides in enabling reasoning with both im-
ages and text, they are still prone to hallucinations
(Rohrbach et al., 2018; Jones et al., 2024), often
caused by inadequate or outdated information.

Fine-tuning Large Language Models (LLMs)
to update their knowledge base is often a time-
consuming and costly process. An alternative strat-
egy, as suggested by Wu et al. 2023c, involves
leveraging knowledge graphs (KGs) as a means to
directly augment LL.Ms with the requisite knowl-
edge. Although recent efforts (Baek et al., 2023;
Sen et al., 2023; Kim et al., 2023; Sun et al., 2024)
have focused on employing textual KGs, their sin-
gular modality limits LLMs’ ability to process and
reason with multimodal information (as illustrated
in Figure 1a). This limitation leads us to consider
the use of multimodal knowledge graphs (MMKGs)
instead of textual KGs (See Figure 1b).

In this paper, we propose the Multimodal
Reasoning with Multimodal Knowledge Graphs
(MR-MKG) method, designed to expand the mul-
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timodal knowledge of LLMs by learning from
MMKG:s. In particular, MR-MKG first encodes the re-
trieved MMKG using a relation graph attention net-
work (RGAT) (Ishiwatari et al., 2020), which gen-
erates knowledge node embeddings that are able to
capture complex graph structures. Then, knowl-
edge and visual adapter layers are designed to
bridge the cross-modal gap, mapping both knowl-
edge nodes and visual embeddings to word embed-
ding of LLMs, respectively. Finally, embeddings of
knowledge nodes, image and text are concatenated
to form the prompt and subsequently forwarded
to LLMs to provide guidance and instructions. In
addition, we introduce a novel cross-modal align-
ment module to optimize the image-text alignment
through a matching task within MMKGs. To equip
the model with initial expertise in multimodal rea-
soning, we first pretrain MR-MKG on a customized
MMKG-grounded dataset, which is constructed by
matching each VQA (Krishna et al., 2017) instance
with a corresponding MMKG, derived from the
scene graph of its image and containing essential
knowledge for answering questions.

To thoroughly evaluate our MR-MKG method, we
conduct comprehensive experiments on multimodal
question answering (Lu et al., 2022) and multi-
modal analogy reasoning (Zhang et al., 2022) tasks,
spanning various LL.M sizes and training config-
urations. The experimental results confirm that
MR-MKG effectively processes and utilizes knowl-
edge from MMKGs for multimodal reasoning, out-
performs previous state-of-the-art models with a
1.95% increase in accuracy and a 10.4% improve-
ment in the Hits@1 metric. Importantly, MR-MKG
freezes both LLM and the visual encoder, with only
a small fraction of the parameters, approximately
2.25% of the LLM’s parameter size, being updated.
In summary, our main contributions are three-fold:

* To the best of our knowledge, we are the first
to investigate the problem of expanding mul-
timodal reasoning capabilities of LLMs by
utilizing knowledge derived from MMKGs.

* We propose the MR-MKG method, specifically
designed to extract valuable knowledge from
MMKGs and seamlessly integrate multimodal
information into LLMs. Additionally, we also
develop a MMKG-grounded dataset for ini-
tially enhancing multimodal reasoning.

* We extensively evaluate MR-MKG on two multi-
modal reasoning tasks. MR-MKG achieves state-
of-the-art performance by significant margins,
outperforming recent baseline methods.

2 Related Work

2.1 Multimodal Knowledge Graph

The primary benefit of MMKG lies in their integra-
tion of additional modalities into traditional KGs.
By associating entities with related images or tex-
tual descriptions, MMKGs bring valuable visual
and textual dimensions to the knowledge base, en-
hancing its ability to tackle complex tasks. For
instance, approaches (Xie et al., 2017; Mousselly-
Sergieh et al., 2018) integrate images with entity
features in KGs, significantly improving entity rep-
resentations for applications like knowledge graph
completion and triple classification. Zhao and Wu
2023 introduce a method to enhance entity-aware
image captioning through the use of MMKG:s,
where the MMKG associates visual objects with
named entities and captures relationships between
these entities. In the realm of recommendation sys-
tems, Sun et al. 2020 employ MMKGs, combining
various data modalities such as images and texts, to
enhance item representations. Our approach differs
from these existing solutions in that it stands as a
pioneering effort in equipping LLMs with multi-
modal reasoning capabilities using MMKGs, rather
than integrating MMKGs in a specific task.

2.2 Knowledge-Augmented LLMs

While LLMs benefit from extensive pretraining on
vast text corpora, they still face issues like halluci-
nation and reliance on outdated knowledge, which
hinder their reasoning abilities. Consequently, re-
cent studies (Baek et al., 2023; Sen et al., 2023; Wu
et al., 2023c; Mondal et al., 2024) have focused
on incorporating knowledge directly into LLM
prompts to mitigate these problems, thus elimi-
nating the need for retraining the LLM. Baek et al.
2023 extract relevant triples from KGs, converting
them into text using linear verbalization techniques.
Wu et al. 2023c develop a KG-to-Text approach
for creating high-quality prompts, enhancing LLM
performance in KG-based question answering by
transforming relevant triples into more informative
knowledge text. Tian et al. 2023 observe that di-
rectly inputting triples from KGs into LLMs can
introduce noise due to irrelevant contexts in KGs.
They propose a graph neural prompt capable of
extracting valuable knowledge from KGs for inte-
gration into pre-trained LLMs. Mondal et al. 2024
incorporates external knowledge from text-based
KGs into the multimodal chain of thought reason-
ing, enabling the model to achieve a deeper con-
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Figure 2: The overview of our MR-MKG approach. Text, multimodal knowledge graph, and image are independently
embedded and then concatenated to form prompt embedding tokens. A cross-modal alignment module is designed
to enhance the image-text alignment through a matching task within MMKGs.

textual understanding. However, these methods
primarily concentrate on textual KGs, which may
limit their effectiveness in multimodal reasoning
tasks due to the inherent differences in modalities.
To address this issue, we aim to enhance multi-
modal reasoning abilities by incorporating addi-
tional multimodal information from MMKGs.

2.3 Multimodal Large Language Models

The capabilities of purely text-based LLMs fall
short of the evolving demands, leading to signifi-
cant research efforts (Wu et al., 2023a; Huang et al.,
2023; Su et al., 2022; Koh et al., 2023) aimed at de-
veloping LL.Ms proficient in handling multimodal
inputs and tasks. Current research trends (Wu et al.,
2023b; Zhu et al., 2023) primarily focus on in-
tegrating an adapter or projection layer to align
the embedding spaces of various modal encoders
with the text embedding space of the LLM. For
example, popular visual LLMs like LLaVA (Liu
et al., 2023) and MiniGPT-4 (Zhu et al., 2023)
achieve this by freezing the LLM and training
a visual projection to interpret visual data. This
approach is mirrored in other multimodal LL.Ms,
including auditory LLMs (Zhang et al., 2023a)
and video LLMs (Zhang et al., 2023b). Recently,
PandaGPT (Su et al., 2023), integrating the multi-
modal encoder ImageBind (Girdhar et al., 2023),
is capable of understanding and processing six dif-
ferent modalities. Similarly, NExT-GPT (Wu et al.,
2023b) demonstrates proficiency in comprehending

and generating content across four distinct modal-
ities. However, these multimodal LLMs are still
susceptible to hallucinations. While they enhance
the alignment between modalities, they do not ac-
quire new knowledge and may introduce new noise.
Our MR-MKG method differs from above methods
in that the incorporation of MMKGs not only pro-
vides LLLMs with additional, relevant information
but also holds the promise of mitigating the noise
generated during the transformation and alignment
processes of multimodal data.

3 Method

In this section, we begin with an overview of
MR-MKG, followed by a detailed description on its
architectural design and training approach.

3.1 MR-MKG Overview

The main objective of our method is to effectively
leverage the capabilities of the Visual encoder
and multimodal knowledge derived from MMKGs
to enhance the multimodal reasoning abilities of
LLMs. A visual workflow is depicted in Figure 2.
Text, multimodal knowledge graph and image are
independently embedded using a language encoder,
KG encoder and visual encoder, respectively. The
Visual and knowledge Adapters are designed to
align the embedding spaces of visual and KG en-
coders with the text embedding space of the LLM.
The cross-modal alignment module is specifically
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designed to improve image-text alignment by uti-
lizing a matching task within MMKGs.

3.2 The MR-MKG Architecture

MR-MKG consists of five components: a language en-
coder, a visual encoder, a KG encoder, a knowledge
adapter and a cross-modal alignment module.

Language Encoder. We adopt the embedding
layers from readily available LLMs like LLaMA
and T5 as the language encoder, which remains
fixed during both the training and inference phases.
Formally, the text is processed by the language
encoder, resulting in text embedding Hr.

Visual Encoder. For an input image, we employ
a pre-trained visual encoder like CLIP (Radford
et al., 2021), which transfers the image into the vi-
sual feature X;. To ensure compatibility between
the visual and language space, a visual adapter im-
plemented with a linear layer is used to transform
the visual feature X7 into visual-language embed-
ding Hj, sharing the same dimensionality as the
LLM’s word embedding vector. Subsequently, a
single-head attention network is utilized to obtain
final visual features H associated with the text
embedding Hr by the following functions:

Hy =Wr-X;r+0b; (D
T

H 2
m ) 1 ( )

where dj, represents the dimension of Hr, and W7y
represents the trainable visual adapter matrix.

H} = Softmax(

KG Encoder. Given the text or image, MR-MKG
first identifies related knowledge by retrieving a
subgraph G from MMKG, which comprises the
Top-N most relevant triples. However, the re-
trieved subgraph G may also contain irrelevant
triples, potentially introducing noise. Thus, if
all these triples are directly fed into the prompt,
the noise impedes the LLM’s ability to efficiently
process the essential knowledge. Additionally,
the sequential prompt does not effectively capture
the structural relationships in MMKG. Therefore,
we employ the relation graph attention network
(RGAT) (Ishiwatari et al., 2020) to embed knowl-
edge nodes by considering the intricate structures
of G. Specifically, we first use CLIP to initialize
node and relation embeddings. Next, we use the
RGAT network to encode G to generate knowledge
node embeddings X i. The process is as follows:

Xk = fraar(9) 3)

Knowledge Adapter. To enable LLM to com-
prehend multimodal knowledge node embeddings,
we introduce a knowledge adapter that transforms
X into text embeddings which are understandable
by LLMs. This knowledge adapter is designed to
bridge the inherent gap between multimodal knowl-
edge and text, fostering a more seamless alignment.
Specifically, the node embeddings X are mapped
to knowledge-language embeddings H/, by:

HK:WK'XK+bK (4)
HT
H = Softmax( < EVHg 3)

Vi

where Wy represents the trainable knowledge
adapter matrix, and Q corresponds to either Hp
or Hy, based on the specific scenario at hand.

Cross-Modal Alignment. This module involves
selecting a set of image entities from G at ran-
dom and prompting the model to accurately match
them with their corresponding textual entities. The
knowledge node embeddings corresponding to the
selected images are represented as H;, and the
embeddings for their associated text nodes are de-
noted as Hj.. We use the Triplet Loss (Schroff
et al., 2015) for alignment. When the embeddings
of one image entity { H; }; serve as an anchor z,,
its corresponding text entity embeddings { H .}
serve as a positive sample x,,. Concurrently, other
text entity embeddings { Hj.1-};-; serve as nega-
tive samples x,,. The goal of alignment is to min-
imize the distance between positive samples and
the anchor sample while maximizing the distance
between negative samples and the anchor sample.
The definition of alignment loss is as follows:

M
Ly, = Zmax(d(a:a,a:p) —d(xg,xn)+a,0) (6)
i=1

where d represents the Euclidean distance, M is
the number of selected image entities, and « is a
constant used to ensure a certain margin between
the distances of positive and negative examples.

3.3 Training Objectives

The auto-regressive training objective focuses on
training the LLM to predict subsequent tokens ac-
curately. Specifically, we calculate the probability
of generating the target answer A by:

L

Ly = Zlogp(Ai |prompt, Ag.i—1:0.) (7)
i=1
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where L is the length of the target answer A, and
prompt = Hy & H; @ Hr is the concatenation
of visual embeddings H/, knowledge embeddings
H }( and text embeddings Hr. 6, denotes the adap-
tation parameters.The final objective function L is
defined as the combination of £, and L,:

L=Ly+ N, (8)

where ) is a trade-off weight for balancing two
losses. The training of MR-MKG is structured as a
two-stage process. In the first stage, the model un-
dergoes pre-training to develop foundational visual
capabilities and to gain proficiency in understand-
ing MMKGs. The second stage involves apply-
ing the model to specific scenarios that require
advanced multimodal reasoning. It is important to
note that throughout both stages, the weights of
both LLM and the visual encoder are unchanged.

4 Experiments

4.1 Setups

Evaluation Datasets. We conduct experiments
on multimodal question answering and multimodal
analogy reasoning tasks, namely ScienceQA and
MARS. See Appendix A.1 for additional details.

* ScienceQA. This dataset is a large-scale multi-
modal science question answering dataset (Lu
et al., 2022), each multiple-choice question
is accompanied by a textual or visual context.
This dataset is not purely multimodal, only
48.7% of the data includes images.

* MARS. MARS (Zhang et al., 2022) is a
novel dataset designed for evaluating multi-
modal analogical reasoning over the multi-
modal knowledge graph MarKG.

Multimodal Knowledge Graphs. In theory, any
knowledge-rich MMKG can be applied to multiple
benchmarks. However, the suitable MMKG will
vary depending on the benchmark’s domain. In
particular, MMKAG is used in conjunction with Sci-
enceQA, whereas MarKG is employed to support
MARS. The reason is provided in Appendix A.2.
e MMKG. This dataset (Liu et al., 2019)
is extracted from FreeBase (Bordes et al.,
2013), DBpedia (Auer et al., 2007), and
YAGO (Suchanek et al., 2007), respectively.
Each entity is associated with approximately

36 corresponding images from Google.
* MarKG. MarKG (Zhang et al., 2022) is a
multimodal knowledge graph dataset devel-

oped from seed entities and relations in E-
KAR (Chen et al., 2022a) and BATs (Glad-
kova et al., 2016). It aims to support MARS to
do multimodal analogical reasoning, sharing
the same entity and relationship with MARS.

Pretraining setup. We extract the image, QA
pairs, and modified scene graph for each data in-
stance to construct the MMKG-grounded dataset
based on Visual Genome (Krishna et al., 2017) for
pretraining. Specifically, the object entities in the
original scene graph are linked to their correspond-
ing images and attributes through the “image of”
and “attribute of” relations, respectively. More de-
tails are provided in Append A.3. This modified
scene graph serves as the MMKG in pretraining.

Baselines. For ScienceQA, we compare our ap-
proach against four kinds of baselines, including
the zero- & few-shot GPT Model (Lu et al., 2022),
SOTA method MM-Cot (Zhang et al., 2023c¢), rep-
resentative end-to-end multimodal LLM model
LLaVA (Liu et al., 2023), and parameter-efficient
methods such as LLaMA-Adapter (Zhang et al.,
2024a) and LaVIN (Luo et al.,, 2023). For
MARS, we compare our approach against two
kinds of baselines, MKGE methods like IKRL (Xie
et al., 2017), TransAE (Wang et al., 2019), and
RSME (Wang et al., 2021), Multimode pre-trained
transformer model(MPT), VisualBERT (Li et al.,
2019), VILT (Kim et al.,, 2021), and MKG-
former (Chen et al., 2022b), etc. Each baseline
undergoes pre-training on MarKG, equipping them
with essential prior knowledge about entities and
relations for enhancing multimodal reasoning.

Implementation. We select the ViT-L/32 (Rad-
ford et al., 2021) as the visual encoder and RGAT
as the knowledge embedding model for both
datasets. In ScienceQA, we adopt FLAN-T5 3B
and FLAN-TS 11B (Chung et al., 2022) as the
LLMs and implement the Multimodal-CoT prompt-
ing method (Zhang et al., 2023c¢). To verify the gen-
erality of MR-MKG, FLAN-UL2 19B (Chung et al.,
2022) is also used as the backbone. For MARS,
LLaMA-2 7B (Touvron et al., 2023) is selected to
initialize our model. Regarding knowledge triple
retrieval, we set the number of triples to either 10 or
20, and the hop distance for triple retrieval is main-
tained at one. All experiments are conducted on a
NVIDIA 8xA800-SXM4-80GB machine. More
details are provided in Appendix A.7.

10771



Subject Context Modality Grade
Method #L-Param  (yp SOC LAN TXT IMG NO Gl6 G7-12 Average
Human (Lu et al., 2022) - 9023 84.97 8748 89.60 8750 88.10 9159 8242  88.40
GPT-3.5 (CoT) (Lu et al., 2022) - 7544 70.87 78.09 74.68 6743 7993 7823 69.68  75.17
GPT-4 (Liu et al., 2023) - 84.06 7345 8736 81.87 7075 90.73 84.69 79.10  82.69
UnifiedQA pase (Lu et al., 2022) 23M 7100 7604 7891 6642 66.53 8181 77.06 68.82 741l
UnifiedQA pose(MM-CoT) (Zhang et al., 2023c) ~ 223M  87.52 77.17 85.82 87.88 8290 86.83 84.65 8537 8491
UnifiedQA Lqrge(MM-CoT) (Zhang et al., 2023c) ~ 738M  95.91 8200 90.82 9526 88.80 92.89 9244 9031  91.68
LLaVA (Liu et al., 2023) 13B 9036 9595 88.00 8949 88.00 90.66 90.93 90.90  90.92
LLaMA-Adapter (Zhang et al., 2024a) 1.8M 8437 8830 8436 8372 8032 8690 8583 84.05  85.19
LaVIN-7B (Luo et al., 2023) 38M 8925 94.94 8524 88.51 8746 88.08 90.16 88.07  89.41
LaVIN-13B (Luo et al., 2023) 54AM  89.88 9449 89.82 88.95 87.61 91.85 9145 89.72  90.83
MR-MKG (FLAN-T5-3B) 7TM 9067 8538 8645 9096 87.46 87.39 9027 8523 8847
MR-MKG (FLAN-T5-11B) 248M 9493 90.1 90.55 9453 92.12 922 9383 909  92.78
MR-MKG (FLAN-UL2-19B) 248M 9574 9033 92.00 9550 9241 9331 9398 93.01  93.63

Table 1: Results on the ScienceQA fest set with accuracy (%). #T-Params = number of trainable parameters.
Question classes: NAT = natural science, SOC = social science, LAN = language science, TXT = text context, IMG
= image context, NO = no context, G1-6 = grades 1-6, G7-12 = grades 7-12. Previous SOTA results are underlined.
The second segment: Zero- & few-shot methods. The third segment: SOTA and representative models. The fourth
segment: Parameter-efficient methods. The fifth segment: Our MR-MKG results.

4.2 Main Results

Results on Multimodal Question Answering.
Table 1 reports the experimental results on Sci-
enceQA. We can make the following observations:

First, our MR-MKG approach outperforms all base-
line methods in terms of the average accuracy.
The second segment of the table shows zero- and
few-shot methods, even when applied to a pop-
ular LLM like GPT, still do not reach human-
level performance. Notably, GPT-4, with its en-
hanced multimodal capabilities and larger parame-
ter size, shows considerable improvements over
GPT-3.5. Although UnifiedQA 14¢e(MM-CoT)
achieves previous SOTA, it requires training with
its full parameters, leading to high training costs.
In contrast, MR-MKG requires training only a small
fraction of the parameters and still achieve su-
perior results. For instance, MR-MKG (FLAN-TS5
3B) only trains 77M parameters but outperforms
UnifiedQApyse by 3.56%, almost reaching human
performance. MR-MKG (FLAN-T5 11B), with a com-
parable number of trainable parameters (249M) to
UnifiedQApgys. (223M), achieves an absolute im-
provement of 7.87% over it. This indicates that our
method achieves a more favorable balance between
performance and training efficiency.

Second, although LLaVA achieves the best per-
formance in the SOC category, MR-MKG surpasses
LLaVA in all other categories, with an average ac-
curacy gain of +1.86%. Importantly, our MR-MKG
method (FLAN-T5-11B), is trained on just 248M
parameters, in contrast to LLaVA, which is trained

Method MRR

IKRL (Xie et al., 2017)
TransAE (Wang et al., 2019)
RSME (Wang et al., 2021)

MarT_VisualBERT (Li et al., 2019)
MarT_ViLT (Kim et al., 2021)
MarT_VIiLBERT (Lu et al., 2019)
MarT_FLAVA (Singh et al., 2022)
MarT_MKGformer (Chen et al., 2022b)

Visual_LLaMA-2 7B
MR-MKG (Visual_LLaMA-2 7B)

Hits@1 Hits@3 Hits@5

0.266 0.294 0.301
0.261 0.285 0.289
0.266 0.298 0.307

Hits@10

0.310
0.293
0.311

0.283
0.276
0.285

0.261
0.245
0.256
0.264
0.301

0.292
0.275
0.312
0.303
0.367

0.373
0.465

0.308
0.287
0.327
0.309
0.380

0.321
0.303
0.347
0.319
0408

0.457
0.531

0.284
0.266
0.292
0.288
0.341

0.347
0.449

0.286
0.405

0.409
0.497

Table 2: Results on the MARS fest set. The second segment:
multimodal knowledge graph embedding (MKGE) meth-
ods. The third segment: multimodal pre-trained Transformer
(MPT) methods. The fourth segment: MR-MKG. MarT indicates
that models are pre-trained on MarKG. Visual_LLaMA means
that LLaMA is equipped with a visual adapter.

on a much larger scale of 13 billion parameters.
We attribute this to the fact that MR-MKG is effective
in enhancing multimodal reasoning, leveraging the
multimodal knowledge derived from MMKGs.

Third, LLaMA-Adapter and LaVIN represent
parameter-efficient approaches, focusing on train-
ing a lightweight adapter to assimilate differ-
ent modal information. In comparison, MR-MKG
(FLAN-T5-11B) demonstrates significant superior-
ity over these models, achieving absolute improve-
ments of 7.59% and 3.37%, respectively.

Fourth, to assess the generalizability of MR-MKG
across different backbones, we experimented with
LLMs of various sizes and types. The results in
Table 1, reveal that expanding the parameters of the
FLAN-T5 model from 3B to 13B leads to a signifi-
cant performance boost, specifically an increase of
+4.31%. This suggests that larger models benefit

10772



Settings NAT SOC LAN TXT IMG NO G1-6 G7-12 Average

Visual FLAN-T5-11B 88.45 81.89 84.09 8847 86.51 8551 86.75 84.64  86.08+0.00)
+KG 93.78 88.64 89.55 93.35 9047 91.08 92.77 89.65 91.74@5.66)
+ MMKG 94.23 89.20 90.00 93.94 91.77 9143 9339 89.85 9221613
+ Alignment 9440 89.54 90.09 94.18 9198 91.50 93.32 90.38  92.36(+6.28)
+ Pre-training 9493 90.10 90.55 94.53 92.12 9220 93.83 90.90 92.78+6.70)

Table 3: Ablation study on the ScienceQA fest set. “MMKG” indicates using MMKG to replace KG.

Settings Accuracy (%) on samples
Visual_FLAN-T5-11B 86.59(+0.00)
+ KG 90.37(+3.78)
+ MMKG 91.78(+5.19
+ Alignment 92.32(+5.73)

Table 4: Ablation study on the samlpes.

more from our approach. However, when both the
backbone model and its parameters are altered, as
with FLAN-UL2-19B, we observe the state-of-the-
art performance, although the improvement margin
is relatively modest. This could be attributed to
the consistent number of training parameters or the
inherent challenge in achieving higher accuracy
improvements in already highly accurate models.

Results on Multimodal Analogical Reasoning.
To further assess the generalizability of our MR-MKG
method, we extend our experiments to a different
task, i.e., multimodal analogical reasoning. The ex-
perimental results, as displayed in Table 2, clearly
show that MR-MKG significantly outperforms all
other methods on the MARS dataset. It is notewor-
thy that the performances of the multimodal knowl-
edge graph embedding methods and multimodal
pre-trained Transformer models are relatively com-
parable, with MKGformer standing out with supe-
rior performance. In contrast, the visual LLaMA-2
7B model, when equipped with a visual adapter,
achieves results on par with MKGformer, albeit
with a slightly lower Hits@1 score, but shows im-
provements in other metrics.

This underscores the effectiveness and well-
crafted design of the visual adapter component.
Remarkably, when enhanced with MR-MKG, the vi-
sual LLaMA-2 7B exhibits a 10.4% increase in
terms of Hits@]1 score, alongside significant im-
provements in other metrics.

4.3 Ablation Study

To understand the impact of each component within
MR-MKG method, we performed an ablation study

Settings Hits@1 on MARS
Visual_LLaMA-2 7B 0.286+0.000)
+ KG 0.352(+0.066)
+ MMKG 0.381(+0.095)
+ Alignment 0.394+0.108)

Table 5: Ablation study on MARS test set.

on ScienceQA. As shown in Table 3, each compo-
nent was added independently and their individual
contributions were analyzed. The results in Ta-
ble 3 clearly illustrate the beneficial effect of each
component on enhancing multimodal reasoning.
Most notably, the inclusion of knowledge ex-
tracted from KG results in the most substantial
improvement, yielding a +5.66% increase in per-
formance. This highlights the pivotal role of KG-
enhanced reasoning in the method. When multi-
modal knowledge from MMKG is incorporated,
there is a further improvement in performance, ris-
ing from 91.74% to 92.21%. This indicates that
multimodal knowledge effectively supplements the
reasoning process with additional information.
The addition of an image-text matching task in
the cross-modal alignment module leads to a mod-
est increase in accuracy to 92.36%, underscoring
its utility in refining the LLM’s understanding of
cross-modal information. Lastly, pre-training our
model on the MMKG-grounded dataset brings an
average accuracy improvement of +0.42%, thereby
demonstrating the advantages of pre-training. In
conclusion, these ablation studies distinctly vali-
date the effectiveness of each component in the
MR-MKG method, showing how they collectively
contribute to the overall performance enhancement.
However, we observe that the impact of MMKG
and cross-modal alignment is relatively marginal.
This is because ScienceQA is primarily text-
oriented. As a QA dataset, its core questions and
choices are presented in text form, resulting in
fewer questions that require visual knowledge to
answer. Additionally, ScienceQA is not entirely
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LLM Method ScienceQA
Text-Only 92.78
FLAN-T5-11B Image-Only 91.58
Text + Image 92.03

Table 6: Average Accuracy(%) with different subgraph
retrieve methods on the ScienceQA test set.

Model Design ScienceQA MARS

FLAN-T5-11B GNN 92.23 39.1

/LLaMA-2 7B GAT 91.94 39.6
avia- RGAT 9278 40.5

Table 7: Impact of different KGE architectures. The
metric is Average Accuracy and Hits@ 1, respectively.

multimodal, with only 48.7% of the data containing
images, which further diminishes the true effective-
ness of MMKG and cross-modal alignment. More-
over, when the model achieves higher accuracy,
further increasing accuracy becomes challenging,
resulting in less pronounced changes.

To prove the true effectiveness of MMKG and
cross-modal alignment, we manually selected 1973
samples from ScienceQA. These samples all con-
tain images, and their subjects are social science or
natural science. We hypothesize that these samples
require visual knowledge to reason the answer.

Table 4 shows the additional ablation study re-
sults on these samples. We can observe that the
utilization of KG yields a 3.78% increase in perfor-
mance, and the use of MMKG yields a 1.41% im-
provement. The addition of cross-modal alignment
results in a performance improvement of 0.54%.
Compared to the improvements of using MMKG
(0.47%) and cross-modal alignment (0.15%) in
the original ablation study, the performance gains
(1.41% & 0.54%) from these samples are more
significant. This confirms the true effectiveness of
MMKG and cross-modal alignment.

In addition, We also supplement the results of
the ablation study on MARS. Table 5 shows that
when using MMKG and cross-modal alignment,
the model’s performance significantly improved
(2.9% & 1.3%). These improvements relative to
the improvement from using KG (6.6%) are also
noticeable. Therefore, the performance gain is rela-
tively significant when the model’s performance is
low. Conversely, improving performance becomes
much more challenging when the model’s perfor-
mance is already high.

ScienceQA MARS
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Figure 3: Impact of numbers of knowledge triplets.
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Figure 4: Impact of numbers of KGE layers.

4.4 Further Analysis

In this section, we quantitatively investigate the
impact of various architectural choices.

Impact of different subgraph retrieval meth-
ods. The experimental results, as detailed in Ta-
ble 6, indicate that the text-only retrieval strategy is
the most effective, followed by the combined text
and image strategy, while the image-only approach
yields the least favorable results. This pattern can
be attributed to the characteristics of the ScienceQA
dataset. This finding underscores the importance
of tailoring the retrieval strategy to the specific na-
ture of the problem at hand, rather than relying
exclusively on one particular modality.

Impact of different knowledge graph embedding
methods. We experimented with three distinct
KGE architectures: GNN (Scarselli et al., 2008),
GAT (Velickovi¢ et al., 2017), and RGAT (Ishi-
watari et al., 2020). As shown in Table 7, the per-
formances of GNN and GAT are quite comparable
across both tasks, albeit slightly trailing behind
RGAT. Notably, RGAT demonstrates the best per-
formance in both tasks, underlining its efficacy as
a widely adopted GNN architecture for explicitly
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Figure 5: Two examples from MRAS and scienceQA datasets. In case A, the model needs to predict coal based on
an Analogical Example and the image of combustion. In case B, the model needs to select the correct answer based
on the image and the question. Relevant entities for reasoning are marked in orange or highlighted with a red box.

modeling relationships in graph data.

Impact of different numbers of knowledge
triplets. As depicted in Figure 3, we observe that
as the number of triplets increases from 0O to 10,
there is a proportional improvement in the perfor-
mance of both models. However, an interesting
trend emerges as the number of triplets extends be-
yond 20 to 30. In this range, we notice a decline in
performance for both models. This decline implies
that the quantity of useful knowledge triplets within
the MMKG is limited, and an excess of triplets can
introduce irrelevant information.

Impact of different numbers of KGE layers.
Figure 4 demonstrates our exploration into the im-
pact of varying the number of layers in RGAT.
The trend indicates that an appropriate stacking of
RGAT layers can positively affect the encoding of
graph structures and representation of knowledge.

4.5 Qualitative Analysis

Figure 5 (and Figure 7 & 8 in Appendix) visualize
the retrieved sub-MMKG for each task. For visual
clarity, we only show relevant entities and relations.
In MARS, the model aims to predict “coal” based
on the image of combustion and an example of
(data, rebuttal). Our MR-MKG approach identifies
and retrieves entities like “combustion”, “carbon”
“water”, and “oxygen” from the image. The sub-
MMKG provides an indirect connection linking
“combustion” with “coal”. The similarity between
carbon and coal images guides the model to the cor-
rect prediction of “coal”, demonstrating the pivotal
role of multimodal knowledge from MMKGs.

In the ScienceQA example, where the question is
“Which state is highlighted?”, the model must iden-

tify this state’s shape. Lacking sufficient intrinsic
knowledge, the model without KG inaccurately pre-
dicts “Idaho”. However, the sub-MMKG retrieved
under MR-MKG holds crucial information about the
shapes of different states in the options, directly
informing the model about Utah’s shape. Both of
these examples demonstrate the effectiveness of
the multimodal knowledge derived from MMKGs.

5 Conclusion

In this study, we addressed the challenge of en-
hancing the multimodal reasoning capabilities of
LLMs through the use of multimodal knowledge
graphs. Our proposed approach, termed MR-MKG, is
designed to empower LL.Ms with advanced mul-
timodal reasoning skills by harnessing the rich
knowledge (image, text and knowledge triplets)
contained in MMKGs. Comprehensive experi-
ments on multimodal question answering and mul-
timodal analogy reasoning tasks demonstrated the
effectiveness of our MR-MKG approach, achieving
the new state-of-the-art results in these tasks. Fur-
thermore, we also conducted a series of ablation
studies, analytical examinations, and case studies
to provide additional evidences of effectiveness.
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Limitations

In this section, we faithfully discuss the limitations
that we would like to improve in future work.
First, the efficacy of the retrieved sub-
multimodal knowledge graph is contingent upon
the success of the knowledge retrieval strategy em-
ployed. Should the retrieval scheme prove inef-
fective or underperform, it risks failing to procure
pertinent knowledge for the posed question. This
shortfall directly diminishes the probability of the
LLM yielding accurate responses (refer to Figure 9
in the Appendix and Table 6 for instances of such
errors). Thus, a pivotal direction for future research
involves refining the retrieval scheme to ensure it
can supply the necessary and more precise knowl-
edge essential for multimodal reasoning tasks.
Second, due to constraints in computational re-
sources, our evaluation was limited to four LLMs
across two multimodal reasoning tasks—ScienceQA
and MARS. However, there are still many LLMs
with larger parameter sizes, such as LLaMA-2
70B (Touvron et al., 2023). Therefore, one of the
future works is to scale up our method to even
larger model sizes and assess its performance on a
broader range of multimodal reasoning tasks.

Ethical Considerations

Due to the limited knowledge retrieval capabili-
ties and the potential for errors or outdated knowl-
edge, the performance of our MR-MKG method is
not yet perfect. Our approach has been evaluated
on two publicly available datasets, ScienceQA and
MARS. We explicitly claim that the applicability
of our method and findings may be confined to
similar datasets or domains. The performance of
our method on other specific datasets or domains
remains uncertain. Thus, there are potential risks
when applying our method to privacy-sensitive or
high-risk datasets. We should be cautious and ver-
ify whether the method generates correct answers.
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Settings Hits@1 on MARS
MR-MKG (with MarKG)  0.405(0.000)
MR-MKG (with MMKG)  0.384-0.021)
Base (no MMKG) 0.286-0.119)

Table 8: Impact of different MMKG on MARS.

A Additional Experimental Setups

A.1 Datasets

We provide additional details for two multimodal
reasoning datasets, namely ScienceQA and MARS.

ScienceQA. ScienceQA is divided into training,
validation, and test sets, consisting of 12,726,
4,241, and 4,241 instances, respectively. This
dataset includes rich annotations, with lectures and
explanations provided for the answers and context
provided for the question. This dataset is unique in
its combination of multimodal questions (text and
image contexts) and its extensive coverage of 26
topics, 127 categories, and 379 skills.

MARS. MARS features a mix of visual and tex-
tual modalities and is underpinned by the multi-
modal knowledge graph MarKG. MARS is among
2063 entities and 27 relations, each of these enti-
ties has corresponding images. It includes 10,685
training, 1,228 validation, and 1,415 test instances.

A.2 Multimodal Knowledge Graphs

MMKG. MMKG (Liu et al., 2019) is constructed
using FB15K as a template to generate the multi-
modal knowledge graph. Alignment of entities
from FB15K with those in other knowledge graphs
is achieved through the use of sameAs links, result-
ing in DB15K and YAGO15K. In total, there are
812,899 triples among 14,951 entities and 1,345
relations. Most entities have corresponding images.

MarKG. MarKG (Zhang et al., 2022) comprises
11,292 entities, 192 relations, and 76,424 im-
ages. The image data is sourced through Google
searches and queries from the multimodal data
Laion-5B (Schuhmann et al., 2022), using text de-
scriptions of entities.

MarKG is chosen to support MARS to do mul-
timodal analogical reasoning because MarKG and
MARS come from the same work (Zhang et al.,
2022). They have identical data sources and con-
struction methods, sharing the same entities and
relationships. Therefore, we hypothesize that the
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Figure 6: The process of transforming scene graph into a
multimodal knowledge graph involves linking the object
entities to their corresponding images and attributes.

knowledge contained in MarKG is highly compat-
ible with MARS and is more suitable for MARS
compared to MMKG (Liu et al., 2019). Addition-
ally, we replace MarKG with MMKG to validate
this hypothesis.

Table 8 shows that when MarKG is replaced with
MMKG, the model’s performance decreases from
40.5% to 38.4%. This indicates that the knowledge
contained in MarKG is more crucial for MARS, but
it doesn’t imply that MMKG is ineffective, it still
significantly improves the model’s performance.
So any knowledge-rich MMKG can be applied to
multiple benchmarks. However, their enhancement
for specific tasks may not be as effective as specific
MMKG, but they can still improve the model to
some extent. Therefore, the only selection criterion
for MMKG is whether the knowledge required for
the task is sufficient. For ScienceQA, we directly
use MMKG to support it.

A.3 MMKG-Grounded Dataset Construction

Visual Genome (Krishna et al., 2017) is a large-
scale image semantic understanding dataset. It
consists of five main components for each data:
Question-Answer pair, Region Description, Region
Graph, Scene Graph, and Image. Each image is
segmented into multiple regions, each of which
is described separately. All objects and relation-
ships within the image are extracted to construct
the Scene graph. Two types of QA pairs are anno-
tated: 1. Freeform QA based on the entire image
(without specifying a region), and 2. Region-based
QA based on the selected regions within the image.

Hyper-parameters MarKG  MARS
epoch 3 3
sequence length 96 128
learning rate 2e-5 Se-6
batch size 8 4
optimizer AdamW  AdamW
Weight decay 0.01 0.01

Table 9: Hyper-parameter settings of MARS training.

We construct the MMKG-grounded dataset by
extracting the image, QA pairs, and modified scene
graph for each data instance. In this context, the
combination of the image and the associated ques-
tions and answers constitutes a Visual Question
Answering (VQA) task, representing multimodal
reasoning. The modified scene graph functions
as a multimodal knowledge graph, encompassing
knowledge about the objects in the image (as shown
in Figure 6). Specifically, we crop out images of
objects based on their bounding boxes and link
them to their corresponding object entities using
the “image of” relation. Additionally, connections
are established between object attributes and their
respective entities through the “attribute of™ rela-
tion. Finally, we exclusively opt for Region-based
QA data, as the corresponding multimodal scene
graph contains key knowledge for reasoning out the
answers. In total, we constructed 18,448 instances.

A.4 Large Language Models

We describe the specific details of Large Language
Models (LLMs) that we used for evaluation.

FLAN-TS. TS5 (Raffel et al., 2020) is an encoder-
decoder model. For the same number of parame-
ters, FLAN-TS (Chung et al., 2022) has been fine-
tuned based on T5 on more than 1000 additional
tasks covering a wider range of languages.

FLAN-UL2. FLAN-UL2 (Chung et al., 2022)
expands on the FLAN-TS, using the upgrade pre-
training process of UL2 (Tay et al., 2022) which is
a unified framework for pretraining models.

LLaMA-2. LLaMA-2 (Touvron et al., 2023) is a
free and open-source decoder-only model.

A.5 Detailed Evaluation Metrics

For the ScienceQA dataset, we only use accuracy
as the evaluation metric. For the MARS dataset,
we use Hits@k and MRR as our evaluation met-
rics. These metrics are all within the [0,1] range.
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A higher value indicates better performance. The
Hits @k metric is obtained by calculating the num-
ber of times the correct entity appears at the first
k positions in the predictions. Denote the rank of
the correct entity of 4 triple as rank;, and the recip-
rocal rank is 1/rank;. The Mean Reciprocal Rank
(MRR) is the average of the reciprocal ranks across
all triples in the multimodal knowledge graph:

1 A
MRR= — S =
|M| El: rank;

where | M| is the total number of the training set.

(©))

A.6 Knowledge Retrieve Schemes

The sub-MMKG g is retrieved based on the text or
image information. This involves embedding the
text or image information along with all the triples
from the MMKG into the representation space. The
cosine similarity between them is then computed,
and all the entities of the Top-n relevant triples
form E’. Subsequently, G is retrieved based on the
entities in E’, encompassing their one-hop neigh-
bors and the relations connecting them (Yasunaga
et al., 2022). Finally, we select the Top-/N most
relevant triples in G based on cosine similarity.

A.7 Implementation Details

ScienceQA. We use Multimodal-CoT prompting
in ScienceQA task. It is a two-stage framework
that separates rationale generation and answer in-
ference. In each prediction, the model initially gen-
erates a rationale and then predicts the final answer
based on the question and the rationale. Relevant
sub-MMKGs are retrieved based on text features,
which are concatenated by question, context, and

options. We fine-tune the models up to 3 epochs,
with a learning rate of 4e-5. We set the maximum
number of input and output token lengths of LLMs
is 512. The batch size is 1 and the optimizer is
AdamW with a weight decay of 0.01.

MARS. Initially, we pre-train the models on the
MarKG dataset, focusing on tasks such as entity
prediction and relation prediction. It can acquire en-
tity and relation embeddings matrix. Subsequently,
we further fine-tune the models on MARS. The
details of hyper-parameters can be seen in Table 9.
Relevant sub-MMKGs are retrieved based on the
question entity, and all entities are embedded and
transformed according to their modes.

MMKG-Grounded Dataset. We first pre-train
our MR-MKG method on the MMKG-grounded
dataset up to 2 epochs, with a learning rate of Se-5.
We set the maximum number of input and output
token lengths of LLMs are 512 and 128, respec-
tively. The batch size is 2 and the optimizer is
AdamW with a weight decay of 0.01. Relevant
sub-MMKGs are retrieved based on the question.

B Additional Examples of Case Studies

To better understand the behavior of MR-MKG, we
provide additional examples for case analysis.

Additional Case Studies. Figure 7 and Fig-
ure 8 are additional examples. In Figure 7, the
model needs to choose the solid among the op-
tions: “rock”, “milk”, and “water in a fishbowl”.
MR-MKG retrieves these entities and constructs the
sub-MMKG. This sub-MMKG directly supplies
images of these entities, enabling the model to bet-
ter distinguish which option is the solid and obtain
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Figure 9: Error example.

the correct answer, unaffected by “fishbowl” in op-
tion a. In Figure 8, the model aims to predict “soy
bean” based on the image of soy milk and an ex-
ample of (image of food, grain). The sub-MMKG
provides an indirect connection linking “soy bean’
with “soy milk” through the intermediary “tofu”.
Within the sub-MMKG, the image of soy milk di-
rectly incorporates visual features of soy bean that
closely resemble the image of soy bean itself. This
guides the model to accurately predict “soy bean”,
highlighting the pivotal role of multimodal knowl-
edge from MMKGs in multimodal reasoning.

bl

Error Analysis. we also conduct an error case
study, as illustrated in Figure 9. In this instance, the
question is “Which fish’s mouth is also adapted for
tearing through meat?”. However, the sub-MMKG
retrieved by MR-MKG does not contain any useful
information. Specifically, it contains knowledge
about other fish and even two movies with names
associated with fish. We can see the hardship of the

MR-MKG method: 1) Insufficient knowledge: The
utilized MMKG itself lacks relevant information,
impeding its ability to provide effective knowledge
for multimodal reasoning. 2) Ambiguity of knowl-
edge: Inherent ambiguities in the knowledge itself
may lead to retrieve unrelated knowledge. In this
example, “BIG FISH” does not refer to the fish but
rather to a movie, introducing ambiguity.
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