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Abstract

Multimodal large language models (MLLMs)
have demonstrated promising results in a va-
riety of tasks that combine vision and lan-
guage. As these models become more inte-
gral to research and applications, conducting
comprehensive evaluations of their capabili-
ties has grown increasingly important. How-
ever, most existing benchmarks fail to consider
that, in certain situations, images need to be
interpreted within a broader context. In this
work, we introduce a new benchmark, named
as CODIS, designed to assess the ability of
models to use context provided in free-form
text to enhance visual comprehension. Our
findings indicate that MLLMs consistently fall
short of human performance on this bench-
mark. Further analysis confirms that these
models struggle to effectively extract and uti-
lize contextual information to improve their
understanding of images. This underscores
the pressing need to enhance the ability of
MLLMs to comprehend visuals in a context-
dependent manner. View our project website at
https://thunlp-mt.github.io/CODIS.

1 Introduction

Recent years have witnessed a rapid advancement
in multimodal large language models (MLLMs,
OpenAI 2023; Gemini Team et al. 2023; Liu et al.
2023a; Dai et al. 2023). They have achieved re-
markable results on various downstream tasks, such
as image captioning (Luo et al., 2023; Wang et al.,
2023; Chen et al., 2015), visual question answer-
ing (Shao et al., 2023; Liu et al., 2023c; Antol et al.,

*Equal Contribution.
†Corresponding Authors.

A: 

I don’t know if 

you were going 

up or down.

A: Up stairs.
The vegetation 

was above me.

Context 1

The vegetation 

was below me.

Context 2

No context

(a)

(b)

A: Down stairs.

Q: Where was I going?

Q: Where was I going?

Figure 1: Interpretation of images can be significantly
influenced by contextual information. In this instance,
the determination of whether the photographer was as-
cending or descending a staircase remains ambiguous
without supplementary context (a). However, when ad-
ditional information is provided, indicating the position
of the greenery relative to the observer, the direction
of movement of the observer becomes clear (b). In the
responses, words originating from the image and the
two pieces of context are highlighted in purple, blue,
and green, respectively.

2015) and visual reasoning (Gupta and Kembhavi,
2023; Chen et al., 2023c; Zellers et al., 2019). As
the performance of MLLMs continues to improve,
the comprehensive assessment of their capabilities
becomes increasingly important.

Previous research highlights a fascinating and
vital human ability: understanding visual elements
within broader contexts (Baldassano et al., 2016).
Consider the example in Figure 1, where simply
looking at an image does not reveal whether the
stairs go up or down. However, introducing the
context of whether the greenery is above or below
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Benchmark Purpose Ambiguity Context Answer Type Evaluator

MME (Fu et al., 2023a) Comprehensive Evaluation % % Yes/No Metrics
MMBench (Liu et al., 2023d) Comprehensive Evaluation % % Multi-choice GPT
SEED-Bench (Li et al., 2023b) Comprehensive Evaluation % % Multi-choice Metrics

VisDial (Das et al., 2017) Visual Dialog % ! Open-ended Metrics
MMDialog (Feng et al., 2022) Visual Dialog % ! Open-ended Metrics

HallusionBench (Guan et al., 2023) Visual Hallucination ! % Yes/No Metrics
Bingo (Cui et al., 2023) Visual Hallucination ! % Open-ended Human
SQUID-E (Sanders et al., 2022) Visual Ambiguity ! % Multi-choice Metrics
DCIC (Schmarje et al., 2022) Visual Ambiguity ! % Multi-choice Metrics

CODIS (Ours) Image-context Comprehension ! ! Close & Open-ended Human / GPT

Table 1: Comparison of our proposed CODIS with recent vision-language benchmarks.

the viewpoint of the photographer enables humans
to clarify the ambiguity and accurately interpret
the image. In this study, we argue that MLLMs
should also be evaluated from the perspective of
context-dependent visual comprehension. From a
scientific perspective, it is important to understand
the extent to which MLLMs can leverage context
to enhance their visual comprehension. Practically
speaking, as MLLMs are increasingly applied in
real-world scenarios, assessing their reliability in
interpreting visual data within context is essential
for ensuring they provide accurate responses.

However, the capability for context-dependent
visual understanding has not been fully assessed by
current benchmarks for MLLMs. Table 1 summa-
rizes recent benchmarks for MLLMs. Most of these
benchmarks (Fu et al., 2023a; Liu et al., 2023d; Li
et al., 2023b; Guan et al., 2023; Cui et al., 2023;
Sanders et al., 2022; Schmarje et al., 2022) do
not pair images with additional context. Only two
benchmarks, namely VisDial (Das et al., 2017) and
MMDialog (Feng et al., 2022), include extra con-
text to help in conversation with humans rather than
to clarify the meaning of images as shown in Fig-
ure 1. This limitation means these benchmarks are
not fully capable of testing the ability of MLLMs to
understand images in a context-dependent manner.

To address this challenge, we introduce a new
benchmark, named as CODIS, designed to evaluate
the capability of MLLMs in COntext-Dependent
Image diSambiguation. CODIS utilizes the visual
question answering (VQA, Antol et al. 2015) for-
mat for this purpose, as shown in Figure 1(b). It
stands out from existing benchmarks in three main
aspects: first, each image in CODIS contains in-
herent ambiguity that can only be resolved with
additional context; second, the questions are de-

liberately designed to highlight these ambiguities,
requiring external context for accurate interpreta-
tion; third, for every image-question pair, we pro-
vide two contexts in a free-form text format. These
contexts are subtly different yet lead to different
interpretations of the image and, consequently, dif-
ferent answers. We have carefully curated all im-
ages, questions, and contexts by hand to maintain
a high standard of quality and diversity. Our as-
sessment of 14 widely-used MLLMs with CODIS
indicates that the performance of these models in
understanding context-dependent visuals signifi-
cantly falls short of human capabilities. Further
analysis demonstrates that the models struggle with
identifying crucial contextual cues and extracting
relevant visual features.

To summarize, our contributions are three-fold:

• We highlight the significance of context-
dependent visual comprehension abilities for
MLLMs.

• We introduce the CODIS benchmark to assess
capabilities of MLLMs on context-dependent
visual comprehension.

• Through our analysis, we uncover the deficien-
cies in MLLMs regarding context information
extraction and visual information extraction,
underscoring the immense potential for en-
hancement in the realm of context-dependent
visual comprehension.

2 Related Work

2.1 Context in Visual Tasks

Previous works emphasize the importance of con-
text in visual tasks (Wang and Zhu, 2023; Vo,
2021; Goh et al., 2004; Bar and Aminoff, 2003),

10640



exploring utilizing context in scene graph gen-
eration (Cong et al., 2023; Zheng et al., 2023;
Zhu et al., 2022; Yang et al., 2018), object detec-
tion (Zou et al., 2023; Diwan et al., 2023; Xiao
et al., 2023; Chen et al., 2023b), image inpaint-
ing (Zhang et al., 2023; Sargsyan et al., 2023; Xi-
ang et al., 2023), etc. However, they mainly focus
on visual context within images, e.g., relationships
between objects, environment and background. Ex-
ternal contexts, such as free-form texts, have also
been studied. Previous works have shown their
effectiveness in tasks such as floorplan reconstruc-
tion (Purushwalkam et al., 2021), and visual dia-
log (Das et al., 2017; Feng et al., 2022). The ability
of multimodal in-context learning (Li et al., 2023a;
Zhao et al., 2023; Sun et al., 2023; Li et al., 2023c)
further demonstrates the significance of external
contexts. However, in these works, context do not
affect the interpretation of images, which is the
main focus of our work. We strengthen the impact
of context on visual comprehension.

2.2 Visual Ambiguities
Visual ambiguities arises from absence of visual in-
formation or other noises (Denison et al., 2018). It
is an important phenomenon in human visual cogni-
tion. Previous works investigate visual ambiguities
caused by optical illusions (Guan et al., 2023; Cui
et al., 2023; Fu et al., 2023b). Images which may
cause illusions are leveraged to evaluate visual hal-
lucinations in MLLMs. Other works explore ambi-
guities in visual event classification (Sanders et al.,
2022; Schmarje et al., 2022; Rajeswar et al., 2022),
focusing on model robustness against ambiguous
images. Different from these works, we assess ca-
pability of MLLMs to disambiguate images instead
of just recognizing ambiguities.

3 CODIS

CODIS is proposed for evaluating the capability of
MLLMs in context-dependent image disambigua-
tion. Figure 2 presents several examples from our
benchmark, highlighting the diversity of contexts
covered. In this section, we first elaborate our tax-
onomy of context. Then, we delve into the in-
struction design and evaluation method of CODIS.
Finally, we introduce procedures of data collection.

3.1 Taxonomy of Context
Given the extensive and varied nature of context
information, it is challenging to catalog all forms
of context comprehensively. Nevertheless, in our

effort to establish a pioneering benchmark for
context-dependent image disambiguation, we aim
to cover a wide range of diverse and illustrative
scenarios. Drawing inspiration from the types of
information people require to understand the visual
contents of an image, we have identified five rep-
resentative types of context. These include three
types of global context that pertain to the over-
all scene—namely, the global background, which
encompasses location and orientation, temporal in-
formation, and cultural background. Additionally,
we focus on two types of local context related to
objects within the scene, specifically the attributes
of objects and the relationships between people.
We present examples in Figure 2 and provide an
explanation of our classification as follows.

Location and orientation. Interpretations of
scenes is closely related to where they happen. As
Figure 2(a) shows, the scene of falling leaves indi-
cates different times in a year when they happen in
different countries. Orientation also plays an im-
portant role in image understanding. In Figure 2(b),
direction which the photographer is facing can help
determine direction in which the herd is moving.

Temporal information. Understanding the tim-
ing and sequence of events is crucial when we un-
derstand a scene. However, an image can only
provide us with static information. Thus, context
of temporal information is often crucial, and can
help better restore the original appearance of events.
Figure 2(c) shows an example of context which in-
dicates dynamic changes of things and events, like
opening or closing the door, while context of Fig-
ure 2(d) tells when pictures were taken. 1

Cultural background. Cultural background has
a profound impact on the way people think and act.
Meaning of an action may have significant differ-
ences across different nations and cultures some-
times. Awareness of cultural background is crucial
for understanding images. We employ cases cover-
ing various aspects of differences between cultures,
such as laws, regulations, customs and traditions.
See Figure 2(e) and Figure 2(f) for examples.

Attributes. To comprehensively understand ob-
jects in a scene, it is not enough to solely rely on
visual appearances we see. Non-visible attributes

1One might argue that introducing video is the most direct
method to resolve temporal ambiguities. However, videos
are not always available in practice. By analogy to humans,
a sufficiently capable MLLM should also be able to resolve
such ambiguities without relying on videos. Therefore, we
believe it is necessary to include this category of contexts in
our benchmark.
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Cultural Background

C1: This is a picture I took when I was traveling in the UK.

A1: No.

C2: This is a picture I took when I was traveling in France.

A2: Yes.

(e) Q: Is the car in the correct lane?

C1: I asked my Japanese friend how many times he has been here.

A1: Five.

C2: I asked my German friend how many times he has been here.

A2: One.

(f) Q: What is his answer likely to be?

Temporal Information

C1: I am opening the door.

A1: From right to left.

C2: I am closing the door.

A2: From left to right.

(c) Q: Am I going from left to right or from right to left?

C1: The sun has just risen.

A1: 8:12.

C2: The sun is about to set.

A2: 20:12.

(d) Q: Please tell me what time it is on a 24-hour schedule. Precise to minute level.

Location and Orientation

C1: I took this photo when I was in Australia.

A1: First half.

C2: I took this photo when I was in America.

A2: Second half.

(a) Q: When was this photo probably taken, the first or second half of the year?

C1: The zebra migration picture was taken facing east.

A1: South.

C2: The zebra migration picture was taken facing west.

A2: North.

(b) Q: What is the direction of migration? East, west, south or north?

Relationships

C1: He and his wife and daughter appeared on the stage. 

A1: A short dress.

C2: He and his daughter and granddaughter appeared on the stage.

A2: A long dress.

(j) Q: Was his daughter wearing a long dress or a short dress?

C1: The student is giving a report to the teacher. 

A1: No.

C2: The teacher is giving a lesson to the students.

A2: Yes.

(i) Q: Is the person on the left the teacher?

Attributes

C1: The thermometer is in Fahrenheit.

A1: Yes.

C2: The thermometer is in Centigrade.

A2: No.

(h) Q: Will water freeze at this temperature?

C1: The animal in the picture is a duck.

A1: Left.

C2: The animal in the picture is a rabbit.

A2: Right.

(g) Q: Is the animal facing left or right?

Figure 2: Taxonomy of our benchmark. We show two cases for each category. In each case, we show an image
and a question, along with two pieces of different context and their corresponding answers. We use Q to denote
questions, C for contexts and A for answers.

are also important. We consider two types of at-
tributes, including physical attributes, such as struc-
ture, size, temperature, smell and touch, as Fig-
ure 2(g) shows, and abstract attributes, such as
function and mechanism, as Figure 2(h) shows.

Relationships. We communicate with people
in different ways based on our relationships with
them. When the same event happens on people
with different relationships, its meaning varies. It
is important to understand relationships between
people in visual comprehension. As Figure 2(i) and
Figure 2(j) shows, relationships between people
affect our judgement on their roles and identities.

3.2 Instruction Design
To prevent models from guessing the correct an-
swers without fully understanding context, we or-
ganize our dataset in pairs. Each pair contains
two queries (I,Q,C1) and (I,Q,C2). The queries

have identical image I and question Q, but have
two pieces of different context C1 and C2. We give
MLLMs two queries separately, and get model out-
puts O1 and O2. Take Figure 2(a) as an example. In
the first query, we provide a picture of falling leaves
and indicate that the photo was taken in Australia.
In the second query, we give different context that
the photo was taken in America. We expect to get
different outputs from models that the photo was
taken in the first or the second half of the year.

3.3 Evaluation Method
We use O1 and O2 to denote model outputs of
a pair of queries, and A1 and A2 to denote the
groundtruth answers. The evaluation of model out-
puts can be represented as follows:

Eval(Oi) =

{
1 if Oi matches Ai

0 otherwise
, i = 1, 2.
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Model Parameters Image Encoder LLM Alignment Module

GPT-4V (OpenAI, 2023) - - - -
Gemini (Gemini Team et al., 2023) - - -

LLaVA-1.5-13B (Liu et al., 2023a)
~13B

CLIPViT-L-336px LLaMA-2-13B MLP
BLIP-2-11B (Li et al., 2023d) EVA-CLIPViT-G Flan-T5-xxl Q-Former
InstructBLIP-13B (Dai et al., 2023) EVA-CLIPViT-G Vicuna-13B Q-Former

mPLUG-Owl-2 (Ye et al., 2023)

~7B

CLIPViT-L LLaMA-2-7B Attention
MiniGPT4-7B (Zhu et al., 2023) EVA-CLIPViT-G Vicuna-7B Linear
LLaVA-1.5-7B (Liu et al., 2023a) CLIPViT-L-336px LLaMA-2-7B MLP
InstructBLIP-7B (Dai et al., 2023) EVA-CLIPViT-G Vicuna-7B Q-Former
Otter-7B (Li et al., 2023a) CLIPViT-L MPT-7B Attention
LLaVA-7B (Liu et al., 2023b) CLIPViT-L Vicuna-7B Linear
Qwen-VL-Chat (Bai et al., 2023) OpenCLIPViT-bigG Qwen-7B Attention
OpenFlamingo-7B (Awadalla et al., 2023) CLIPViT-L MPT-7B Attention
BLIP-2-6.7B (Li et al., 2023d) EVA-CLIPViT-G OPT-6.7B Q-Former

Table 2: API-based and open-source MLLMs selected for evaluation.

Following Fu et al. (2023a), we leverage two
metrics, pair-wise accuracy Accp and query-wise
accuracy Accq for our evaluation metrics, which
are calculated as follows:

Accp =
1

np

np∑

i=1

(Eval(Oi1)× Eval(Oi2)),

Accq =
1

2np

np∑

i=1

(Eval(Oi1) + Eval(Oi2)),

where np is number of data pairs. For Accp, mod-
els score only if their answers to a pair of queries
are both correct. For Accq, models score for each
single query they answer correctly.

3.4 Data Collection
In this section, we introduce the process of con-
structing our benchmark. Our data collection pro-
cess includes three steps.

Image collection. We manually collect images
that contain ambiguities which can only be resolved
with external contexts. The majority of these im-
ages are real-scene images from the publicly avail-
able dataset ShareGPT4V (Chen et al., 2023a) and
the Internet, while the remainder are created man-
ually. The primary challenge in collecting images
was that many appeared ambiguous at first glance
but were actually unambiguous upon closer exami-
nation. Therefore, each image had to be carefully
inspected and excluded from the collection if it was
found to be unambiguous. In total, we collected
377 images.

Design of questions, context and answers. For
each collected image, we manually write questions,
context and answers for it. The data are compiled
with following rules:

(1) Questions are targeted at the ambiguous parts
of the images. They can not be answered if no
additional context is provided due to ambiguities
in the images.

(2) For each image-question pair, two unique
contexts with minor differences that lead to differ-
ent interpretations of the image need to be created.
As a result, these interpretations yield different an-
swers to the question. Furthermore, we require that
an answer can only be derived when both the image
and its corresponding context are available. This
means that neither the image nor the context alone
is sufficient to provide an answer. For instance, in
Figure 2(a), the photograph of falling leaves, when
combined with the knowledge that the photograph
was taken in Australia, allows us to conclude that it
depicts autumn in the southern hemisphere, occur-
ring in the first half of the year. In isolation, neither
the image nor the context is adequate to reach this
conclusion.

(3) To enhance the evaluation process, MLLMs
are permitted to respond in free-form text. How-
ever, to maintain a balance between the ease of
evaluation and ensuring objectivity, we require the
answers to be relatively objective. For example, de-
spite the lack of a strict format for the responses to
the scenarios shown in Figure 2, we provide clear
options for models to choose in most of the cases.
This approach guarantees that the responses stay
objective and are easy to evaluate.

Data verification. Five annotators participated
in the data collection process. To ensure the quality
of our dataset, each submission by an annotator
was cross-checked by the other four. Data was re-
tained only if it (1) was correct, (2) differed from
existing data to a significant extent, thereby main-
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Model Loc & Ori Temporal Cultural Attributes Relationships Overall Context
AwarenessAccp Accq Accp Accq Accp Accq Accp Accq Accp Accq Accp Accq

Human
Human 85.2 86.1 90.9 92.8 72.8 76.4 87.2 88.4 89.6 90.0 86.2 87.7 97.3

API-based Models
GPT-4V 33.3 54.2 28.4 52.1 25.5 60.6 26.7 54.7 51.9 70.2 32.3 56.9 54.7
Gemini 21.4 49.4 29.5 51.1 21.3 56.4 24.0 52.0 34.6 58.7 26.1 52.7 43.6

Open-source ~13B Models
LLaVA-1.5-13B 6.0 41.1 4.2 44.7 10.6 50.0 14.7 51.3 13.5 54.8 9.1 47.5 19.3
BLIP-2-11B 6.0 32.7 8.4 45.8 4.3 35.1 6.7 42.0 11.5 51.9 7.4 41.4 31.4
InstructBLIP-13B 6.0 39.3 2.1 41.6 4.3 50.0 4.0 44.7 7.7 51.0 4.5 44.2 14.1

Open-source ~7B Models
mPLUG-Owl-2 13.1 42.3 9.5 41.6 6.4 42.6 12.0 44.7 19.2 51.9 11.9 44.1 31.7
MiniGPT4-7B 10.7 36.3 3.2 34.2 0.0 27.7 12.0 35.3 13.5 47.1 7.9 36.0 36.3
LLaVA-1.5-7B 11.9 42.9 5.3 44.7 4.3 43.6 9.3 39.3 7.7 47.1 7.9 43.3 21.5
InstructBLIP-7B 1.2 33.3 7.4 45.8 0.0 46.8 4.0 43.3 11.5 48.1 4.8 42.8 16.7
Otter-7B 2.4 32.7 5.3 41.1 4.3 28.7 0.0 26.0 5.8 40.4 3.4 34.1 19.3
LLaVA-7B 2.4 30.4 6.3 34.2 0.0 25.5 1.3 34.0 5.8 41.3 3.4 33.1 17.2
Qwen-VL-Chat 3.6 23.8 3.2 24.7 0.0 24.5 1.3 32.0 9.6 34.6 3.4 27.5 26.3
OpenFlamingo-7B 2.4 40.5 2.1 38.9 0.0 27.7 5.3 36.0 5.8 47.1 3.1 38.4 15.6
BLIP-2-6.7B 0.0 41.1 1.1 44.7 2.1 48.9 2.7 46.0 7.7 53.8 2.3 46.0 6.5

Table 3: Results of MLLMs on CODIS. All the model outputs are assessed by human. Consistency of human
evaluation is investigated in Appendix A.

Location and 

Orientation

24%

Temporal 

Information

27%
Cultural 

Background

13%

Attributes

21%

Relationships

15%

Scenario Percentage

Actions 20%

Landscape 12%

Streetscape 11%

Indoors 11%

Human 10%

Transportation 09%

Sports 08%

Artificial 08%

Animals 07%

Others 04%

Figure 3: Distribution of five categories (left) and sce-
narios (right) of our CODIS benchmark.

taining high diversity, and (3) conformed to all the
above criteria. If these conditions were not met, the
annotator had to revise the data.

Ultimately, we retained 216 images and success-
fully collected a total of 706 queries, spanning five
categories and encompassing a wide range of sce-
narios. We had to exclude 161 images because we
were unable to collect eligibility questions or con-
texts for them. The distribution of categories and
scenarios is illustrated in Figure 3.

4 Evaluation

4.1 Models
As shown in Table 2, we perform evaluation on
14 popular MLLMs, which are divided into three
groups: (1) API-based models: GPT-4V (OpenAI,
2023) and Gemini (Gemini Team et al., 2023); (2)
Open-source ~7B models: mPLUG-Owl-2 (Ye
et al., 2023), MiniGPT-4-7B (Zhu et al., 2023),

LLaVA-1.5-7B (Liu et al., 2023a), InstructBLIP-
7B (Dai et al., 2023), Otter-7B (Li et al., 2023a),
LLaVA-7B (Liu et al., 2023b), Qwen-VL (Bai et al.,
2023), OpenFlamingo (Awadalla et al., 2023) and
BLIP-2-6.7B (Li et al., 2023d); (3) Open-source
~13B models: LLaVA-1.5-13B, BLIP-2-11B and
InstructBLIP-13B.

4.2 Results

We manually assess the outputs of MLLMs on
CODIS benchmark and report the results in Ta-
ble 3. “Human” refers to the average performance
of five independent people, and the detailed results
and analysis are shown in Appendix B.

Overall results. From an overall perspective,
human is far ahead of all the MLLMs in all the cat-
egories, indicating that MLLMs have tremendous
potential of improvement on context-dependent vi-
sual comprehension. API-based models signifi-
cantly outperform open-source models, and GPT-
4V gets the highest score among all the MLLMs. In
terms of open-source models, mPLUG-Owl-2 has
the best performance on Accp and LLaVA-1.5-13B
has the best performance on Accq.

Disparity between Accp and Accq. We ob-
serve a large disparity between Accp and Accq of
MLLMs, and open-source models have a larger dis-
parity than API-based models. To better understand
the reason of this phenomenon, we further investi-
gate the metric of context awareness, which reflects
model capability of recognizing different context
and provide different responses accordingly. It is
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Model Output Variability

Human 81.9

GPT-4V 58.6
Gemini 53.5

mPLUG-Owl-2 36.8
LLaVA-1.5-13B 25.6

Table 4: Variations in model outputs when context is
removed. See the calculation of output variability in
Section 4.2.

Model w/ Images
w/o Captions

w/ Captions
w/o Images

GPT-4V 35.1 51.0
Gemini 31.1 35.8

mPLUG-Owl-2 10.6 16.6
LLaVA-1.5-13B 11.9 20.5

Table 5: Variations in Accp when we replace the images
with their captions.

calculated as follows:

ContextAwareness =
1

np

np∑

i=1

(Oi1 ̸= Oi2),

where np is number of data pairs. We manually
assess inequality of model outputs on semantic
level. The results are shown in the last column of
Table 3. The scores of all the MLLMs are lower
than 60, while human score is 97.3, indicating that
for many data pairs, MLLMs fail to recognize the
difference in context and they provide semantically
equal response to the two queries. Thus, for a
significant number of cases, models only correctly
answer one of the two queries, leading to high Accq
and low Accp scores. Additionally, context aware-
ness is positively correlated with Accp, and has
no clear correlation with Accq. Therefore, Accp is
more possible to reflect model capability of con-
text comprehension, and is more suitable as the
primary metric for CODIS benchmark. We further
investigate the capability of MLLMs on extracting
information from context. By excluding context
and providing only images and questions as inputs,
we observe the metric of output variability, which
reflects the variations in model outputs. It is calcu-
lated as follows:

OutputVariability =
1

nq

nq∑

i=1

(Oi
nc ̸= Oi

c),

where nq is the total number of queries, Onc and
Oc are outputs when context is given and is not

given. Inequality of model outputs is assessed
manually on semantic level. We conduct our
experiment on API-based models GPT-4V and
Gemini, and mPLUG-Owl-2 and LLaVA-1.5-13B,
which have the highest Accp and Accq among open-
source models, respectively. Additionally, we re-
port human results for reference. As shown in
Table 4, MLLMs score significantly lower than hu-
man, which means they are incapable to change
their answers according to context they received.
Their capability of context information extraction
is needed to be improved. Examples of model
responses when removing context are shown in
Appendix C.

Comparison between ~7B and ~13B models.
We observe from Table 3 that scaling up from ~7B
to ~13B does not necessarily lead to an improve-
ment in model performance. For LLaVA-1.5, its
~13B model significantly outperforms ~7B model
on both Accp and Accq. However, for BLIP series
models, Accp of InstructBLIP and Accq of BLIP-2
slightly drop when they scale up. Regrettably, sig-
nificant differences exist between the two models,
covering various aspects including data, training
paradigms, and additional details. Consequently,
we were unable to determine the primary causes of
the differing behaviors observed in the two models.
While intensive efforts are warranted to explore
these causes, we believe that such an investigation
exceeds the scope of this work.

Model performance on different categories.
Among the five categories, most MLLMs perform
best on relationships. For open-source MLLMs,
it is possibly because their training data include
dense image annotations (Liu et al., 2023b,a; Ye
et al., 2023) such as Visual Genome (Krishna et al.,
2017), or detailed captions (Li et al., 2023d; Dai
et al., 2023; Zhu et al., 2023) which contain lots of
data of relationships. We also observe that the score
of MLLMs on cultural background is relatively
low, indicating they are not sufficiently trained on
culture-related data.

5 Analyses

5.1 Visual Information Extraction

Extracting information from images according to
context is the foundation of context-dependent vi-
sual comprehension task. We explore capability
of MLLMs on extracting visual information. We
replace images with detailed captions and observe
the changes in Accp. For some of the pictures
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Model up:
down

morning:
afternoon

appropriate:
not appropriate

Groundtruth 15:15 16:16 13:13

GPT-4V 14:12 7:12 16:9
Gemini 18:11 5:21 22:2

mPLUG-Owl-2 23:6 9:15 23:1
LLaVA-1.5-13B 21:8 19:7 22:4

Table 6: Bias in model outputs. We report frequencies
of three pairs of specific words. Some outputs do not
contain either of the two words, which makes total word
frequencies in model outputs less than groundtruth.

Model
Accp

AgreementHuman
Eval

GPT-4
Eval

GPT-4V 32.3 31.2 97.6
Gemini 26.1 24.4 97.7

LLaVA-1.5-13B 9.1 8.5 97.6
BLIP-2-11B 7.4 7.9 94.8
InstructBLIP-13B 4.5 4.5 98.6

mPLUG-Owl-2 11.9 9.9 96.7
MiniGPT4-7B 7.9 6.8 91.8
LLaVA-1.5-7B 7.9 5.7 94.3
InstructBLIP-7B 4.8 4.2 98.7
Otter-7B 3.4 2.5 94.3
LLaVA-7B 3.4 2.5 92.8
Qwen-VL-Chat 3.4 3.4 97.7
OpenFlamingo-7B 3.1 3.1 100.0
BLIP-2-6.7B 2.3 2.5 98.1

Table 7: Comparison of human and GPT-4 evaluators.
We report Accp based on human and GPT-4 evaluation,
and agreement between human and GPT-4 evaluation.

are not easy to be described in natural language,
we discard these images and only perform experi-
ments on a subset of 96 images, 302 queries. We
ensure that captions and context are sufficient for
answering the questions. We conduct our exper-
iment on GPT-4V, Gemini, mPLUG-Owl-2 and
LLaVA-1.5-13B. The model outputs are assessed
manually and results are shown in Table 5. For all
the MLLMs, Accp increases when the images are
replaced with captions, indicating that compared to
images, MLLMs are more skilled at extracting in-
formation from text with the help of context. Model
capability to extract visual information according
to context is needed to be improved. Examples
of model responses when replacing images with
captions are shown in Appendix D.

5.2 Bias in Model Outputs

Bias significantly influences model performance.
We explore biases in model outputs on three dimen-
sions: location & orientation, timing and culture.

We evaluate bias by calculating frequencies of three
pairs of specific words, up and down, morning and
afternoon, and appropriate and not appropriate,
which are associated with the three dimensions, re-
spectively. We evaluated the outputs of GPT-4V,
Gemini, mPLUG-Owl-2, and LLaVA-1.5-13B, on
a set of 88 queries whose groundtruth answers in-
clude these words. As shown in Table 6, although
frequencies of the two words in each pair are equal
in groundtruth answers, all the MLLMs demon-
strate biases in their responses. This indicates
that models tend to rely on their biases rather than
the provided context in a certain number of cases,
contributing to their poor performance on CODIS
benchmark, especially Accp scores. Reducing bias
is necessary for improving model capability on
context-dependent visual comprehension. It also
suggests that our design of data pairs and evalu-
ation metric of Accp effectively prevent models
from scoring high based on their biases rather than
a true understanding of contexts.

5.3 Comparing Human and GPT-4 Evaluators
We explore the possibility of utilizing GPT-4 as
automatic evaluator. We compare the results of
human and GPT-4 evaluation, as Table 7 shows.
The first two columns show Accp of models based
on human and GPT-4 evaluation, and the third col-
umn shows agreement between human and GPT-4,
which is calculated as follows:

Agreement =
1

nq

nq∑

i=1

(Evalh(Oi) = Evalg(Oi)),

where nq is the total number of queries, Evalh(Oi)
and Evalg(Oi) are evaluation results of human and
GPT-4 on model output Oi. From the table we can
see that GPT-4 is consistent with human on evalu-
ation of more than 90% of queries. Overall, there
is a high degree of consistency between human
and GPT-4 evaluators in assessing model perfor-
mance. GPT-4 is capable of conducting evaluation
on CODIS benchmark instead of human. We report
detailed results of GPT-4 evaluation in Appendix E.

6 Conclusion

In this work, we introduce a new benchmark
CODIS to evaluate capability of models to use con-
text to enhance visual comprehension. Results sug-
gest that MLLMs significantly fall behind human
in context-dependent visual comprehension. Fur-
ther analysis suggests that shortcomings in visual
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information extraction and bias in model outputs
also account for low scores of MLLMs on CODIS.
In summary, we pave a path for assessing capabil-
ity of MLLMs on utilizing contextual information,
which is a vital ability in real-world scenarios.

Limitations

There are still some limitations that need to be ad-
dressed. First, contexts in this work are brief due to
the limited ability of current MLLMs in effectively
utilizing contextual information. We believe it is
essential to assess capability of extracting informa-
tion from lengthy and intricate context to enhance
visual comprehension in the future, as MLLMs
evolve and become more powerful. Second, de-
spite covering a wide range of scenarios and five
representative types of context, there are still other
forms of contexts that we intend to explore in future
endeavors. Moreover, delving into context from
other modalities such as audio and depth presents
an interesting avenue for exploration. Moving for-
ward, we aim to establish an automated pipeline for
generating queries with context information span-
ning a broader range of scenarios and modalities.
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A Consistency of Human Evaluation

A total of four individuals participated in human
evaluation of model outputs. We examine the con-
sistency of their assessments. A random sample of
100 queries out of 706 was selected for evaluation.
Each of the four individuals made judgments on
the model outputs of these 100 queries individu-
ally. A groundtruth value of 1 was assigned when
the majority agreed the answer was correct, and a
value of 0 was assigned when the majority agreed
the answer was incorrect. In cases of a tie, a fifth in-
dividual was introduced. The average consistency
between human judgments and groundtruths was
then calculated as follows:

Consistency =
1

4nq

nq∑

i=1

4∑

j=1

(Evalj(Oi) = GTi),

where nq represents the total number of queries,
Evalj(Oi) denotes the evaluation of individual j
on model output of query i and GTi indicates the
groundtruth assessment of model output of query i.
The results are shown in Table 8.

Model Human Consistency

GPT-4V 98.3
Gemini 99.3
mPLUG-Owl-2 97.3
MiniGPT4-7B 95.3
LLaVA-1.5-7B 97.5
InstructBLIP-7B 99.5
Otter-7B 97.0
LLaVA-7B 96.8
Qwen-VL-Chat 96.5
OpenFlamingo-7B 99.0
BLIP-2-6.7B 99.5
LLaVA-1.5-13B 98.8
BLIP-2-11B 97.0
InstructBLIP-13B 98.8

Table 8: Consistency of human evaluation on CODIS.

The results indicate that the consistency of hu-
man evaluation is high. As a result, to enhance
efficiency in the remaining manual evaluation tasks
in this study, we distributed tasks evenly among
the four individuals instead of employing the ma-
jority vote method. Moreover, agreement between
human and GPT-4 evaluators , as portrayed in Ta-
ble 7, is close to human consistency, indicating
proficiency of GPT-4 on evaluating model outputs
is comparable to that of humans.

B Human Scores on CODIS

We enlisted participation of five volunteers to re-
spond to the questions in CODIS. Their average

age was 31 years old and they possess proficient
daily English communication skills. As they are
volunteers, they are not paid for the test. Before the
test, all the volunteers were completely unaware of
the questions and answers.

Testee Accp Accq

Human 1 91.8 92.6
Human 2 82.7 84.4
Human 3 89.0 89.4
Human 4 83.6 84.6
Human 5 83.9 87.4
Average 86.2 87.7

Table 9: Human performance on CODIS.

As shown in Table 9, humans perform well
in CODIS benchmark, and achieve significantly
higher scores than MLLMs. However, they do not
reach 100% scores. Upon examining the results,
we identify two primary reasons for this. Firstly,
some questions require a lengthy chain of reason-
ing, which poses challenges for humans as well.
Secondly, humans sometimes lack specific back-
ground knowledge, particularly in questions related
to cultural backgrounds.

C Cases of Model Outputs When
Removing Context

We provide three cases in Figure 4 to show alter-
ations in model outputs resulting from the removal
of context information. We use color green and

red to emphasize model outputs in agreement and
disagreement with the groundtruth answers, and
use yellow to highlight the words associated with
context information in model outputs.

D Cases of Model Outputs When
Replacing Images with Captions

We provide three cases in Figure 5 to show alter-
ations in model outputs when replacing images
with captions. We employ the identical highlight-
ing markers as those utilized in Appendix C.

E Detailed Results of GPT-4 Evaluation

We report detailed results based on GPT-4 evalua-
tion in Table 10. We report Accp and Accq. The
results exhibit a strong alignment with the results
in Table 3 based on human evaluation.
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Model Loc & Ori Temporal Cultural Attributes Relationships Overall
Accp Accq Accp Accq Accp Accq Accp Accq Accp Accq Accp Accq

API-based Models
GPT-4V 33.3 53.6 28.4 50.5 21.3 53.2 25.3 54.0 50.0 69.2 31.2 55.1
Gemini 20.2 48.8 27.4 50.0 21.3 54.3 22.7 51.3 30.8 54.8 24.4 51.3

Open-source ~13B Models
LLaVA-1.5-13B 6.0 41.1 3.2 43.2 12.8 46.8 13.3 50.0 11.5 53.8 8.5 46.2
BLIP-2-11B 6.0 34.5 10.5 44.2 4.3 30.9 6.7 40.7 11.5 47.1 8.0 39.8
InstructBLIP-13B 6.0 39.9 2.1 41.1 6.4 46.8 4.0 44.7 5.8 48.1 4.5 43.3

Open-source ~7B Models
mPLUG-Owl-2 13.1 39.9 9.5 40.0 4.3 41.5 9.3 42.7 11.5 48.1 9.9 41.9
MiniGPT4-7B 10.7 34.5 4.2 32.1 0.0 27.7 8.0 32.7 9.6 43.3 6.8 33.9
LLaVA-1.5-7B 8.3 37.5 1.1 36.3 2.1 40.4 9.3 37.3 7.7 48.1 5.7 39.1
InstructBLIP-7B 1.2 34.5 5.3 43.7 0.0 45.7 4.0 44.0 11.5 47.1 4.2 42.4
Otter-7B 2.4 31.5 3.2 35.3 0.0 23.4 1.3 27.3 5.8 34.6 2.5 31.0
LLaVA-7B 2.4 29.8 4.2 33.7 0.0 17.0 2.7 33.3 1.9 37.5 2.5 31.0
Qwen-VL-Chat 4.8 23.8 3.2 23.7 0.0 23.4 1.3 32.0 7.7 33.7 3.4 26.9
OpenFlamingo-7B 2.4 40.5 2.1 38.9 0.0 27.7 5.3 36.0 5.8 47.1 3.1 38.4
BLIP-2-6.7B 0.0 42.3 1.1 43.2 4.3 48.9 4.0 46.7 5.8 51.0 2.5 45.6

Table 10: Results of MLLMs on CODIS. All the model outputs are assessed by GPT-4.

F Prompt for Model Inference

As shown in Table 11, we design four prompts
for model inference, and investigate impacts of de-
tailed instructions and chain of thought prompting
on model performance.

• Detailed Instructions (DI): We stated that
contexts contain helpful information that is
not included in the image and encourage mod-
els to refer to contexts.

• Chain of Thought Prompting (CoT): We
asked models to think of the questions step
by step, and then summarize the reasoning
processes and answer the question in single
words or phrases.

We randomly select 200 pairs, 400 queries from
our benchmark and report Accp scores of GPT-
4V, Gemini, mPLUG-Owl-2 and LLaVA-1.5-13B
with the prompts above. The results are shown in
Table 13.

The results indicated that DI and CoT help im-
prove model performances. There were no sig-
nificant differences in performance observed for
LLaVA-1.5-13B when using either of the prompts,
while the other models exhibit their best perfor-
mances with DI and CoT. Therefore, based on the
results, we decided to use the prompt with both
DI and CoT for all the models in our evaluation
process.

Additionally, it is worth noting that there are
subtle variations in input formats and settings of
different models, including placement of images,

use of special tokens, etc. Throughout our evalu-
ation, we adhere to the default configurations of
each model. Details regarding input formats and
settings of our evaluated MLLMs can be found in
their documentations or repositories.

G Prompt for GPT-4 Evaluation

We report prompt for GPT-4 evaluation in Table 12.
The results of GPT-4 evaluation in Table 7 and
results in Table 10 are both based on the prompt.

H More Cases of CODIS

We present additional cases of CODIS, showcasing
outputs of MLLMs on these cases in Figure 6, Fig-
ure 7, Figure 8, Figure 9 and Figure 10. We select
two cases from each of the five categories. The in-
correct model responses are highlighted in red. To
aid readers in better comprehension, we provide ex-
planations regarding the ambiguities in each image.
It is important to note that these explanations are
not visible to MLLMs or human volunteers who
answered the questions in CODIS.
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Prompt for Model Inference

w/ DI
w/ CoT

I’ll give you an image and some additional context, which provides information closely related to the scene of the
picture. Please answer my question based on the image and the context. Be sure to refer to the context and extract
necessary information from it to help you answer the question because it contains helpful information that is not
included in the image.
Your answer should contain two parts. Two parts should be separated by a newline. In the first part, please think
of the question step by step based on the image and context and output your reasoning process. In the second part,
please summarize your reasoning process and directly answer the question in a single word or phrase.
Context: [CONTEXT HERE]
Question: [QUESTION HERE]

w/ DI
w/o CoT

I’ll give you an image and some additional context, which provides information closely related to the scene of the
picture. Please answer my question based on the image and the context. Be sure to refer to the context and extract
necessary information from it to help you answer the question because it contains helpful information that is not
included in the image.
Please answer in a single word or phrase.
Context: [CONTEXT HERE]
Question: [QUESTION HERE]

w/o DI
w/ CoT

I’ll give you an image and some additional context, which provides information closely related to the scene of the
picture. Please answer my question based on the image and the context.
Your answer should contain two parts. Two parts should be seperated by a newline. In the first part, please think
of the question step by step based on the image and context and output your reasoning process. In the second part,
please summarize your reasoning process and directly answer the question in a single word or phrase.
Context: [CONTEXT HERE]
Question: [QUESTION HERE]

w/o DI
w/o CoT

I’ll give you an image and some additional context, which provides information closely related to the scene of the
picture. Please answer my question based on the image and the context.
Please answer in a single word or phrase.
Context: [CONTEXT HERE]
Question: [QUESTION HERE]

Table 11: Prompt for model inference.

Prompt for Evaluation

Please evaluate the output of models based on the given
question and groundtruth and tell me whether the output is
right.
Please pay attention to the following rules:
1. The output contains rationale of the reasoning process
and answer which is summarized from the reasoning pro-
cess. Please extract the answer from the output and make
your judgement only based on answer, NOT rationale.
2. The answer is right if it follows the question in meaning
and is consistent with the groundtruth.
3. Do not be too strict about the answer. Format differ-
ent from the groundtruth and minor grammar issues are
allowed.
If you think the answer is correct according to the
groundtruth, please output "right", otherwise output
"wrong". You can only print "right" or "wrong" and noth-
ing else.
Here is the question: [QUESTION HERE]
Here is the groundtruth: [GROUNDTRUTH HERE]
Here is the output: [OUTPUT HERE]

Table 12: Prompt for GPT-4 evaluation.

Model w/ DI
w/ CoT

w/ DI
w/o CoT

w/o DI
w/ CoT

w/o DI
w/o CoT

GPT-4V 40.0 22.0 34.0 25.0
Gemini 32.0 16.0 27.0 11.0

mPLUG-Owl-2 13.0 14.0 11.0 13.0
LLaVA-1.5-13B 15.0 4.0 11.0 6.0

Table 13: Model performances with different prompts.
We report Accp.

10652



w/ Context

Human: Greeting.

GPT-4V: Greeting. The context specifies that the man 

was separated from his newborn daughter and met her 

again when she was five years old. This reuniting 

scenario typically involves a greeting.

Gemini: Greeting. They were separated from each other 

for five years, so this is probably the first time they 

have seen each other in five years. 

mPLUG-Owl-2-7B: Greeting. The context mentions 

that the man was separated from his newborn daughter 

and met again when she was five years old. This 

suggests that they were reunited after a long time.

LLaVA-1.5-13B: Greeting. The context suggests that 

they were separated for a long time and have just met 

again, so it is more likely that they are greeting each 

other.

Question: What were they doing? 

Greeting or saying goodbye to each other?

Context: He was separated from his 

newborn daughter and met again when 

she was five years old.

w/o Context

Human: Indeterminate.

GPT-4V: Ambiguous. Without contextual information 

about what is happening before or after this moment, it 

is not possible to definitively determine whether they 

are greeting or saying goodbye.

Gemini: It's not possible to tell whether they were 

greeting or saying goodbye based on the image and the 

context.

mPLUG-Owl-2-7B: Saying goodbye. The girl is 

hugging a stuffed animal and the man is holding her. 

This suggests that they are saying goodbye to each other.

LLaVA-1.5-13B: Greeting.

w/ Context

Human: West.

GPT-4V: West. Given that the context states that the 

photo was taken in the early morning, it is known that 

the sun rises in the east. Therefore, if the shadows are 

cast in front of the photographer, the photographer must 

be facing the opposite direction of the sunrise.

Gemini: West. The shadows are pointing to the west. In 

the early morning, the sun rises in the east, so the 

photographer was facing west. 

mPLUG-Owl-2-7B: East. The sun rises in the east and 

sets in the west. The shadows are cast from the people 

in the east, which means the sun is rising in the east. 

The photographer was facing east.

LLaVA-1.5-13B: East. The shadows of the people are 

cast to the left, which indicates that the photographer 

was facing east.

Question: Which direction was the 

photographer facing? East, west, south or 

north?

Context: I went out with my friend in the 

early morning.

w/o Context

Human: Indeterminate.

GPT-4V: Without additional context, the photo does not 

provide enough information to conclusively answer the 

question. If the photo was taken in the morning, the 

photographer would be facing west, as the sun would be 

rising in the east and casting shadows forward. 

Gemini: East. The shadows are pointing towards the 

west. Therefore the photographer was facing east. 

mPLUG-Owl-2-7B: East. Step 1: Identify the direction 

of the sun. Step 2: Determine the shadow direction 

based on the sun‘s direction. Step 3: Identify the 

direction that matches the shadow direction. 

LLaVA-1.5-13B: East.

w/ Context

Human: No.

GPT-4V: No. The context provided informs us that he 

drove at 40 kph. Since he was driving within the legal 

speed limit set by the traffic sign, he did not exceed the 

maximum allowed speed. 

Gemini: He drove at 40 kph. The speed limit is 50 kph. 

So he did not exceed the speed limit. He will not get a 

fine. No.

mPLUG-Owl-2-7B: Yes. The speed limit is 50 kph. 

The driver was driving at 40 kph. The driver is driving 

faster than the speed limit. Driving faster than the speed 

limit is against the law. The driver might get a fine for 

driving faster than the speed limit.

LLaVA-1.5-13B: No. The image shows a red and 

yellow sign with the number 50 on it. The context 

suggests that the person drove at 40 kph.

Question: Will he get a fine?

Context: He drove at 40 kph.

w/o Context

Human: Indeterminate.

GPT-4V: Without additional context such as the 

person's actual driving speed, their adherence to the 

speed limit, and the relevant traffic laws, it's impossible 

to accurately predict from this image alone whether 

someone will get a fine.

Gemini: No. The context does not provide any 

information about the driver's speed, so I cannot 

determine whether he will get a fine.

mPLUG-Owl-2-7B: Yes. The image shows a sign with 

the number 50 on it. The number 50 is often associated 

with speed limits. The sign suggest that there might be a 

restriction in place.

LLaVA-1.5-13B: Yes.

Figure 4: Three cases to show alterations in model outputs resulting from the removal of context information.
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w/ Image  w/o Caption

GPT-4V: No. The scene does not appear to be 

inherently dangerous based on the image and the

provided context of traveling at 60 km/h.

Gemini: No. The context states that the speed of the car

is 60 km/h. This is not particularly fast, but it is still a 

significant speed. Overall, the scene does not appear to 

be particularly dangerous.

mPLUG-Owl-2-7B: The speed of the car is 60 km/h. 

Since the speed limit is not mentioned, we cannot

determine if the car is speeding or not, and we cannot 

determine if the scene is dangerous or not.

LLaVA-1.5-13B: No.

Question: Is the scene dangerous?

Context: The speed of the car is 60 km/h.

w/ Caption w/o Image

GPT-4V: Yes. A car traveling at 60 km/h that has 

veered off the road into the grass suggests a potential 

loss of control, making the scene dangerous. 

Gemini: Yes. Some part of the car is on the road, and 

more specifically on the wrong side of the road. The 

context tells us that the car is travelling at a speed of 60

km/h. This is relatively fast. The combined information 

leads to the conclusion that the car is dangerously out of 

control and is therefore posing a danger.

mPLUG-Owl-2-7B: Yes. A two-lane highway typically 

has a speed limit, and the car is going 60 km/h, which is 

above the speed limit. The scene is dangerous due to the 

car being above the speed limit and more than half in 

the grass by the side of the road.

LLaVA-1.5-13B: Yes. The car is traveling at a speed of

60 km/h, which is relatively fast for a rural highway. 

Additionally, more than half of the car is in the grass by 

the side of the road, indicating that it may have veered 

off the road or is in the process of doing so. This 

situation could be dangerous for the car's occupants and 

other road users.

Caption: From the photographer's point 

of view, the car is on the left side of the 

road, facing the photographer, and more 

than half of the car is in the grass by the 

side of the road.

w/ Image  w/o Caption

GPT-4V: The sign says "DO NOT ENTER EXIT

ONLY". The image clearly shows the sign on the door 

stating "DO NOT ENTER EXIT ONLY," which means 

that the door is meant only for exiting the building and 

not for entering it.

Gemini: The sign says "Do not enter, exit only". The 

guard told me that I could not exit the building through 

this door. So this is an exit. The sign says "Do not 

enter". So this is an exit only door.

mPLUG-Owl-2-7B: Do Not Enter Exit Only. The 

image shows a sign on a door that says "Do Not Enter 

Exit Only.”

LLaVA-1.5-13B: Do not enter exit only.

Question: What does the sign say?

Context: The guard noticed me that I 

could not exit the building through this 

door.

w/ Caption w/o Image

GPT-4V: Enter Only. The caption mentions that the 

sign can be read in two ways, horizontally and vertically. 

Since the guard said you cannot exit, the sign must say 

"Exit Only" when read horizontally and "Enter Only" 

when read vertically. 

Gemini: DO NOT EXIT, ENTER ONLY. From the 

caption, we know that the sign can be read in two ways. 

And the context tells us that the guard noticed the 

person that he could not exit the building through this 

door. This implies that the sign is actually saying "DO 

NOT EXIT, ENTER ONLY".

mPLUG-Owl-2-7B: The caption states that the sign can 

be read in two ways. The context mentions that the 

guard noticed the person could not exit the building 

through the door. Based on the context, the sign says

"DO NOT EXIT, ENTER ONLY" because the person 

was unable to exit the building through the door.

LLaVA-1.5-13B: The sign says "DO NOT EXIT,

ENTER ONLY". Since the context states that the guard 

noticed that the person could not exit the building 

through this door, it is more likely that the sign is meant 

to be read as "DO NOT EXIT, ENTER ONLY". This 

would make sense in the context of the image, as it 

would prevent people from leaving the building through 

this door.

Caption: In the picture is a door with a 

sign on it. The words on the sign can be 

read in two ways, horizontally: "DO 

NOT ENTER, EXIT ONLY", and 

vertically: "DO NOT EXIT, ENTER 

ONLY".

w/ Image  w/o Caption

GPT-4V: Based on the context of driving in the UK, 

where driving on the left side of the road is the correct 

practice, and without contradictory evidence in the 

image, it would be logical to assume that you are

driving in the correct lane.

Gemini: Yes. I am driving in the United Kingdom. In 

the United Kingdom, cars drive on the left side of the 

road. Therefore, I am driving in the correct lane.

mPLUG-Owl-2-7B: In the image, there are no road 

markings or signs that can be seen. I will consider the 

context provided, which states that I am currently in my

car, driving in the United Kingdom. The context does 

not provide any specific information about the lane I 

should be in. Based on the image and context, I cannot

determine if I am driving in the correct lane.

LLaVA-1.5-13B: Yes.

Question: mPLUG-Owl-2-7B

Context: I am currently in my car, 

driving in the United Kingdom.

w/ Caption w/o Image

GPT-4V: No. Since the context states that you are

driving in the United Kingdom and the picture shows 

the right side of the road, you would only be in the 

correct lane if you were driving in the direction towards 

the photographer. 

Gemini: No. I am in the United Kingdom, which is a 

country that drives on the left side of the road.

mPLUG-Owl-2-7B: The caption states that the 

photographer is on the right side of the road, which 

means that the correct lane to be in is the one on the 

right. Yes, you are driving in the correct lane.

LLaVA-1.5-13B: No. The image shows a two-way lane, 

which means there are two directions of traffic. The 

photographer is on the right side of the road, so if you

are in the United Kingdom, you would be driving on the 

left side of the road. In this case, you would be in the 

incorrect lane.

Caption: The picture shows a two-way 

lane, and the photographer is on the right 

side of the road. 

Figure 5: Three cases to show alterations in model outputs when replacing images with captions.
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Context 1: I took this picture in the early morning.
Answer: West.

GPT-4V: It would suggest that the aircraft is flying westward, 
towards the setting position of the sun from the morning 
perspective. \nWest
Gemini: The airplane is flying west.
LLaVA-1.5-13B: East.
BLIP-2-11B: The airplane is flying east because the sun is 
rising in the east.
InstructBLIP-13B: West.
mPLUG-Owl-2-7B: The airplane is flying east.
MiniGPT4-7B: The airplane is flying in the east direction.
LLaVA-1.5-7B: The airplane in this picture is flying west.
InstructBLIP-7B: The airplane is flying west.
Otter-7B: The airplane in the picture is flying to the south.
LLaVA-7B: The airplane in the picture is flying towards the 
sun, which that it is flying towards the east.
Qwen-VL-Chat: The airplane could be flying in any 
direction, including east, west, south, or north.
OpenFlamingo-7B: The airplane is flying north.
BLIP-2-6.7B: East.

Question: In which direction is the airplane in this picture flying? East, west, south or north?

Explanation: The sun rises in the east and sets in the west. Given that the picture is taken in the 

morning or afternoon, the orientation of the airplane can be determined. 

Context 2: I took this picture in the late afternoon.
Answer: East.

GPT-4V: The airplane would be flying westward, heading 
towards the setting sun.\n\nWest
Gemini: The answer is: east.
LLaVA-1.5-13B: East.
BLIP-2-11B: The airplane is flying west because the sun is 
setting in the west. 
InstructBLIP-13B: West.
mPLUG-Owl-2-7B: The airplane is flying in the opposite 
direction, so it is flying east.
MiniGPT4-7B: The airplane is flying in the east direction.
LLaVA-1.5-7B: The airplane in the picture is flying west.
InstructBLIP-7B: The airplane is flying west.
Otter-7B: The airplane in the picture is flying to the south.
LLaVA-7B: The airplane in the picture is flying towards the 
sun, which suggests that it is flying towards the west.
Qwen-VL-Chat: The airplane could be flying in any 
direction, including east, west, south, or north.
OpenFlamingo-7B: The airplane is flying north.
BLIP-2-6.7B: East.

Context 1: The subway is coming towards me. 

Answer: Arriving the platform.

GPT-4V: Since the context ,we can conclude that the train 

is arriving at the platform rather than leaving it. Arriving.

Gemini: The train is still moving and the station platform is 

visible in the background. Therefore, the train is arriving at 

the platform.
LLaVA-1.5-13B: Arriving.
BLIP-2-11B: The train is coming towards me so it is 
arriving.
InstructBLIP-13B: The train is arriving at the platform.
mPLUG-Owl-2-7B: Arriving.
MiniGPT4-7B: The train is arriving at the platform.
LLaVA-1.5-7B: Based on the context and the image, the 
train is approaching the platform.
InstructBLIP-7B: The train is arriving at the platform.
Otter-7B: The train is arriving at the platform.
LLaVA-7B: The train is arriving at the subway station 
platform.
Qwen-VL-Chat: The train is arriving at the platform.
OpenFlamingo-7B: Arriving.
BLIP-2-6.7B: Arriving.

Question: Is the train arriving or leaving the platform?

Explanation: The remote end of the train is outside the platform. Thus, if the train is coming 

towards me, it is arriving the platform, and if the train is going away from me, it is leaving the 

platform.

Context 2: The subway is going away from me. 

Answer: Leaving the platform.

GPT-4V: Based on this statement, it can be inferred that the 

train is in the process of departing from the station platform. 

The train is leaving the platform.

Gemini: Going away from me" means the train is leaving the 

platform. Answer: leaving
LLaVA-1.5-13B: Leaving.
BLIP-2-11B: The train is leaving the platform.
InstructBLIP-13B: The train is leaving the platform.
mPLUG-Owl-2-7B: Leaving.
MiniGPT4-7B: The train is leaving the platform because it 
is traveling away from the observer, who is standing on the 
platform.
LLaVA-1.5-7B: Leaving.
InstructBLIP-7B: The train is arriving at the platform.
Otter-7B: The train is arriving at the platform.
LLaVA-7B: The train is leaving the platform.
Qwen-VL-Chat: Based on the context provided, the train is 
going away from the person, so it is leaving the platform.
OpenFlamingo-7B: Arriving.
BLIP-2-6.7B: Arriving.

Figure 6: More cases of category of location and orientation.
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Context 1: My friend is saying hello to me across the street.
Answer: Closing the door.

GPT-4V: Based on the image provided, it would be more 
plausible that you are closing the car door after exiting the 
vehicle to engage with your friend. Closing the door.
Gemini: Opening.
LLaVA-1.5-13B: Opening.
BLIP-2-11B:  Opening.
InstructBLIP-13B: You are closing the door.
mPLUG-Owl-2-7B: Opening.
MiniGPT4-7B: The man is getting out of the taxi.
LLaVA-1.5-7B: Opening.
InstructBLIP-7B: Closing.
Otter-7B: I am opening the door.
LLaVA-7B: he is opening the door to let your friend in.
Qwen-VL-Chat: Based on the context, it is not clear 
whether the person is opening or closing the door. 
OpenFlamingo-7B: Opening.
BLIP-2-6.7B: Opening.

Question: Am I opening or closing the door?

Explanation: The person in the picture may be opening the door to get in the car or closing the 

door after he got out of the car.

Context 2: My friend is saying goodbye to me across the 
street.
Answer: Opening the door.

GPT-4V: Given that saying goodbye usually happens when 
someone is leaving, and, the most likely interpretation of 
these two pieces of information is that you are opening the 
door .
Gemini: The man is pulling the door handle, which means 
he is opening the door.
LLaVA-1.5-13B: Opening.
BLIP-2-11B: Opening.
InstructBLIP-13B: Closing the door.
mPLUG-Owl-2-7B: Opening.
MiniGPT4-7B: It is not possible to determine whether the 
man is opening or closing the taxi door.
LLaVA-1.5-7B: Opening.
InstructBLIP-7B: Closing.
Otter-7B: I am opening the door.
LLaVA-7B: He is either opening or closing the door.
Qwen-VL-Chat: The person is opening the door of a taxi.
OpenFlamingo-7B: Opening.
BLIP-2-6.7B: I'm opening the door.

Context 1: I am taking off my clothes.
Answer: Down.

GPT-4V: Based on the context that you are taking off your 
clothes and the image that I see, Taking the clothing off 
would move your hands downward after unzipping. Your 
hand is moving down.
Gemini: In order to take off his clothes, he needs to unzip 
his jacket. To unzip the jacket, he needs to pull the zipper 
down. Therefore, the moving direction of his hand is down.
LLaVA-1.5-13B: Up.
BLIP-2-11B: Down.
InstructBLIP-13B: The moving direction is up.
mPLUG-Owl-2-7B: Answer: Up.
MiniGPT4-7B: The direction of the hand is not specified in 
the image or context.
LLaVA-1.5-7B: The hand is holding the jacket, and it is 
moving up.
InstructBLIP-7B: The moving direction is down.
Otter-7B: Down.
LLaVA-7B: The moving direction of your hand is down, as 
you are taking off your clothes.
Qwen-VL-Chat:  It is not possible to determine the moving 
direction of the hand based on the given context.
OpenFlamingo-7B: Up.
BLIP-2-6.7B: Up.

Question: What is the moving direction of my hand? Up or down?

Explanation: The person in the picture has his hand on the zipper of his jacket. However, 

whether he is pulling the zipper up or down is ambiguous.

Context 2: I am putting on my clothes.
Answer: Up.

GPT-4V: Given the context and the typical motions involved 
in dressing, they could be moving their hand in either 
direction, depending on whether they are starting to zip or 
finishing Up or down.
Gemini: If he wants to put on his clothes, he needs to pull 
the zipper up. So the moving direction of his hand is up. 
Answer: Up.
LLaVA-1.5-13B: Up.
BLIP-2-11B: Up. My hand is moving up.
InstructBLIP-13B: Up.
mPLUG-Owl-2-7B: Answer: Up.
MiniGPT4-7B: It is not possible to determine whether it is 
moving up or down.
LLaVA-1.5-7B: My hand is moving up.
InstructBLIP-7B: The moving direction of the hand in the 
image is down.
Otter-7B: Down.
LLaVA-7B: The moving direction of your hand is up, as you 
are putting on your clothes.
Qwen-VL-Chat: The answer to the question "What is the 
moving direction of my hand? Up or down?" cannot be 
determined.
OpenFlamingo-7B: Down.
BLIP-2-6.7B: Up.

Figure 7: More cases of category of temporal information.
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Context 1: I am a tourist from China.
Answer: Yes.

GPT-4V: Since you are a tourist from China, the number 14 
itself does not have as strong a cultural stigma as the 
number 4 alone, so it might not necessarily make you feel 
uncomfortable.
Gemini: In Chinese culture, the number 14 sounds similar 
to mean "will die for sure“, So this door number might 
make Chinese people feel uncomfortable.
LLaVA-1.5-13B: Yes.
BLIP-2-11B:  The door number is a number that is not in 
my native language.
InstructBLIP-13B: Yes.
mPLUG-Owl-2-7B: No.
MiniGPT4-7B: It is not possible to determine whether the 
door number would make the tourist feel uncomfortable 
based on the image and context..
LLaVA-1.5-7B: The building's location is not relevant to 
the tourist's feelings of comfort or discomfort.
InstructBLIP-7B: Yes.
Otter-7B: The correct answer should be: yes.
LLaVA-7B: Yes, in Chinese culture, the number 14 is 
considered unlucky.
Qwen-VL-Chat: No.
OpenFlamingo-7B: No.
BLIP-2-6.7B: No.

Question: Would this door number probably make me feel uncomfortable?

Explanation: The ambiguity of this picture lies in the cultural differences. For Chinese people, 

number 4 is not very auspicious, but many people in other countries do not avoid number 4.

Context 2: I'm a tourist from the United States.
Answer: No.

GPT-4V: Being a tourist from the United States, as the 
number 14 does not have the same cultural connotations of 
bad luck or superstition associated with it in the United 
States. No.
Gemini: In the United States, this door number would 
probably not make me feel uncomfortable..
LLaVA-1.5-13B: Yes.
BLIP-2-11B: The door number is a number that is not used 
in the United States.
InstructBLIP-13B: Yes.
mPLUG-Owl-2-7B: No, the door number 14 would not 
make me feel uncomfortable.
MiniGPT4-7B: It is likely that the door number would make 
the tourist feel uncomfortable.
LLaVA-1.5-7B: No.
InstructBLIP-7B: Yes.
Otter-7B: The answer provided is not appropriate to the 
question.
LLaVA-7B: Yes, the door number 14 might make me feel 
uncomfortable.
Qwen-VL-Chat: No, the door number 14 would not make 
me feel uncomfortable.
OpenFlamingo-7B: Yes.
BLIP-2-6.7B: No.

Context 1: My brother in the UK is celebrating his 
twentieth birthday here.
Answer: Yes.

GPT-4V: The brother's behavior of gambling at the age of 
twenty in the UK is legal.
Gemini: The legal age for gambling in the UK is 18. So it is 
legal for him to be in a casino. Yes.
LLaVA-1.5-13B: It is not possible to determine if the 
behavior of the people in the image is legal or not.
BLIP-2-11B: The answer: yes.
InstructBLIP-13B: No, it is not legal.
mPLUG-Owl-2-7B: The brother's behavior is legal.
MiniGPT4-7B: The image and context do not provide 
enough information to answer the question.
LLaVA-1.5-7B: Since my brother is in the UK and of legal 
age, it is likely that his behavior is legal.
InstructBLIP-7B: Yes.
Otter-7B: Depends on whether the game being played is 
legal in the country where it is taking place.
LLaVA-7B: It is not clear if the UK is one of them.
Qwen-VL-Chat: It would be necessary to look up the UK's 
gambling laws and regulations.
OpenFlamingo-7B: My brother's behavior is legal.
BLIP-2-6.7B: Yes, it is legal.

Question: Is my brother's behavior legal?

Explanation: The ambiguity of this picture lies in the differences in laws and regulations of 

different countries. For most states in America, only those over 21 years old can enter the 

casinos. In the UK, those over 18 years old can enter the casinos.

Context 2: My brother in America is celebrating his twentieth 
birthday here.
Answer: No.

GPT-4V: Based on the context and the provided image, if 
your brother is gambling at a casino in the United States at the 
age of 20, his behavior is likely illegal.
Gemini: The legal age for gambling in America is 21, so my 
brother's behavior is not legal. No.
LLaVA-1.5-13B: No.
BLIP-2-11B: The final answer: yes.
InstructBLIP-13B: No.
mPLUG-Owl-2-7B: Answer: No.
MiniGPT4-7B: It is important to check the local laws to 
determine whether the behavior is legal.
LLaVA-1.5-7B: Answer: No.
InstructBLIP-7B: It is best to consult with local authorities or 
legal experts to determine the answer.
Otter-7B: To determine if the game is legal it’s up to  the area 
where it takes place.
LLaVA-7B: To determine if his behavior is legal, one would 
need more information about the specific location.
Qwen-VL-Chat: It is not possible to determine whether my 
brother's behavior is legal or not.
OpenFlamingo-7B: My brother's behavior is legal.
BLIP-2-6.7B: Yes, it is legal.

Figure 8: More cases of category of cultural background.
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Context 1: It is May 6th today.
Answer: Yes.

GPT-4V: Yes, based on the \"Use by\" date of May 8th and 
today being May 6th, you can eat the box of meat.
Gemini: It is already May 6th, so the meat is past its \"Use 
By\" date. Therefore, it is not safe to eat the meat.\n\nNo.
LLaVA-1.5-13B: Yes.
BLIP-2-11B: The box of meat is expired. The answer: no.
InstructBLIP-13B: No, the box of meat is expired.
mPLUG-Owl-2-7B: Answer: Yes.
MiniGPT4-7B: Yes, you can eat the box of meat.
LLaVA-1.5-7B: Yes.
InstructBLIP-7B: No.
Otter-7B: The answer provided is not related to an image. 
Please provide an image or a context related to a image.
LLaVA-7B: Yes, you can eat the box of meat. The image 
shows a box of meat with a price tag on it, and the context 
indicates that it is May 6th. This suggests that the meat is 
fresh and ready for consumption.
Qwen-VL-Chat:  Therefore, it is recommended to check 
the quality of the meat before eating it.
OpenFlamingo-7B: No.
BLIP-2-6.7B: Yes, you can eat the box of meat..

Question: Can I eat the box of meat?

Explanation: The box of meat can be eaten before May 8. Whether I can eat it depends on the date 

today.

Context 2: It is May 9th today.
Answer: No.

GPT-4V: The box of meat is past its use-by date; therefore, it 
is not recommended to eat it.
Gemini: The \"Use By\" date on the package is May 8th, 
which has already passed. Therefore, it is not safe to eat the 
meat.\n\nNo.
LLaVA-1.5-13B: Yes.
BLIP-2-11B: The box of meat is expired. The answer: no.
InstructBLIP-13B: No, the box of meat is expired.
mPLUG-Owl-2-7B: No.
MiniGPT4-7B: Therefore, it is not clear whether the box of 
meat in the image is safe to eat.
LLaVA-1.5-7B: No.
InstructBLIP-7B: No, it is a packaging box.
Otter-7B: The answer provided is not appropriate to the 
question.
LLaVA-7B: Yes, you can eat the box of meat. The image 
shows a box of meat with a price tag, and the context indicates 
that it is May 9th today. This suggests that the meat is fresh 
and ready to be consumed.
Qwen-VL-Chat: Therefore, it is not safe to assume that the 
box of meat is still good to eat without further information.
OpenFlamingo-7B: Yes.
BLIP-2-6.7B: Yes, you can eat the box of meat.

Context 1: The cup is filled with hot water.
Answer: Yes.

GPT-4V: Since the child is actively pouring the hot water 
over themselves, the risk of injury from the heat is 
imminent.
Gemini: The cup is filled with hot water. The baby is taking 
a bath. The baby is not in danger.
LLaVA-1.5-13B: No.
BLIP-2-11B: The cup is filled with hot water. The person is 
a baby. The baby is playing with the water. The baby is not 
in danger. The answer: no.
InstructBLIP-13B: Yes, the person is in danger.
mPLUG-Owl-2-7B: Since the cup is filled with hot water, 
it is likely that the baby is in danger of being burned or 
scalded.\n\nAnswer: Yes, the person is in danger.
MiniGPT4-7B: No, the person is not in danger.
LLaVA-1.5-7B:  Answer: No
InstructBLIP-7B: No.
Otter-7B: The image does not indicate that the person is in 
danger.
LLaVA-7B: Yes, the person is in danger.
Qwen-VL-Chat: No, the person is not in danger. 
OpenFlamingo-7B: No.
BLIP-2-6.7B: No.

Question: Is the person in danger?

Explanation: The baby may get scalded if the cup was filled with hot water. However, it would 

be harmless if the cup was filled with cool water.

Context 2: The cup is filled with cold water.
Answer: No.

GPT-4V: The child does not appear to be in any danger that 
can be discerned from the image and the context 
provided.\n\nNo danger evident.
Gemini: The baby is taking a bath. The water is cold. The 
baby looks happy. So the baby is not in danger.
LLaVA-1.5-13B: No.
BLIP-2-11B: The person is playing with water. The water is 
cold. The person is not in danger. The answer: no.
InstructBLIP-13B: No, the person is not in danger.
mPLUG-Owl-2-7B: No, the person is not in danger.
MiniGPT4-7B: No, the person is not in danger.
LLaVA-1.5-7B: Answer: No.
InstructBLIP-7B: No.
Otter-7B: The image does not indicate that the person is in 
danger.
LLaVA-7B: Yes, the person is in danger. It is essential to 
ensure that the child is supervised and the water is placed in a 
safe location to prevent any potential hazards.
Qwen-VL-Chat: No, the person is not in danger.
OpenFlamingo-7B: The answer provided is not appropriate to 
the question.
BLIP-2-6.7B: No.

Figure 9: More cases of category of attributes.
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Context 1: Our principal insisted on delivering his speech in 
the rain.
Answer: Left.

GPT-4V: Therefore, based on the given context and the 
observable actions in the image, it makes sense to conclude 
that the principal is the person giving the speech on the 
left.The principal is standing on the left.
Gemini: The person who is not holding an umbrella is the 
principal, and he is standing on the left.
LLaVA-1.5-13B: Left.
BLIP-2-11B:  The principal is standing on the right.
InstructBLIP-13B: On the right.
mPLUG-Owl-2-7B: The man holding the umbrella is 
standing on the left side.
MiniGPT4-7B: The principal is standing on the left side of 
the image.
LLaVA-1.5-7B: Right.
InstructBLIP-7B: The principal is standing on the left.
Otter-7B: The principal is standing on both the left and the 
right.
LLaVA-7B: The principal is standing on the left side of the 
man holding the umbrella.
Qwen-VL-Chat: Based on the context provided, the 
principal is standing on the left.
OpenFlamingo-7B: The principal is standing on the left.
BLIP-2-6.7B: The principal is standing on the right.

Question: Is the principal standing on the left or on the right?

Explanation: We construct two scenarios. Models should determine whether the principal was 

standing on the left side or the right side accordingly.

Context 2: Our principal cared for his students. He sheltered 
the student who was giving his speech from the rain.
Answer: Right.

GPT-4V: The principal is standing on the right, holding the 
umbrella.
Gemini: So the principal is standing on the right.
LLaVA-1.5-13B: Left.
BLIP-2-11B: the left.
InstructBLIP-13B: The principal is standing on the right.
mPLUG-Owl-2-7B: The principal is standing on the left 
side of the image.
MiniGPT4-7B: The principal is standing on the left side of 
the image.
LLaVA-1.5-7B: The principal is standing on the right.
InstructBLIP-7B: The principal is standing on the left.
Otter-7B: The principal is standing on the right.
LLaVA-7B: The principal is standing on the left side of the 
student who is giving the speech.
Qwen-VL-Chat: Based on the context provided, the 
principal is standing on the right.
OpenFlamingo-7B: The principal is standing on the right.
BLIP-2-6.7B: The principal is standing on the right.

Context 1: My daughter was sitting on my lap. My friend 
said she was cute.
Answer: On the left.

GPT-4V:  Therefore, the friend would be the remaining 
adult, who is on the left from the photographer's 
perspective.The friend is on the left.
Gemini: The friend is on the right.
LLaVA-1.5-13B: Right.
BLIP-2-11B: The friend is on the left.
InstructBLIP-13B: The friend is on the right in the 
perspective of the photographer.
mPLUG-Owl-2-7B: The friend is on the right side of the 
perspective of the photographer.
MiniGPT4-7B: The friend is on the right in the perspective 
of the photographer.
LLaVA-1.5-7B: My friend is on the left in the perspective 
of the photographer.
InstructBLIP-7B: The friend on the left.
Otter-7B: The woman standing next to her is holding a 
coffee cup, and the child is sitting on her lap.
LLaVA-7B: My friend is on the right.
Qwen-VL-Chat: Therefore, we cannot determine the 
friend's location based on the given context alone.
OpenFlamingo-7B: My friend is on the left.
BLIP-2-6.7B: The photographer is on the left. 

Question: Is my friend on the left or on the right in the perspective of the photographer?

Explanation: We construct two scenarios. Models should determine whether my friend was on 

the left side or the right side accordingly.

Context 2: My friend said my daughter was cute. She let her 
sit on her lap and played with her.
Answer: On the right.

GPT-4V: The friend is on the right from the perspective of the 
photographer.
Gemini: The friend is on the right.
LLaVA-1.5-13B: Left.
BLIP-2-11B: The woman on the left is my daughter. The 
woman on the right is my friend.
InstructBLIP-13B: The friend is on the right in the 
perspective of the photographer.
mPLUG-Owl-2-7B: The friend is not visible in the image.
MiniGPT4-7B: The answer is that the woman holding the 
baby is on the left side of the image .
LLaVA-1.5-7B: My friend is on the left in the perspective of 
the photographer.
InstructBLIP-7B: The photographer is on the left of the 
image, as the woman on the left is sitting at the table with the 
baby.
Otter-7B: The friend is on the left.
LLaVA-7B: In the perspective of the photographer, the friend 
is on the right.
Qwen-VL-Chat: Therefore, the friend is on the left side.
OpenFlamingo-7B: My friend is on the left.
BLIP-2-6.7B: The photographer is on the left.

Figure 10: More cases of category of relationships.
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