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Abstract

Metaphors detection, as an important task in
the field of NLP, has been receiving sustained
academic attention in recent years. Current
researches focus supervised metaphors detec-
tion systems, which usually require large-scale,
high-quality labeled data support. The emerge
of large language models (e.g., ChatGPT) has
made many NLP tasks (e.g., automatic sum-
marization and dialogue systems) a qualita-
tive leap. However, it is worth noting that the
use of ChatGPT for unsupervised metaphors
detection is often challenged with less-than-
expected performance. Therefore, the aim of
our work is to explore how to bootstrap and
combine ChatGPT by detecting the most preva-
lent verb metaphors among metaphors. Our
approach first utilizes ChatGPT to obtain lit-
eral collocations of target verbs and subject-
object pairs of verbs in the text to be detected.
Subsequently, these literal collocations and
subject-object pairs are mapped to the same
set of topics, and finally the verb metaphors
are detected through the analysis of entail-
ment relations. The experimental results show
that our method achieves the best performance
on the unsupervised verb metaphors detection
task compared to existing unsupervised meth-
ods or direct prediction using ChatGPT. Our
code is available at https://github.com/VILAN-
Lab/Unsupervised-Metaphor-Detection.

1 Introduction

Metaphors are essentially mapping relationships be-
tween two different domains (Hesse, 1965; Lakoff
and Johnson, 2008). According to the conceptual
metaphor theory (Lakoff and Johnson, 2008), lin-
guistic metaphors derive from underlying concep-
tual metaphors that map a source concept to an-
other, more abstract, target concept.

Metaphors detection aims at modeling non-
literal expressions (e.g., metaphors and metonymy)
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and generating corresponding metaphorical anno-
tations. It is beneficial to many NLP tasks, e.g.,
information extraction (Tsvetkov et al., 2013), sen-
timent analysis (Cambria et al., 2017), and machine
translation (Babieno et al., 2022).

In past research, most metaphor detection meth-
ods primarily used supervised approaches (Song
et al., 2021; Zhang and Liu, 2023). Although these
methods achieved excellent performance on test
sets. However, they rely on well-labeled datasets.
High-quality labeled data is both time-consuming
and expensive, especially for metaphor samples.
In addition, current supervised metaphor detec-
tion methods suffer from low generalization perfor-
mance, impeding the efficacy of metaphor detec-
tion systems in practical applications.

To cope with the above problems, researchers
explored the unsupervised domain. Heintz et al.
(2013) constructed a topic list using latent derechter
allocation (LDA) (Blei et al., 2003). Shutova and
Sun (2013) constructed a clustering map. Gandy
et al. (2013) and Pramanick and Mitra (2018) in-
troduced lexical abstraction to study copular verbs
metaphor and real verbs metaphor, respectively.
However, these methods usually require complex
hand-coding rules. To simplify the methods, Mao
et al. (2018) and Shutova et al. (2016) used cosine
distance to determine whether subject-verb or verb-
object pairs belong to the same conceptual domain.
Nevertheless, these methods still rely on partially
manually labeled datasets.

With the development of large language mod-
els (LLMs), and in particular ChatGPT’s excellent
performance on zero-shot or few-shot NLP tasks
(Yoo et al., 2021; Meng et al., 2022), we are in-
spired to consider utilizing world knowledge of
ChatGPT to augment a metaphors detection sys-
tem. Given that verb metaphors occupy the broad-
est class of metaphors (Shutova and Teufel, 2010),
many supervised (Song et al., 2021) and unsuper-
vised methods (Mao et al., 2018; Shutova et al.,
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2016) focus on verbs, our work likewise concen-
trates on the verb part. We propose an unsupervised
verb metaphors detection method based on Chat-
GPT. First, we build a verb list that records the
literal meaning collocation of each verb. Then, we
introduce topical features that map the subject and
object of the target verb to one or more topical cat-
egories. Next, we analyze the subjects and objects
of the verbs to be detected in the input text and
map them to topical categories as well. Finally,
we detect verb metaphors through the analysis of
entailment relations. We test our model on the
VUAverb, MOH-X, and TroFi datasets, and the
results show that by bootstrapping and integrating
the implicit knowledge of ChatGPT, it can effec-
tively improve performance on the verb metaphors
detection task.

In summary, the main contributions of our work
are summarized as follows:

1. We are the first to introduce ChatGPT to the
verb metaphors detection task and do not need
to rely on tedious hand-coding rules or manu-
ally labeled data.

2. We use ChatGPT to generate a verb list that
provides reference information about the lit-
eral collocation of each verb. We introduced
topical features to map the target vocabulary
to more general concepts.

3. We compare our method with previous unsu-
pervised methods and direct use of the Chat-
GPT method. Experiments demonstrate that
our method achieves the best performance on
three datasets, VUAverb, TroFi and MOH-X.

4. We compare the proposed method with zero-
shot and few-shot sample generation methods.
These methods utilize ChatGPT to generate or
introduce examples to generate metaphorical
samples, which are subsequently fine-tuned
using a pre-trained model. Our approach sim-
ilarly achieves the best performance.

2 Related Work

To minimize the reliance on labeled data, re-
searchers have explored a lot on unsupervised meth-
ods. Karov and Edelman (1998) used a word sense
disambiguation (WSD) algorithm to cluster sen-
tences with target words, and then made metaphor
predictions based on the principle of distance be-
tween literal meanings of words. Shutova and Sun

(2013) also drew on the idea of clustering, and it
used the Gigaword corpus (Graff et al., 2003) with
noun-related of verb-noun combinations (grammat-
ical features) to cluster the 2000 common nouns of
the BNC. In this approach, the words to be detected
acquire knowledge information at a certain layer
in the clustering map, i.e., the nouns at that layer
are non-metaphorically related to the words to be
detected.

Mao et al. (2018) presented an approximately
unsupervised metaphors detection system. The sys-
tem selects the best alternative to the target word
by considering superlatives and synonyms in the
context. When the cosine distance between the
best alternative and the target word is greater than
a specific threshold, it is detectd as a literal mean-
ing. In addition, other studies (Shutova et al., 2016;
Pramanick and Mitra, 2018) have considered the co-
sine distance, although Pramanick and Mitra (2018)
did not use a priori labeled data to set the threshold,
instead it adopted a feature construction approach
using clustering for metaphorical judgments.

Some studies (Turney et al., 2011; Gandy et al.,
2013) explored the relationship between the ab-
straction degree of focus words and the expres-
sion of language metaphors. Turney et al. (2011)
used the abstraction degrees of nouns, proper
nouns, verbs and adverbs were first calculated, and
then logistic regression to learn high-dimensional
metaphoric features. Gandy et al. (2013) used
WordNet to generate n common collocations of the
words to be detected and sorted these collocations
according to the abstraction level. A metaphori-
cal relationship word is detectd as a metaphor if
it is not between the first £ most concrete words.
This idea is also reflected in the study of Krish-
nakumaran and Zhu (2007), which investigated
three metaphorical relations, Subject-be-Object,
Verb-Object and Adjective-Noun, and identified
metaphors by determining whether the two focal
words have a hyponymy relation.

Although the above methods have been effective
to a certain extent, there are still problems such
as complex parsing of metaphorical relationships,
cumbersome construction of hand-coded knowl-
edge, or reliance on manually labeled data. To
overcome these challenges, we attempt to introduce
generative language modeling into the metaphors
detection task. The main function of generative
language models is to generate natural language
text, which can be used for conversing with humans
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or performing text generation tasks. In previous
research, Wachowiak and Gromann (2023) used
GPT-3 for supervised metaphor generation. The
study first provided input text and target domain
information, and then utilized GPT-3 to predict
source domain information. This is a good attempt,
but still relies on labeled data. The difference is that
our study focuses on unsupervised method to ac-
quire implicit knowledge of ChatGPT through boot-
strapping and integration. Our approach achieves
significant performance gains in the unsupervised
metaphor detection task.

3 Method

We divide the proposed method into three parts:
definition of verb metaphors, topic mapping and
verb list.

3.1 Defining Verb Metaphors

Our study on verb metaphors is based on the theory
of selectional preference violation (SPV) (Wilks
etal., 2013). As an important concept in linguistics,
SPV reflects the relatedness and semantic compat-
ibility between lexical units. For example, in the
phrase "kill time", the verb "kill" is originally pre-
ferred to describe the behavior of animate objects,
but here it modifies the inanimate "time", so there
is a case of selectional preference violation.
Previous studies (Shutova et al., 2012, 2016) usu-
ally categorized verb-metaphor relations into two
main types, i.e., Subject-Verb (SV) pair and Verb-
Object (VO) pair. For example, in the sentence "He
planted good ideas in their minds.", "ideas" is the
object of the verb, and the verb "planted" forms
a VO pair with "ideas", while the subject of the
target verb "planted" is "he", which forms an SV
pair. To capture the metaphorical relations of verb
pair more comprehensively, we consider both SV
pair and VO pair. We consider the target verb to be
non-metaphorical only if both sub-relations exhibit
literal meaning relations. Other studies (Krishnaku-
maran and Zhu, 2007; Gandy et al., 2013) have also
introduced Subject-be-Object (SbeO) relations. For
example, in the sentence "Her love is a warm blan-
ket on a cold night.", "love" is metaphorized as
a warm blanket. In this structure, the verb "is"
connects two focus words, "love" and "blanket".
However, it should be noted that "is" as an aux-
iliary verb does not have an independent lexical
meaning by itself, and it needs to be combined
with other verbs. Therefore, when judging the

metaphor of SbeO structures, it is necessary to con-
sider whether there is an entailment relationship
between the subject or object. This is relatively
similar to the Adjective-Noun (AN) relationship
(Pramanick and Mitra, 2018), e.g., the SbeO struc-
ture "love is warm" with the AN structure "warm
love". Therefore, we categorize SbeO relations in
the same category as AN pairs instead of including
them in verb metaphors.

3.2 Topic Mapping

Metaphorical relationships originated from concep-
tual mappings in different domains (Lakoff and
Johnson, 2008). Inspired by it, we introduce the
concept of topic, which can be viewed as broader
and abstract concepts to correspond to domains
in metaphors. Consider an example of a verb
metaphors using the Oxford topics, the verb "guz-
zle" is often used with the subjects "baby" and the
objects "milk". However, in the sentence "The car
guzzled down the gasoline.", the subject and object
of the target verb "guzzled" are "car" and "gaso-
line", respectively. This leads to the selectional
preference violation. In addition, since "bus" or
"taxi" belongs to the same topic "Transport by car
or lorry" as "car". Therefore, replacing the subject
of the above example sentence with "bus" or "taxi"
also constitutes a metaphorical expression.

Subject(Topic) Object(Topic)
person Food or meals
(people) (Cooking and eating)
Children Snacks

(Life stages) (Cooking and eating)
Adults Meat

(Life stages) (Food)

diners Vegetables

(Cooking and eating) (Food)

Table 1: The subject and object of the verb "eat" are
literally paired, with the corresponding Oxford topics
category indicated in parentheses.

We introduce three kinds of topics, namely
Oxford topics, WordNet topics, and LDA topics.
These three topic categories are set up in line with
both the SPV (Wilks et al., 2013) and the abstract-
ness principle (Turney et al., 2011; Gandy et al.,
2013). The principle of abstraction holds that focus
words under the same topic usually have similar
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or close levels of abstraction. For example, in the
example in the Oxford topics, "Anger", "Fear" and
"Happiness" all belong to the "People-Feelings"
topical category, and these words have similar lev-
els of abstraction. However, it is important to
note that, since a single word may have more than
one denotation, the word may correspond to more
than one different Oxford topics. The LDA topics
(Heintz et al., 2013) were derived from a category
list containing 60 topics. The method first used
the LDA (Blei et al., 2003) model to capture a va-
riety of candidate topics from WiKipedia. Then,
based on the metaphorical information contained
in the input corpus, the topics with high relevance
to metaphorical relations were selected as the final
metaphorical topics, and they were summarized
into 60 different topic categories. The constructed
topics would be categorized according to the order
of similarity in WordNet from high to low for the
central words.

Similar to the infix relation (Krishnakumaran
and Zhu, 2007), we introduce the set of superla-
tives and synonyms in WordNet (Kilgarriff, 2000)
as a third topic (WordNet topics). In WordNet,
superordinates are defined as semantically more
general or abstract words, while synonyms denote
words with similar or identical meanings that can
provide complementary information. Since both
superlatives and synonyms are considered, each
central word in a WordNet topics contains all syn-
onyms and superlatives compared to LDA topics
that select one or more topics by similarity.

3.3 Construction of Verb Lists

Supervised models tend to exhibit a sharp drop in
performance in new domains (See Appendix 12
for experimental validation), revealing the problem
of domain bias. Domain bias indicates that the
metaphorical dataset is different from the actual ap-
plication environment. Therefore, models trained
on traditional datasets may be difficult to adapt to
real-world application scenarios.

To address this challenge, we construct a verb
literal meaning collocation list that requires no addi-
tional training and can be applied to detect samples
with different distributions. The verb list requires
no additional training and can be applied to detect
samples with different distributions. For the con-
struction of verb list, we used GPT-3.5 Turbo (here-
after Turbo) to generate literal or non-metaphorical
collocations of verbs. Turbo is a lightweight text

generation model developed by OpenAl that can
be adapted to a variety of use cases through fine-
tuning. First, we use the Turbo to generate subject
and object collocations for the target verbs (See Ap-
pendix §13.1 for details of prompt design). Then,
SV and VO pairs are extracted respectively by reg-
ular expressions and stored as a list. Noting that
each target verb corresponds to two lists (i.e., the
subject list and the object list), which do not cor-
respond to each other. Next, we map the subject
and object contents of the lists to one or more top-
ics (see §3.2 for details), and the same topics for
the same verb will be merged. Table 1 shows the
Oxford topics information for the verb "eat". In
the list, both "Children" and "Adult" belong to the
topical category "Life stages”, so they are merged
into the same category. Similarly, the object con-
tent of "Food and meals", "Snacks", "Meat" and
"Vegetables" are categorized respectively.

3.4 Method Implementation Details

The details are in the Algorithm 1. First, we build
a list of containing verbs D as described in §3.3.
Verb lists is in the form of a dictionary, where each
particular verb is used as an indexing keyword,
and the corresponding subject or object is stored
in the form of a list, labeled as S,, and O,,, re-
spectively. To perform metaphors detection, the
input text needs to be processed first. Similar to
the manipulation of verb lists, we will extract the
subject and object in each input text. In previous
studies, researchers (Wilks et al., 2013; Shutova
et al., 2016; Gandy et al., 2013) usually used the
stanford dependency parser to extract SV and VO
pairs of metaphorical relations, while Krishnaku-
maran and Zhu (2007) employed PCFG (Klein and
Manning, 2003) for grammatical parsing. How-
ever, these approaches usually require the specifica-
tion of complex rules to take into account complex
grammatical structures such as inversions, implied
subjects or objects, and subordinate clauses. There-
fore, we use the ChatGPT3.5-Turbo to generate the
SV or VO pair (see Appendix §13.2 for details of
the prompt design). We then use regular expres-
sions to parse the results generated by Turbo and
store them as a list. If the generated pairs contain
pronouns or named entities, we first obtain their
basic meanings in the Oxford dictionary. For exam-
ple, "it" corresponds to "used to refer to an animal
or a thing that has already been mentioned or that
is being talked about now". In this case, we usually
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Algorithm 1 Metaphors Detection

Require: D: Dictionary of verb forms

Require:

Require:

Require:

Require: w,,: Target verb in sentence n

Require: 7,: Index of the target verb in sentence n
1: for nin N do

Sw: List of literal or non-metaphorical subject topics for each target verb
O, List of literal or non-metaphorical object topics for each target verb
N Input corpus containing sentences with target verbs

> Retrieve subject topics
> Retrieve object topics

> Is subject literal?
> Is object literal?

> Metaphor detected

> No metaphor

2: Sw,, < D[w,][0]

3: O, < D]wy][1]

4: Extract the subject and object from the sentence at index i,,.
5: subj_nouns < get_top_k_noun(subject)

6: obj_nouns < get_top_k_noun(object)

7: subj_topics < get_topics_from_oxford(subj_nouns)
8: obj_topics < get_topics_from_oxford(obj_nouns)
9: if_sub_literal <— subj_topics € Sy,

10: if_ob_literal <— obj_topics € O,,,

11: if —(if_sub_literal A if_ob_literal) then

12: if_metaphor < True

13: else

14: if_metaphor < False

15: end if

16: end for

choose the first 3 nouns as the center words of "it",
such as "animal" and "thing".

Since the subjects and objects in the SV or VO
pair output by the model are usually presented
as phrases, we will select the first £ nouns in
the phrases as the center words of the subjects
or objects and notate them as "subj_nouns" and
"obj_nouns", respectively. Then, depending on
the lexical meaning of these center words, we
map them to one or more topics, denoted as
"subj_topics" and "obj_topics", respectively. For
example, in the sentence "He was detained on June
23, and for two weeks he was regularly assaulted by
South African police", the subject of the sentence is
"South African police". We extract the first £ nouns
as the center word, i.e., "police" (k = 1). Accord-
ing to the lexical meaning, we map "police" to the
Oxford topic "Law and justice". Finally, we make
metaphorical judgments based on the relationship
between the parsed topics and the reference topics
in the verb list.

4 Experiments

4.1 Test Datasets

VUAverb. The vu amsterdam metaphor corpus
(Steen et al., 2010) metaphorically annotates each

lexical unit from a subset of the british national cor-
pus (Edition et al.). The annotation was done with
high inter-annotator agreement and a Kappa value
greater than 0.8. The VUAverb is a verb part ex-
tracted from the VUA. We used the test set reported
in the metaphors detection shared task (Leong et al.,
2018, 2020) in our experiments. The test set con-
tains 5,873 samples.

TroFi. The TroFi dataset (Birke and Sarkar, 2006)
is derived from the wall street journal corpus (Char-
niak et al., 2000). In the original TroFi dataset, each
sample is annotated with one of three labels: L (lit-
eral), N (non-literal), or U (unannotated). We used
the (Leong et al., 2018, 2020) version of the TroFi
dataset, which includes literal and metaphorical us-
age of 50 English verbs, totaling 3,717 samples, as
examples of verb metaphors.

MOH-X. The MOH dataset (Mohammad et al.,
2016)was labeled metaphorically through a crowd-
sourcing platform for sentences. To ensure the
quality of the annotation of the dataset, Moham-
mad et al. (2016) adopted the principle of 70%
annotation consistency. We considered the subset
of verbs in the MOH dataset, MOH-X (Shutova
et al., 2016). The dataset ultimately contains 647
pairs of verb-noun combinations of which 316 pairs
are metaphorical and 331 pairs are literal.
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VUAverb TroFi MOX-H
Models

Acc. Pre. Rec. F1 Acc. Pre. Rec. F1 Acc. Pre. Rec. Fl1

Concrete-Abstract 44.7 31.3 663 425 51.6 463 699 557 555 533 67.0 593
WORDCOS 38.3 315 88.0 464 462 442 89.8 59.2 464 474 90.7 623
SIM-CBOW 38.0 31.6 89.5 46.7 449 43.8 939 59.7 48.6 48.6 946 64.2
GPT-3.5 Turbo 652 334 148 20.5 587 642 114 193 60.1 913 200 328
Ours (llama2) 30.6 30.1 97.8 46.1 439 43.6 986 60.5 50.1 494 975 65.6
Ours (turbo) 454 34.6 90.3 50.0 458 442 937 60.1 612 56.1 933 70.1

Table 2: Comparison with the baseline models. Both SIM-CBOW and WORDCOS are encoded using CBOW and
word distances are computed with cosine similarity. Concrete-Abstract introduces lexical specificity. Our approach
uses llama2 or GPT-3.5 Turbo to construct verb list and then adopts the Oxford Dictionary as a topic mapping tool.

VUAverb TroFi MOX-H
Models
Acc. Pre. Rec. F1 Acc. Pre. Rec. F1 Acc. Pre. Rec. Fl1
DG (zero-shot) 61.1 78.5 319 453 59.7 579 27.1 370 71.1 56.2 189 283
EPE (few-shot) 69.7 49.8 56.7 53.0 57.1 50.6 688 583 60.1 625 53.1 574
Ours (turbo) 454 346 903 50.0 458 442 937 60.1 612 56.1 933 70.1

Table 3: Comparison with the sample generation methods. As with our approach, both the Direct Generation (DG)
and Example Prompt Enhancement (EPE) methods use ChatGPT 3.5 Turbo. EPE gives an example of manual
annotation for both the given verb and the label (metaphorical or literal).

4.2 Experimental Setup

Experiment 1. Experiment 1 demonstrates the
performance of our unsupervised approach. We
chose three baseline models (Mao et al., 2018;
Shutova et al., 2016; Turney et al., 2011) for the
previous unsupervised methods. For the LLMs,
we used both LLaMA and ChatGPT-3.5 Turbo for
constructing verb list. Finally, we will use GPT-3.5
Turbo directly as a control.

In the unsupervised approach, Mao et al. (2018)
introduced synonyms and superlatives in WordNet,
calculated the best match by cosine similarity, and
then determined whether there is a metaphor or not
by the similarity between the matching word and
the target word. We use the pre-trained version of
CBOW (Mikolov et al., 2013) in 100 dimensions
on Wikipedia and Gigaword corpus'. If the simi-
larity between either target word and the subject
or object is greater than 0, it is determined to be
a metaphor. Shutova et al. (2016) also used co-
sine similarity, but only considered the similarity
between the verb and the subject or object. We
use the same pre-trained model of CBOW. Again,
similarity greater than O is judged as metaphorical.
Turney et al. (2011) adopted abstraction degree for

"https://huggingface.co/fse/glove-wiki-gigaword-100

metaphorical judgment, which assumes that rela-
tively abstract words paired with relatively concrete
words produce metaphors. We use the abstraction
degree (Brysbaert et al., 2014) to determine SO and
VO pairs with relatively abstract relationships as
metaphors (a rating difference greater than 0.5 is
recognized as relatively abstract relationship). To
ensure a fair comparison, we use the SO and VO
pairs extracted by ChatGPT as the pre-positioned
subject and object of the target word in context.
Experiment 2. Experiment 2 compares our un-
supervised method with the zero-shot or few-shot
sample generation methods designed by us. The
sample generation methods first uses ChatGPT to
generate metaphor samples (See Appendix §14 for
the specific prompts used), and then fine-tuned us-
ing a pre-trained model. Specifically, we employ
two different prompts: one is direct generation
(DG) and the other is example prompt enhancement
(EPE). EPE provides a manually labeled example
for each sample given the verb and label (metaphor-
ical or literal). Labeled data from the VUAverb
training set was randomly selected as examples for
EPE. The samples generated by both DG and EPE
were fine-tuned using RoOBERTa-large.
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Models TroFi MOX-H
Acc. Pre. Rec. F1 Acc. Pre. Rec. F1

WordNet_Topic 460 96.8 446 61.0 53.6 90.1 514 654
WordNet_Topic_k 46.2 959 445 60.6 54.1 88.6 51.7 653
LDA _Topic 459 914 442 59.6 512 940 500 653
LDA_Topic_k 445 969 439 604 522 929 503 653
Oxford_Topic 470 904 446 598 629 867 58.1 69.6
Oxford_Topic_k 458 937 442 60.1 612 933 56.1 70.1

Table 4: Performance comparison on MOH-X and TroFi datasets using different topic mappings. The Word-
Net_Topic, LDA_Topic, and Oxford_Topic represent three different topics, respectively. The ones ending with "k"
indicate that the first 3 nouns are extracted as the center nouns, while the ones without "k" indicate that first 1 noun

is extracted.

5 Results and Discussion

Experiment 1. From the results in Table 2, all
our methods achieve the best performance. On the
three datasets, our methods improves 29.5%, 40.8%
and 37.3% on the core metric F1 compared to GPT-
3.5 Turbo, respectively. This suggests that the sur-
face knowledge generated by bootstrapping and
combining GPT can significantly improve GPT’s
performance in detecting verb metaphors. In addi-
tion, compared with unsupervised strong baseline
(SIM-CBOW), our method improves the perfor-
mance on the three datasets by 3.3%, 0.8% and
5.9%, respectively. This demonstrates the supe-
riority of our unsupervised approach. However,
compared to the TroFi and MOH-X datasets, all
methods perform poorly on VUAverb. The pos-
sible reason for this is that VUAverb (989 verbs)
contains a larger and wider range of verb types
compared to TroFi (68 verbs) and MOH-X (215
verbs), which requires unsupervised methods to
explore more knowledge. For example, in our ap-
proach, the verb list needs to expand the verb types
to 989, and each verb needs to guide ChatGPT to
generate the corresponding literal collocation. The
above approach introduces noise while increasing
the coverage of the verb list.

Experiment 2. The results of comparing with
the sample generation methods are shown in Table
3. There is still a gap between the performance
of EPE and our unsupervised method on MOH-
X and TroFi. Our unsupervised method obtains
a 12.7% performance improvement on MOH-X,
which further proves the superiority of our method.
In addition, our unsupervised method is slightly
lower than EPE (3%) since the labeling examples
used in the EPE method are derived from VUAverb.

6 Topic Experiment

We examined the impact of the three topic map-
pings introduced in §3.2 on model performance.
For WordNet topics, we use the NLTK library in
Python to extract the superlatives and synonyms of
the central noun, and then combine all of them into
the WordNet topics set corresponding to the target
verb. For LDA topics, we use WUPS (Shet et al.,
2012) to calculate the similarity between the central
noun and the 60 LDA topics words, and classify
them into one or more LDA topics based on the
similarity. For Oxford topics, we first access the
Oxford lexicon for pronoun disambiguation and
named entity conversion, and then convert them
into one or more topic categories corresponding to
the Oxford lexicon.

Specifically, we first parse the input text to ex-
tract the subject and object corresponding to the
target verb. We select by default the first £ nouns
as the subject content to be converted (k is a hy-
perparameter). We consider the case of extracting
1 or 3 central nouns. Specific topic types include
WordNet_Topic, WordNet_Topic_k, LDA_Topic,
LDA_Topic_k, Oxford_Topic, Oxford_Topic_k,
where k£ means extracting the first k nouns as the
center nouns.

As shown in Table 4, the three topic types per-
formed relatively close to each other on the TroFi
dataset, with the WordNet topics achieving the best
performance with an F1 score of 61.0%. On the
MOX dataset, the WordNet topics and the LDA top-
ics perform similarly, while the best performance
is obtained using the Oxford Dictionary topic, with
an F1 score of 70.1%, which is 4.8% higher than
the other two topics. Regarding the hyperparame-
ter k, we observed that setting k& to 1 or 3 did not
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have a significant performance difference between
the two datasets when using either the WordNet
topics or the LDA topics. However, setting k to
3 slightly improves the performance when using
the Oxford topics. This may be due to the fact that
there is polysemy in Oxford topics, i.e., different
noun meanings correspond to multiple topic infor-
mation, which extends the scope of the verb list to
cover literal topics.

7 Hyper-parameter Experiment

To balance the set size with the metaphors detec-
tion accuracy when introducing topic sets, we in-
troduce two additional hyperparameters for control.
Specifically, k; represents the number of literal or
non-metaphorical collocations selected from the
verb list, while ko denotes the number of topics
that may be covered by the subject and object cor-
responding to the target verb. Larger values of
k1 imply that the model’s predictions cover more
literal-meaning collocations of verbs, while larger
values of ko indicate that more meanings of the
subject- or object-centered words are used in the
metaphorical relations parsed in the text.

In this regard, the hyper-parameter experiment
aims to explore the effect of two hyper-parameters,
k1 and k2, on the model metaphor detection per-
formance. Considering the results of the previous
topic experiment, we find that Oxford_Topic_k,
which extracts 3 central nouns, performs better
relative to Oxford_Topic_k, which extracts 1 cen-
tral word. Moreover, when only 1 central noun
is extracted, there are relatively fewer topic types
(which depends on the number of different mean-
ings of that central noun). Specifically, the hyper-
parameter experiment will fix the hyper-parameter
of the center word as k£ = 3, while setting the value
range of k; and k3 between 1 and 9. In addition,
the experiments will be conducted on the MOH-X.

Detailed results can be found in Figure 1. On
the one hand, the model performance improves as
the value of the hyperparameter k; increases. This
can be attributed to the fact that increasing k; intro-
duces more literal collocations from the verb list.
As a result, the model is more capable of detect-
ing the non-metaphorical content associated with a
particular verb and reduces misclassification. On
the other hand, the performance peaks when the
hyperparameter ks is set to 3. However, when con-
tinuing to increase the value of k9, the model’s per-
formance in detecting metaphors decreases instead.

0.700

0.695

0.690

0.685

0.680

9102ST4

0.675

0.670

0.665

Figure 1: Effect of parameters k1, k2 on model per-
formance, where k; represents the number of literal or
non-metaphorical collocations selected from the verb
list and ko denotes the number of topics that may be
covered by the subject and object corresponding to the
target verb.

This suggests that considering multiple meanings
of the central word may introduce metaphorical
information or redundant topics. Thus, our exper-
imental results emphasize the need to weigh the
model performance and the impact of topic intro-
duction when choosing the value of k.

8 Conclusion

We present a novel approach aimed at improving
the performance of unsupervised verb metaphors
detection task using ChatGPT. This approach does
not rely on hand-coded knowledge or manually la-
beled datasets. First, we construct a literal meaning
collocation lookup list for each target verb. When
parsing the input text, we pay special attention to
the subjects and objects corresponding to the verbs
to be detected. We introduced a variety of topics,
including WordNet topics, LDA topics, and Oxford
topics. By comparing the relationship between sub-
ject and object topics in the input text and the verb
topics in the verb list, we determine whether the
text contains metaphorical expressions. The results
show that by delicately combining and directing
the world knowledge, we are able to significantly
improve the performance of ChatGPT in the verb
metaphors detection task.

9 Limitations

We introduce a verb list containing literal subject-
verb and verb-object collocations for each target
vocabulary. However, the literal collocations gener-
ated using ChatGPT are not always comprehensive,
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which leads to some literal samples being incor-
rectly categorized as metaphorical usage. In addi-
tion, due to varying syntactic structures, when ana-
lyzing subject-verb-object relations in input texts
using ChatGPT, there may be parsing errors or
structures that are not present, which also affects
the performance of the overall method. In future
work, we would like to investigate more powerful
generative models or natural language parsing tools
to improve the coverage of literal collocations in
verb lists or to improve the accuracy of parsing
subject-verb-object relations of input texts.

10 Ethics Statement

Metaphor, as a linguistic phenomenon that conveys
implicit semantics, is capable of concretizing ab-
stract concepts or enriching substantive concepts.
This makes it possible for metaphors to be used as
a tool for communicating political positions and
gaining voter support in the political domain. How-
ever, our proposed zero-shot metaphors detection
approach can also be used to identify metaphorical
expressions and address the above issues from a
governance perspective. In addition, we advocate
the inclusion of tasks related to metaphors detec-
tion and generation, especially the application of
ChatGPT to downstream metaphor applications,
into the Al ethical code.
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12 Appendix A

Current supervised metaphor detection methods
suffer from generalizability problems, and two ex-
periments are given in this section to prove this
conclusion.

12.1 Manual Evaluation Experiment

First, we give the manual evaluation of different
categories of samples. The assessment metrics in-
clude clarity, relevance, and diversity, and each
metric is rated on a scale of 1 to 5.

Methods Clarity Relevance Diversity
CA 3.946 3.73 3.93
DG 4.519 3.93 3.584
EPE 4411 3.389 3.643

Table 5: Manual evaluation. Clarity: the comprehen-
sibility of the sample. Relevance: whether the labeled
categories match actual usage. Diversity: whether the
same panel sample contains more and more diverse in-
formation. CA: crowdsourced annotations; DG: direct
generation; EPE: example-based prompt.

Relevance indicates whether the labeled category
matches the actual usage. Linking the results of Ex-
periment 2 (Table 3). Although EPE is lower than
DG in relevance (e.g., EPE 3.389 vs. DG 3.93),
EPE performs much better than DG on the test
set (e.g., on F1, EPE 58.3 vs. DG 37.0 on TroFi).
Again, similar results can be found in EPE and CA.
This suggests, on the one hand, that metaphor com-
prehensibility or labeling accuracy is not sufficient
to determine the quality of a metaphor sample. On
the other hand, current metaphor detection methods
seem to learn only a certain distribution and ignore
the understanding of the nature of metaphors.

12.2 Zero-shot Experiment

We designed two zero-shot (ZS) experiments,
VUA20->TroFi and VUA20->MOH-X.

Models TroFi MOH-X
Pre. Rec. F1 Pre. Rec. F1
RoBERTa 53.6 70.1 60.7 80.6 77.7 78.7

DeepMet 53.7 729 61.7 799 76.5 779
MelBERT 53.4 74.1 62.0 79.3 79.7 79.2

Table 6: Zero-shot performance from VUA20 to TroFi
and from VUA20 to MOH-X.

From the experimental results, it can be found
that the performance of ZS drops drastically com-
pared to supervised learning (e.g., on MelBERT
and F1, ZS 62.0 vs. SL 72.2 on TroFi). Thus, this
experiment also demonstrates that current super-
vised metaphor detection suffers from generaliz-
ability problems.

13 Appendix B

The main purpose of this section is to detail how
LLaMA?2 or GPT3.5-Turbo can be utilized to ob-
tain literal collocations of verbs, as well as to obtain
the required prompt for subject and object pairs in
the input text.

13.1 Analyzing Literal Collocations

For verb literal collocation parsing, we assume that
the target verb is wyi. We do this by making a
request to LLaMA2 or GPT3.5-Turbo to generate
all possible literal collocations of wy, including
both subject-predicate and predicate-object parts.
We explicitly labeled the desired output format at
the end of the request:

Please provide as many subject and object topic
categories as possible that are paired with the
verb ’wy’ in non metaphorical or literal usage.
The format is: Subject Categories:

1.

2.

Object Categories:

1.

2.

13.2 Analyze Subject-Object Pairs

For subject-object parsing of the input text, we
consider a specific target verb wy, whose corre-
sponding context is .S, and the position of the verb
wy, in the context is indicated by the index k. We
make a request to GPT3.5-Turbo to generate the
subject and object corresponding to the verb wy
in the context. Again, we explicitly labeled the
desired output format at the end of the request:

For the sentence ’S’. Give the subject and ob-
ject of the verb "wy’ located in ’k’ in order of
format. For example,

subject:

object:
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14 Appendix C

This section presents the prompts used in the
ChatGPT-based Direct Generation (DG) and Ex-
ample Prompt Enhancement (EPE) methods in Ex-
periment 2. n represents the number of samples
to be generated, and this number is related to the

distribution of the VUAverb training set. wjy rep-

resents the target word. Based on the specified
label (metaphorical or literal), ChatGPT is guided
to generate the context of the word to reflect its
metaphorical or non-metaphorical usage. In EPE,
additional examples (randomly selected from the
VUAverb training set) are required for each target

word wy, and specified label.

DG:

Generate n metaphorical sentences of different
styles based on the given verb. Each sentence
must contain the given verb and be output after
s-1 to s-n respectively.

verb: wy

s-1:

EPE:

Generate n metaphorical sentences of different
styles based on the given verb, imitating the
example. Each generated sentence is to contain
the given verb and is to be output after s-1 to
s-n respectively.

verb: wy

example: example

s-1:
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