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Abstract

Recent advancements in large language models
have influenced the development of video large
multimodal models (VLMMs). Previous ap-
proaches for VLMMs involve Supervised Fine-
Tuning (SFT) with instruction-tuned datasets,
integrating LLM with visual encoders, and
additional learnable parameters. Here, align-
ing video with text, and vice versa, remains
a challenge, primarily due to the insufficient
quality and quantity of multimodal instruction-
tune data compared to that of text-only. This
discrepancy often results in alignments that
poorly ground the video content. To address
this, we present a novel alignment strategy
that employs a multimodal Al system equipped
with Reinforcement Learning from Al Feed-
back (RLAIF), providing self-preference feed-
back to refine itself and facilitating the align-
ment of video and text modalities. Our ap-
proach uniquely integrates detailed video de-
scriptions as context into a multimodal Al sys-
tem during preference feedback generation to
enrich the understanding of video content, a
process we call context-aware reward modeling.
Empirical evaluations on various video bench-
marks demonstrate that our VLM-RLAIF out-
performs existing approaches, including the
SFT model. We commit to open-sourcing our
code, models, and datasets to foster further
research in this area. https://github.com/
yonseivnl/vim-rlaif

1 Introduction

Large language models (LLMs) are advancing
many language and multimodal Al tasks, including
those involved with video large multimodal mod-
els (VLMMs) (Li et al., 2023b; Muhammad Maaz
and Khan, 2023; Lin et al., 2023). Extending the
logical reasoning and advanced cognitive capabil-
ities of LLMs to the visual domain, VLMMs are
now remarkably proficient in tasks such as video
understanding (Li et al., 2023b), video question an-
swering (Ko et al., 2023) and instruction-following
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Figure 1: Quantitative comparison of VLMMs on var-
ious video benchmarks. The video question answering
(VQA) task is marked in purple, video-based generative
task in blue, the text-to-video (T2V) retrieval task in
violet and the action recognition (AR) task in

color. VLM-RLALIF achieves superior performances
on a broad range of video benchmarks compared to
previous approaches, including VLM-SFT. Compre-
hensive comparisons are provided in Tables 1, 2 and 3.

tasks (Muhammad Maaz and Khan, 2023; Luo
et al., 2023). These models include publicly avail-
able LLMs (Touvron et al., 2023; Chiang et al.,
2023; Taori et al., 2023) with visual encoders and
additional learnable parameters (Hu et al., 2022;
Liu et al., 2023b; Li et al., 2023a). To adapt LLMs
to the video modality, thus improving their ability
to interpret visual content, they all undergo a su-
pervised fine-tuning (SFT) stage using multimodal
instruction-tune data (Luo et al., 2023; Muham-
mad Maaz and Khan, 2023; Li et al., 2023b).
However, multimodal alignment between video
and text faces a significant challenge of deficiency
in volume and quality of multimodal instruction-
tune data compared to text-only data; text-only
data are typically abundant and diverse, while mul-
timodal data are often limited in both quantity and
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Figure 2: Illustration of the proposed VLM-RLAIF. An LLM tuned with video-text instruction-following data,
i.e., multimodal SFT model, often produces responses that are not temporally and visually grounded to the video
input, as depicted in red color. We propose a method that involves using the VLMM to supervise itself by providing
self-preference feedback of generated responses using reward model, refining itself and facilitating the alignment of

video and text modalities.

comprehensiveness (Wei et al., 2021; Liu et al.,
2023a). This often leads the VLMMs to generate
responses that are not properly grounded in the
visual content, as illustrated by the SFT model re-
sponses in Fig. 2.

To address the issue of VLMMs producing inad-
equately grounded response, we propose a novel
method to align video with text that involves using
the VLMM to supervise itself by providing prefer-
ence feedback of generated responses, as shown in
Fig. 2. Specifically, we propose to use Reinforce-
ment Learning from Al Feedback (RLAIF) (Bai
et al., 2022; Lee et al., 2023) for multimodal align-
ment. Unlike the Reinforcement Learning with Hu-
man Feedback (RLHF), which has been successful
in aligning text-only or image-text based Al agents
with human intentions (Ouyang et al., 2022; Sun
et al., 2023a; Yu et al., 2023), the RLAIF allows
for scalable oversight with minimal human inter-
vention. In particular, we improve Al feedback
by leveraging detailed video descriptions as a con-
text during the generation of preference feedback,
focusing on improved clarity in video content, a
process we refer to as context-aware reward mod-
eling (Sec. 3.1). In addition, to compensate for
the limited multimodal instruction-tune data for
training the SFT, we augment it with a human-
labeled video question answering and an object-
centric multimodal instruction-tune dataset. Fur-
ther, to effectively utilize this expanded dataset, we
propose a simple curriculum training strategy for
enhancing the alignment between video and text
modality (Sec. 3.2).

We call our proposed framework of training an
VLMM with Al feedback as Video Large Multi-
modal model with RLAIF or VLM-RLAIF for
short. Our empirical studies show that our aligned
VLM-RLAIF exhibits superior performance com-

pared to state-of-the-art VLMMs across a wide
array of video benchmarks, as illustrated in Fig. 1.

We summarize our contributions as follows:

* We propose a novel alignment method for
video large multimodal models (VLMMs), uti-
lizing Reinforcement Learning from Al feed-
back (RLAIF) to align video-text modalities
effectively.

* We enhance AI’s feedback by proposing
context-aware reward modeling, focusing on
improved clarity and comprehension in video.

* We enrich the SFT model’s training by intro-
ducing additional instruction-tune data and
applying a simple curriculum strategy.

* We demonstrate the effectiveness of our pro-
posed VLM-RLAIF on various video under-
standing benchmarks by a noticeable margin.

2 Related Work

Multimodal large model. Recently, there have
been significant advances for LLMs to go beyond
natural language understanding, extending into the
realm of multimodal comprehension. The goal is
to develop LLMs capable of understanding various
modalities, e.g., image (Liu et al., 2023a), video (Li
et al., 2023b; Lin et al., 2023), 3D point-cloud (Guo
et al., 2023) and etc.

To make the LLMs multimodal, most of the work
utilize a pretrained encoder, such as CLIP (Radford
et al., 2021a), Q-former (Li et al., 2022) or Image-
Bind (Girdhar et al., 2023), to extract each modal-
ity’s representations from data. These representa-
tions are then projected into the token embedding
space of the language model. Then, the models
undergo supervised fine-tuning (SFT) with syn-
thetically generated, modality-specific instruction-
following datasets. These approaches, adopted
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in LLaVA (Liu et al., 2023a), Video-LLaVA (Lin
et al., 2023) or Point-LLM (Guo et al., 2023), fa-
cilitate the development of proficient conversations
grounded in additional modality.

Reinforcement learning from feedback. To op-
erate the model safely and in accordance with hu-
man intentions, Reinforcement Learning from Hu-
man Feedback (RLHF) has been proposed as a
viable solution (Ouyang et al., 2022; Sun et al.,
2023a). By collecting preferences from human
evaluators, it usually trains the reward model that
gives a high reward to the preferred output of the
model. However, a significant challenge in this pro-
cess is the annotation cost associated with selecting
the preference. To mitigate this issue, Reinforce-
ment Learning from Al Feedback (RLAIF) was
proposed (Bai et al., 2022; Lee et al., 2023; Sun
et al., 2023b). RLAIF capitalizes on the inherent
ability of Large Language Models (LLMs) to eval-
uate the generated responses from the SFT model,
allowing the LLM itself to assign preferences.

3 VLM-RLAIF Framework

To overcome the limited scalability of human feed-
back in RLHF, we use AI’s feedback to align mul-
timodality between video and text, reducing the
reliance on exhaustive human-annotated prefer-
ences (Ouyang et al., 2022; Sun et al., 2023a). In
particular, we improve the feedback process by
using detailed video descriptions, thereby achiev-
ing better contextual clarity in video content. The
training procedure of VLM-RLAIF can be sum-
marized into three stages as follows:

Supervised fine-tuning (SFT). We first fine-tune
an LLM, e.g., Vicuna, using supervised learning on
synthetically generated video-text instruction-tune
data (Muhammad Maaz and Khan, 2023). This in-
volves the integration of a vision encoder with two
linear layers and additional learnable parameters
using LoRA (Hu et al., 2022), into the training pro-
cess. This fine-tuning allows the model to better fol-
low the instructions (Muhammad Maaz and Khan,
2023; Su et al., 2023). Additionally, we improve
the SFT process by expanding the instruction-tune
data and introducing simple curriculum learning
(Sec. 3.2). We refer to this fine-tuned model as
the Video Large Multimodal model with SFT or
VLM-SFT for short.

Reward modeling with Al feedback. A key as-
pect of the RLAIF involves leveraging a pre-trained

Al model to generate human-like preferences be-
tween different responses generated from the same
input (Bai et al., 2022; Sun et al., 2023b; Lee et al.,
2023). To obtain human-like preference, we em-
ploy the VLM-SFT as a judge to assess prefer-
ences. Once preferences are judged, we train a
reward model (RM) based on preferences using
a cross-entropy loss, following the Bradley-Terry
model for estimating score functions from pair-
wise preferences (Ouyang et al., 2022; Sun et al.,
2023a). We describe the training procedure for col-
lecting preferences and training the reward model
in Sec. 3.1. The RM give higher score reward to the
better response and lower score reward to the less
appropriate one in a pair of responses (see exam-
ples in Appendix Fig. 12), thus guiding the policy
model using reinforcement learning (RL).

Reinforcement learning from Al feedback. We
finally fine-tune a supervised policy model, initial-
ized from the VLM-SFT, aiming to optimize the
scalar reward output of the trained RM by reinforce-
ment learning. Specifically, we use the Proximal
Policy Optimization (PPO) algorithm (Schulman
et al., 2017), following (Ouyang et al., 2022; Sun
et al., 2023b,a).

3.1 Context-Aware Reward Modeling

For VLM-SFT to select preference grounded on
the video, we argue that a detailed understanding
of video content is necessary for more accurate and
contextually relevant decisions by the VLM-SFT.
However, the current video encoder presents chal-
lenges in accurately encoding the temporal de-
tails of videos as they are based on the image en-
coder (Radford et al., 2021Db).

Context-aware preference selection. We pro-
pose to explicitly integrate detailed video descrip-
tions, referred to as context, into the preference se-
lection workflow, thereby imparting additional con-
textual clarity to the VLMM, as illustrated in Fig-
ures 3-(2) and 4. Specifically, we start by segment-
ing the video into small clips, each containing up to
20 frames, and then employ the VLM-SFT to gen-
erate a detailed video description for each segment
with an input prompt, ‘Describe this video in detail.
Subsequently, these individual captions are concate-
nated, which we call a narrative of the video. The
narrative is then provided to a judge model, i.e.,
VLM-SFT, for better preference selection. The
context not only improves the VLM-SFT’s ability
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Figure 3: The three stages of the proposed context-
aware reward modeling. The work flow of each stage
is as follows: (1) The SFT model produces two candi-
date responses from the provided video and question. (2)
With the video, question and responses at hand, the SFT
model utilize context information and guiding prompt
to evaluate the responses. (3) The RM is trained using
the preference pairs generated in the previous step as in-
dicated in orange box. Dotted box in each stage denotes
a model’s input: the first is for generating responses
using the SFT model, the second is for the judge model
to evaluate and choose the superior response between
options A and B, and the third is for training the RM.
Each input includes a task-specific prompt, denoted by
the yellow box, tailored to guide the model’s operation
within its respective function (more in Appx. Sec. B).

to obtain a comprehensive view of the video con-
tent, but also enables it to identify the most suitable
response for the video (see Sec. 4.3 for empirical
results). Integrating the context with instruction
inputs with a specific prompt (rules for generat-
ing preferences as illustrated in Appendix Fig. 9),
marked in dotted boxes in Fig. 3-(2), allows us to
collect context-aware preferences.

Training the reward model. We design the re-
ward model (RM) to assign higher scores to re-
sponses considered better and lower scores to
those considered worse in quality. Starting from
VLM-SFT with the final linear layer removed, we
train a model to take an input prompt and response,
i.e., marked in dotted boxes of Fig. 3-(3), and out-
put a scalar reward value. Using the preference

dataset produced from the VLM-SFT, we train
the RM with a cross-entropy loss. Specifically,
we use 13B VLM-SFT to train the reward model,
as it gives slightly better performance than 7B
VLM-SFT (see the quantitative comparison dis-
cussed in Sec. 4.3). Note that, after training RLAIF
using the RM, the 7B VLM-RLATF significantly
surpass the 13B VLM-SFT, thus validating the ef-
fectiveness of our proposed framework in aligning
video and text modalities (refer to Sec. 4.2 for more
details).

3.2 Two-stage Curriculum SFT

During the SFT process, we initially train the LLM
with a open-sourced video-text instruction-tune
dataset (Muhammad Maaz and Khan, 2023). To
improve the VLMM, we not only augment our
training with additional video-text instruction-tune
datasets but also propose a novel curriculum learn-
ing strategy.

Augmenting video instruction-tune dataset.
To improve the video understanding ability,
we first augment the video-text instruction-tune
dataset (Muhammad Maaz and Khan, 2023) with
existing human-annotated video question answer-
ing datasets (Xiao et al., 2021; Li et al., 2020).
In particular, we focus on obtaining instruction-
tune dataset that encompass both visual and tem-
poral intricacies for video comprehension. To ob-
taining such dataset, we use Video Localized Nar-
ratives (Voigtlaender et al., 2023), a dataset that
provides detailed descriptions of the appearance
and complex actions of all objects in the video.
We transform the narrative dataset into an object-
centric instruction-tune dataset format using Chat-
GPT similar to prior work (Muhammad Maaz and
Khan, 2023). More details about the generated
instruction-tune dataset are in Appendix Sec. A.

Curriculum-based supervised fine-tuning. In-
spired by the human learning process, we argue
the importance of the training sequence, the cur-
riculum learning principles (Chang et al., 2021) for
learning VLMMs. We propose a simple two-stage
curriculum learning strategy for SFT, aiming to
optimize the instruction-following proficiency of
VLMMs.

For the curriculum based structured learning, we
divide the SFT dataset based on complexity into
two segments: ‘easy’ and ‘hard’. The model is first
trained on ‘easy’ tasks to learn basic concepts, then
progressed to ‘hard’ tasks for advanced challenges.
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A preparing for a weightlifting session. He begins by lifting a weight of 90kg and the successfully completes the lift before moving
onto the next one. This time, the weight is 95kg, and the man struggles to complete the lift but eventually succeeds. He then
o lifts a weight of 100kg, which he is unable to complete, and walks away in frustration. Overall, the video shows a man
,®V© attempting to lift heavier weights than before and ultimately failing to reach his goal weight of 100kg.
2
SFT Output B:

User:
Can you describe the video in detail?

Prompt (judge)

Choose better response between Output A and Output B

Output A:
Sure! In the video, we see a man walking into a weight room with a barbell. He is wearing a blue shirt and appears to be

In the video, we see a man lifting weights at a gym. He starts by lifting a weight of 90kg and manages to lift it over his head. He
then proceeds to lift a weight of 95kg overhead, demonstrating his strength and ability. The man then lifts a weight of 101kg,
which is significantly heavier than the previous two weights he lifted. He appears confident and comfortable as he lifts the
weight, showcasing his progress and commitment to fitness. Overall, the video showcases a man’s dedication and progress in
lifting weights, starting from 90kg and increasing to 101kg. The video emphasizes the importance of pushing oneself to

improve and achieve personal fitness goals.

D Context:

The video shows a man lifting weights in a gym, starting with a weight of 90kg and gradually increasing to 101kg.
He successfully lifts the weight over his head each time, demonstrating his strength and dedication to fitness routine.

Choice: Output B

Explanation: The video shows a man lifting weights at gym, starting with a weight of 90kg and gradually increasing to 101kg. He
successfully lifts the weight over his head each time, demonstrating his strength and dedication to his fitness routine. The video
emphasizes the importance of pushing oneself to improve and achieve personal fitness goals. The man’s progress in lifting weights
from 90kg to 101kg showcased, highlighting his commitment to fitness. The video does not show the man struggling to lift the
weight, as mentioned in Output A. Therefore, Output B is the most preferred answer for the given question.

Figure 4: An example of context-aware preference selection. We demonstrate our model’s ability to generate
preference feedback, i.e., preferred choice and explanation marked in orange box, on given instruction input, prompt,
two responses and context. Red color denotes an incorrect response, while blue color signifies a correctly grounded
response with respect to the visual input. The rationale behind selecting ‘Output B’ as the preferred choice is

indicated in green.

For the difficulty or easiness of the data, given that
longer answers often require deeper comprehension
of the context and enhanced proficiency in creating
syntactically complex sentences (Xu et al., 2020;
Agrawal and Singh, 2023; Ranaldi et al., 2023),
we use answer length as our criterion for sample
difficulty, i.e., the longer the answer sentence, the
more difficult the task is.

4 Experiments

4.1 Experimental Setup

Model details. We initiate training of the
VLM-SFT, building on a pre-trained image-text
model (Liu et al., 2023a), with various video-text
instruction-tune datasets. In particular, we em-
ploy a video projection layer consisting of two
linear layers with ReLU activation function be-
tween them. Upon establishing the VLM-SFT,
we train the RM using the VLM-SFT for both its
foundation and the generation of preference data.
Subsequently, we train the RM using reinforce-
ment learning (VLM-RLAIF). The policy model
is initialized from the VLM-SFT, while the value
model is initialized from the RM.

Dataset details. For the SFT dataset, we utilize
the open-source video-text instruction-tune dataset
(80k) (Muhammad Maaz and Khan, 2023; Li et al.,
2023b) and video question answering datasets
(67k) (Xiao et al., 2021; Li et al., 2020). More
importantly, we generate object-centric narrative
video-text instruction-tune dataset (180k) for train-
ing the VLM-SFT (Sec. 3.2). For the two-stage
curriculum learning, we divide the instruction-tune
data for SFT into two groups based on the diffi-
culty; easy (214k) and hard (113k) data. To train
the RM, we first generate responses from existing
instruction-tune data (Muhammad Maaz and Khan,
2023) and generate preferences using them (40k).
Then, we again use the existing instruction-tune
dataset (100k) (Muhammad Maaz and Khan, 2023)
for RL with the trained RM.

Training details. For the video input, we uni-
formly sample 50 frames from each video and ex-
tract spatial and temporal features from them using
CLIP visual encoder, similar to (Muhammad Maaz
and Khan, 2023). In the two-stage SFT, we set
both the LoRA rank and « to 32, respectively, and
train the VLM-SFT for one epoch at each stage.
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Video-based Generative Performance

Methods LLM Size
Correctness T Detail T Context 1 Temporal T Consistency 1

VideoChat (Li et al., 2023b) 7B 2.23 2.50 2.53 1.94 2.24
LLaMA-Adapter (Zhang et al., 2023b) 7B 2.03 2.32 2.30 1.98 2.15
VideoLLaMA (Zhang et al., 2023a) 7B 1.96 2.18 2.16 1.82 1.79
Video-ChatGPT (Muhammad Maaz and Khan, 2023) 7B 2.40 2.52 2.62 1.98 2.37
Valley (Luo et al., 2023) 7B 243 2.13 2.86 2.04 2.45
BT-Adapter (Liu et al., 2023b) 7B 2.68 2.69 3.27 2.34 2.46
VTimeLLM (Huang et al., 2023) 7B 2.78 3.10 3.40 2.49 247
Video-LLaVAT (Lin et al., 2023) 7B 2.84 2.86 3.44 2.46 2.57
VideoChat2 (Li et al., 2024) 7B 3.02 2.88 3.51 2.66 2.81
LLaMA-VID (Li et al., 2023d) 7B 2.96 3.00 3.53 2.46 2.51
LLaMA-VID (Li et al., 2023d) 13B 3.07 3.05 3.60 2.58 2.63
GPT-4V (OpenAl et al., 2023) - 3.85 3.45 3.84 3.63 2.8
VLM-SFT 7B 2.79 2.82 3.37 2.28 2.49
VLM-RLAIF 7B 3.63 3.25 4.00 3.23 3.32
A (RLAIF - SFT) +0.84 +0.43 +0.63 +0.95 +0.83

Table 1: Quantitative comparison between different VLMMSs on video-based generative performance bench-
mark. Our approach, VLM-RLAIF, shows a performance improvement over previous approaches, with the
exception of GPT-4V which requires much more computational resource than ours, and demonstrates noticeable
enhancements across five criteria when compared to the VLM-SFT. Here, A (RLAIF - SFT) indicates the improve-
ment of RLAIF model over SFT model. 1 denotes reproduced results using the author’s implementation.

For RL, we use QLoRA (Dettmers et al., 2023),
following (Sun et al., 2023a), setting the rank to 64
and « 16 for computational efficiency and train the
policy model for one epoch. All models are trained
using 8XNVIDIA A100 GPUs (80G).

4.2 Quantitative Analysis

We evaluate our proposed VLM-RLAIF on vari-
ous video benchmarks including video-based gen-
erative benchmark, zero-shot video question an-
swering (Muhammad Maaz and Khan, 2023; Lin
etal., 2023; Li et al., 2023d), text-to-video retrieval,
and action recognition (Li et al., 2023c).

Video-based generative performance. We eval-
uate VLMMs on the video-based generative perfor-
mance benchmark (Muhammad Maaz and Khan,
2023) that measures five criteria of generated
text. In specific, these assess the relevance of the
model’s output to the video content, its capacity
to capture essential details and contextual informa-
tion, its understanding of temporal sequences, and
the consistency in responding to varied yet related
queries. As shown in Tab. 1, the VLM-RLAIF per-
forms on par with GPT-4V (OpenAl et al., 2023),
which requires much more computational resources
than ours (i.e., not a fair comparison), and outper-
forms previous approaches and the VLM-SFT.

Zero-shot video question answering. To eval-
uate the reasoning ability of VLLMs, we con-
duct a quantitative evaluation of video question an-
swering (VideoQA) abilities on three datasets (Xu

et al., 2017; Yu et al., 2019), following (Muham-
mad Maaz and Khan, 2023).

The results, as shown in Table 2, indicate that
the VLM-RLAIF significantly outperforms pre-
vious approaches, including VLM-SFT. No-
tably, VLM-RLAIF exceeds VLM-SFT by 9.2%,
10.6%, and 13.2% in accuracy and by 0.4, 0.4, and
0.3 in score across all datasets. We believe that
the better visually-aligned response generated from
the VLM-RLAIF improves the performance (see
quantitative analysis in Figures 6 and 11).

Zero-shot text-to-video retrieval. For this task,
we follow the procedure proposed in (Li et al.,
2023c), which compares CLIP score between gen-
erated description and ground-truth caption. Ta-
ble 3 illustrates the summarized performance com-
parison to various VLMMs. In the two datasets, i.e.,
MSVD and MSRVTT, the proposed VLM-RLAIF
clearly outperforms other methods including our
VLM-SFT by the help of better alignment by the
proposed components.

Zero-shot action recognition. Following the
VLMMs evaluation procedure proposed in (Li
et al., 2023c), we conduct zero-shot action recog-
nition task using two benchmark datasets, e.g.,
UCF101 and HMDBS51. We summarize results
of various VLMMs in Tab. 3. In two datasets, the
proposed VLM-RLAIF again clearly outperforms
other methods including our VLM-SFT.
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MSVD-QA  MSRVTT-QA  ActivityNet-QA

Methods LLM Size

Acc.  Score Acc. Score Acc. Score
FrozenBiLM (Yang et al., 2022) 1B 32.2 - 16.8 - 24.7 -
VideoChat (Li et al., 2023b) 7B 56.3 2.8 45.0 2.5 26.5 2.2
LLaMA-Adapter (Zhang et al., 2023b) 7B 54.9 3.1 43.8 2.7 342 2.7
VideoLLaMA (Zhang et al., 2023a) 7B 51.6 2.5 29.6 1.8 12.4 1.1
Video-ChatGPT (Muhammad Maaz and Khan, 2023) 7B 64.9 3.3 49.3 2.9 35.2 2.7
Valley (Luo et al., 2023) 7B 60.5 33 51.1 2.9 45.1 3.2
BT-Adapter (Liu et al., 2023b) 7B 67.5 3.7 57.0 3.2 45.7 3.2
Video-LLaVA (Lin et al., 2023) 7B 70.7 39 59.2 3.5 45.3 33
VideoChat2 (Li et al., 2024) 7B 70.0 39 54.1 33 49.1 33
LLaMA-VID (Li et al., 2023d) 7B 69.7 3.7 57.7 3.2 47.4 33
LLaMA-VID (Li et al., 2023d) 13B 70.0 3.7 58.9 3.2 47.5 33
VLM-SFT 7B 67.2 3.6 52.4 3.0 44.1 3.2
VLM-RLAIF 7B 76.4 4.0 63.0 34 57.3 3.5
A (RLAIF - SFT) - +9.2% +0.4 +10.6% +0.4 +13.2% +0.3

Table 2: Quantitative comparison between different VLMMs on zero-shot video question answering bench-
mark. VLM-RLAIF outperforms previous work across three video-question answering benchmarks.

T2V Retrieval Action Recognition

Methods LLMSize — yisvp MSRVTT UCF101 HMDB51

R@l R@5 R@l R@5 Top-1 Top-5 Top-1 Top-5
Video-ChatGPT' (Muhammad Maaz and Khan, 2023) 7B 2603 5125 1460 3380 5149 7925 37.10 63.97
Video-LLaVAT (Lin et al., 2023) 7B 2034 5535 1870 38.60 5233 80.86 36.64 64.03
LLaMA-VID' (Li et al., 2023d) 7B 2728 5340 17.00 35.10 5658 8279 3885 65.27
VLM-SFT 7B 2665 5427 13.10 3050 53.03 8034 3858 6237
VLM-RLAIF 7B 36.03 6340 21.00 4070 62.83 8586 4475 68.37
A (RLAIF - SFT) ; +9.38 +9.3 +7.90 +10.2 +9.80 +552 +8.11 +6.00

Table 3: Quantitative comparison between different VLMMs on zero-shot text-to-video (T2V) retrieval and
action recognition. Following (Li et al., 2023c), we evaluate our proposed VLM-RLAIF on zero-shot T2V
retrieval and action recognition. {: reproduced by the authors’ implementation.

SFT datasets Curr. Video-based Generative Performance . Video-based Generative Performance
————— learning RLAIF Context #Clips
[A] [B] [C] Corr. t Det. T Cont.t Temp.T Cons. T Info. Corr. T Det. T Cont. T Temp.T Cons. T
N S 4 X 2.32 2.53 3.03 2.16 2.23 X X 2.79 2.82 3.37 2.28 2.49
v v v X 243 2.56 3.09 2.19 2.19 v X - 3.26 3.11 3.74 278 3.14
v v/ v 2.79 2.82 3.37 2.28 2.49 v v 1 3.44 3.20 3.89 2.97 3.36
v v 3 3.63 3.25 4.00 3.23 332
Table 4: In-depth analysis for the VLM-SFT

training procedure. ‘[A]’ indicate the multimodal
instruction-tune dataset proposed in (Muhammad Maaz
and Khan, 2023; Li et al., 2023b). ‘[B]’ represents
the use of a human-labeled video question answering
dataset (Xiao et al., 2021; Li et al., 2020), while ‘[C]’
refers to the use of an object-centric video narrative
instruction-tune dataset (Appendix Sec. A). ‘Curr. learn-
ing’ indicates the curriculum learning (Sec. 3.2).

4.3 Detailed Analysis

For a detailed analysis, we use the video-based gen-
erative benchmark (Muhammad Maaz and Khan,
2023) specifically, as it is well suited to evaluate
the wide-ranging capabilities of VLMM, i.e., fo-
cusing on response relevance, detail and context
capture, temporal understanding, and consistency
across queries.

Table 5: Effect of context information on video-based
generative performance benchmark. We investigate
the efficacy of using context information for reward
modeling (Sec. 3.1). ‘Context Info.” indicates the use of
context in preference selection. ‘# Clips’ denotes the
number of segments into which we divide the video to
generate the context information.

In-depth analysis of SFT training. We first
empirically support the effectiveness of augment-
ing the SFT dataset with additional instruction-
following dataset (Sec. 3.2). The first and second
rows of Tab. 4 illustrate the benefits of incorpo-
rating this additional dataset in improving perfor-
mance. On top of that, the application of curricu-
lum learning significantly improves performance,
implying the efficacy of curriculum learning for the
SFT process (the third row of Tab. 4).
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Figure 5: Effect of preference data size on video-based generative benchmark. VLM-RLAIF’s performance
improves across five metrics as the amount of collected preference data increases. The metrics evaluate whether the
model generates correct descriptions of the video, includes detailed explanations, remains contextual, demonstrates

temporal understanding, and provides consistent responses to variations of the same question.

Video-based Generative Perf.

Methods LLM Size

Corr. T Det. T Cont. T Temp.T Cons.T
VLM-SFT 7B 2.32 2.53 3.03 2.16 2.23
VLM-SFT 13B 2.64 2.73 3.28 2.38 2.44

Table 6: Quantitative comparison between different
sizes of the VLM-SFT. We assess the performance
of VLM-SFT with varying LMM sizes, specifically
7B and 13B, on video-based generative benchmarks.
We conduct this evaluation without the integration of
augmented instruction-tune data and the implementation
of two-stage curriculum learning.

Effect of preference data size. Our method’s
strength lies in generating synthetic preference
feedback in large quantities. To study the benefit
of large-sized data, we sweep the size of prefer-
ence data from 10k — the same quantity utilized in
the multimodal image-text RLHF framework (Sun
et al., 2023a) — to 40k. As expected, we observe
monotonic increases in performance by the in-
crease in data size, as shown in Figure 5.

Context-aware preference labeling. Table 5
presents a study on the impact of context infor-
mation. This reveals that the use of context infor-
mation during preference selection improves per-
formance, as demonstrated in the second and third
rows in Tab. 5. Moreover, segmenting the video
into multiple clips, specifically three, and using
their aggregated captions as context further im-
proves performance (see the third and fourth rows).
We conjecture that segmenting video into clips with
detailed captions enables the model to capture de-
tailed nuances, thereby enriching the contextual
clarity for reward modeling.

Comparison between different SFT model sizes.
Table 6 shows a clear performance margin be-
tween VLM-SFT with different LLM sizes, specif-
ically 7B and 13B, in video-based generative tasks.
Larger LLM sizes lead to improved performance,

User: What is the athlete wearing and what kind of
stadium is she in during the hammer throw competition?

Q
flore
.

SFT

X

The athlete is wearing a white and blue dress and
is in a stadium with a green net.

The athlete is wearing athletic clothing, specifically a

()

.@f@ red and white shirt and blue shorts, as shown in
RE’IF the video. She is competing in an outdoor stadium

during the hammer throw competition.

User: What happens after the man in the T-shirt
finishes his drink?

P &

After the man in the T-shirt finishes his drink, he
walks towards the woman in the blue jacket and

[IX

SFT starts talking to her.
.@1@ After the man in the T-shirt finishes his drink, he picks
REIF up the ax and continues chopping the wood.

Figure 6: Samples of VLM-RLAIF and VLM-SFT
in video understanding. Two samples demonstrate
better capability of the VLM-RLAIF. Red color in-
dicates visually un-grounded expressions considering
video content and blue color indicates well grounded
expressions to the video.

suggesting that increased model capacity enhances
the ability to capture and generate complex video
content. Thus, we adopt the 13B model for the
reward model (Sec. 3.1), with supporting evidence
in Tables 7 and 8.

Various LLM size for reward model Tables 7
and 8 show the performance of VLM-RLAIF with
different RM sizes, initialized from VLM-RLAIF-
7B and VLM-RLAIF-13B. In both cases, the pol-
icy model is initialized with VLM-SFT-7B. Our
RLAIF method outperforms VLM-SFT signifi-
cantly across all evaluation methods. Specifically,
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LLM Size

Video Question Answering

Video-based Generative Perf.

Methods ..
Policy Reward MSVD MSRVTT ActivityNet Corr. T Det.t Cont.T Temp.T Cons. T
Model Model Acc. Score Acc. Score Acc. Score
LLaMA-VID (7B) 69.7 37 577 32 474 33 2.96 3.00 3.53 2.46 2.51
VLM-SFT 7B 672 3.6 524 30 441 32 2.79 2.82 3.37 2.28 2.49
VLM-RLAIF 7B 7B 75.1 39 610 33 56.1 34 3.47 3.14 3.87 3.05 3.30
VLM-RLAIF 7B 13B 764 4.0 63.0 34 573 35 3.63 3.25 4.00 3.23 3.32

Table 7: Quantitative comparison between different size of policy model and reward model for the
VLM-RLAIF. We evaluate the VLM-RLAIF with different model size for policy model and reward model on
zero-shot video question answering and video-based generative benchmark.

LLM Size T2V Retieval Action Recognition

Methods . MSVD MSRVTT UCF101 HMDB51

Policy Reward

Model Model R@1 R@5 R@1 R@5 Top-1 Top-5 Top-1 Top-5
LLaMA-VID (7B) - - 27.28 53.40 17.00 35.10 56.58 82.79 38.85 65.27
VLM-SFT 7B - 26.65 54.27 13.10 30.50 53.03 80.34 38.58 62.37
VLM-RLAIF 7B 7B 3373 61.95 20.80 4290 61.09 85.15 43.86 65.88
VLM-RLAIF 7B 13B 36.03 63.40 21.00 40.70 62.83 85.86 44.75 68.37

Table 8: Quantitative comparison between different size of policy model and reward model for the
VLM-RLAIF. We evaluate the VLM-RLAIF with different model size for policy model and reward model on
zero-shot text-to-video retrieval and action recognition tasks.

RLAIF with 7B RM achieves a 5-12% improve-
ment in zero-shot video question answering. Scal-
ing up the RM from 7B to 13B further improves
performance, except for the text-to-video retrieval
task R@5 metric on MSR-VTT.

4.4 Qualitative Analysis

We now qualitatively compares the performance of
VLM-SFT and VLM-RLATIF, highlighting their
multimodal understanding capabilities in Figure 6.
VLM-RLAIF consistently yields more accurate
answers than VLM-SFT, as shown in the detailed
recognition of the attire of an athlete in the first
example, marked in red and blue. The second ex-
ample further affirms VLM-RLAIF’s benefit in
generating better grounded responses to the visual
input, where VLM-SFT falls short. More exam-
ples are in the Appendix Fig. 11 for the space sake.

5 Conclusion

We propose a novel alignment strategy for VLMMs,
termed VLM-RLAIF, that uses reinforcement
learning from Al feedback. To improve multi-
modal alignment, we propose a context-aware re-
ward modeling, enabling Al to generate feedback
for self-improvement. In addition, we expand
the instruction-tune dataset for SFT and adopt a

curriculum-based training approach, that is particu-
larly effective in the gradual learning of complex
video-text relationships. In our empirical valida-
tions, the VLM-RLAIF significantly outperforms
previous models in multiple multimodal video-text
understanding benchmarks, which implies good
generalization performance across tasks.

Limitations

Given that our approach utilizes feedback synthe-
sized by the Al model, the effectiveness of our
proposed VLM-RLALIF largely depends on the
quality of the Al model’s generated responses. In
light of recent studies exploring the use of artifi-
cially generated data (Koo et al., 2023; Das et al.,
2024), we believe that there needs further research
to enhance the quality of synthetically generated
data, thereby establishing a more reliable RLAIF
system.

In addition, although we have evaluate our model
across a range of benchmarks for VLMMs, e.g.,
videoQA, video-based generative tasks, retrieval,
and recognition tasks, there are other tasks such
as temporal reasoning (Liang et al., 2022) that are
necessary for VLMMs to be effectively applied in
real-world scenarios. Application of our method to
these tasks would be a great future research avenue.
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Appendix

A Details About Object-Centric
Instruction-Tune Data

To enhance the alignment of Large Language Mod-
els (LLMs) with video content, we prioritize ac-
quiring more video-text instruction-tune dataset
that captures both the visual and temporal complex-
ities of videos. For this, we leverage the Video
Localized Narratives dataset (Voigtlaender et al.,
2023), which contains a comprehensive description
of each object’s appearance and action, along with
their tracked coordinates within videos. To utilize
the best of the rich semantics contained in narrative
dataset, we feed all ground-truth captions to the
model, i.e., ChatGPT, and prompt it to generate
question and answer pairs, as shown in the tem-
plate in Fig. 7-(a). We aim to transform all object’s
descriptions into instruction-tune data format, i.e.,
question and answer pair, which demands an un-
derstanding of the visual specifics of each object
and its surroundings, ensuring the questions and
answers are anchored in the video. An example of
the generated instruction-tune data is depicted in
Fig.7-(b), showcasing the approach’s effectiveness
in creating contextually rich instructional content.

B Input Prompts for Reward Modeling

We leverage three types of input prompts for
context-aware reward modeling, as discussed in
Sec. 3.1. Figure 8 presents a designed input prompt
given to our method, resulting in two responses.
Furthermore, Figure 9 illustrates the detailed input
prompt used to select a preference between two re-
sponses. Additionally, Figure 10 displays the input
prompt employed for generating a reward score.
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(a) Prompt for generating object-centric instruction-tune data

You play two roles: a human asking questions related to a video and an 1intelligent chatbot
designed to help people find information from a given video. Your task 1is to first play the role
of a human who asks questions related to a video and then play the role of an AI assistant that
provides information based on the video content.

##TASK:

Users will provide a narrative caption of a video describing each objects in the video denoted as
"Narrations", and you will generate a set of conversation-like questions and answers related to
the narration as "Outputs".

The questions should be designed to extract information directly from the given information, so
that the provided information or parts of it can serve as the answers.

Generate FIVE different conversational style questions and answers based on the given
information.

##GUIDELINES:

- The questions must be like a human conversation and based on the events in the video.

- The questions should be designed to extract information DIRECTLY from the given information, so
that it or parts of it can serve as the answers.

- The answers must be in complete sentence, and they should directly reference the +information
provided.

- The questions can be related to the appearance, motion, trajectory, and reasoning.

##PRINCIPLES:

- Please generate the response in the form of a Python list of dictionary string with keys 'Q'
for question and 'A' for answer. Each corresponding value should be the question and answer text
respectively.

##SINGLE EXAMPLE:

Narrations:

- Baby girl : A baby girl on the left side wearing a grey t-shirt dis carrying an egg then she
throws the egg at the head of the man, then the egg falls on the ground and it breaks on a grey
surface.

- Man : A man wearing a red t-shirt sitting on a brown mat is talking with the baby girl on a
grey surface.

- background : In the background, there 1is a grey car, a grey surface, a brown mat, and people
speaking and crying sounds are audible.

Outputs:

[{{"Q": "Who throws the egg at the man?", "A": "A baby girl is throwing the egg at the man."}},
{{"Q": "At what part of the man is the egg thrown?", "A": "It dis thrown to his head."}}, {{"Q":
"Which side of the screen is the baby girl on?", "A": "She 1is on the left side."}}, {{"Q": "What
is the man wearing?", "A": "The man is wearing red t-shirt."}}, {{"Q": "Where 1is the man
sitting?", "A": "The man 1is sitting on the brown mat."}}]

Now It's your turn.

Narrations:

{NARRATIONS}

Outputs:

(b) Example data

Q: How many parrots are in the group? A: There are seven parrots in the group.

Q: What colors are the parrots in the group? A: There are two grey parrots, three yellow parrots, one green parrot,
and one white parrot in the group.

Q: What are the parrots doing? A: They are eating food from the bowl.

Q: What is the white parrot doing? A: The white parrot is walking toward the red-white water feeding container.

Q: What can be seen in the background? In the background, there is a large iron grid with a red-white water
feeding container, a steel bowl with food, and white walls with pillars.

Figure 7: Designed input prompt for object-centric instruction-tune dataset generation from video narrative
dataset and the data sample. In (a), the prompt we used to generate instruction-following dataset is displayed in a
white box. It includes the system prompt, a task definition, guidelines, principles, and an example set of input and
desired output. Using this prompt with ChatGPT-3.5-turbo, we create an additional instruction following datasets.
The resulting example is visualized in (b). The question covers details of the video scenes, such as the number and
appearance of parrots and the action of each parrot.
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Prompt (response)
A chat between a curious human and an artificial -intelligence assistant.
The assistant gives helpful, detailed, and polite answers to the human's questions.

Figure 8: Designed input prompt fed to an VLM-SFT to generate responses.

Prompt (judge)
Considering given video, question and context information, select the most preferred (least
wrong) answer for the question.

Inputs:

1. Question, the question queried to the AI system

2. Answerl, the first answer prediction from the AI system
3. Answer2, the second answer prediction from the AI system

And, we will provide the AI system with context information about the given video in the form
of a paragraph as follows: {context_captions}

Considering the provided definitions and context information, please select the preferred
answer (Answerl or Answer2) for the given dinstruction (Question) and provide a concise
explanation for choosing it as the correct one. When generating the explanation, please provide
valid justifications without simply mentioning the answer itself.

Your answer should be formatted as:
Choice:
Explanation:

Now provide your answer in this situation:

Question: {question}
Answerl: {response A}
Answer2: {response B}

When generating output, you should consider the visual signal and the context information
provided simultaneously.

Figure 9: Designed input prompt fed to an VLM-SFT to generate AI’s preference feedback.

Prompt (reward)
USER: Please evaluate the quality of your last response. There are several dimensions you
should consider 1in your evaluation:

1. Accurate: The AI should provide factual and accurate information from the video, and refrain
from making statements that are not supported by the video or -inconsistent with the video.

2. Helpful: The AI’s response should precisely serve the user's needs and interests, while
grounding the response 1in the video.

3. Language Natural: The AI should employ language that flows smoothly and 1is free from
repetitive or awkward constructs.

4. Concise: The AI should efficiently address the task or answer the question, communicating
the necessary information with brevity and clarity.

A good response should be accurate, helpful, language natural, and concise.

ASSISTANT: Following your definitions, the quality score of my last response is

Figure 10: Designed input prompt fed to a reward model to generate scalar reward score.
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User: What is being taped to the gift in the video? User: What tools did the man use to clean the leather 1
sofa in the video?

) The person in the video is tapping a piece of paper to the gift. OO
SFT 188
SFT

The man used a vacuum cleaner to clean the leather

le sofa in the video.

() The video clearly shows that money is being tapped to the gift. y

RLAIF E The man used a brush, a sponge, and a cleaning
solution to clean the leather sofa in the video.

RLAIF

User: What is the technician doing with the tatoo gun ? 1

The technician is using the tattoo gun to draw a tattoo User: Can you describe what happens in the video ? 2
on the woman’s face.

& The man is wearing a brown jacked and backpack.
IM The technician is using the tattoo gun to create the s;r He is standing on the road and smoking a cigarette.
Fﬁr,; design on the woman's ear.

I@_@ Yes, the video shows a man playing a harmonica
RLAIE 0N the street and interacting with others.

User: Can you describe what happens in the video ? 1

User: What is happening at the beginning of the video? ~ §

In the video, a man wearing a white t-shirt is seen
standing and speaking. He is holding a glass of water
and a glass of orange juice. He is also holding a (&) Atthe beginning of the video, a girl is seen standing
SFT  yellow object and a white object. In the background, ger 1N astore and talking to a woman.

there is a black background with a graphical design.

129

.@‘:@ At the beginning of the video, a woman is getting her
ALAF ©ars pierced at a piercing station in a store.

The video shows a man discussing and demonstrating
a weight loss product. He talks about the product and
RLAIF its benefits, and also shows the product in action.

e
(5

User: What are the boys wearing in the video, and what 1
, i activity are they doing?
User: What safety gear does the little boy wear while J.

skateboarding in the video?
- (& The boys are wearing green shirts and are doing

jumping exercises in the video.

'EP The little boy is seen wearing a helmet while SFT

srr  Skateboarding in the video. The boys are wearing Santa costumes and green

o g shirts, and are performing a series of acrobatic and
(e The little boy is wearing a helmet and knee pads while RLAIF playful movements, including jumping, flipping, and
RL A'IF skateboarding in the video. rolling around.

Figure 11: More examples of the comparative results between VLM-SFT and VLM-RLAIF. We present more
qualitative examples of questions and answers generated by the VLM-SFT and VLM-RLAIF. The VLM-RLAIF
yields responses that are more accurately grounded in the visual input, as highlighted in blue for accurate responses
and red for less accurate ones from VLM-SFT.

939



User: Can you describe the video in detail? 1

User: Can you describe the video in detail? 1

Output A: In the video, the bartender prepares a Bloody Mary drink
for a customer. The bartender starts by filling a highball glass with
ice and adding a few shots, such as vodka, gin, and tequila. The
bartender then adds a pinch of salt and squeezes in freshly
squeezed lime juice. Next, the bartender adds a straw and a slice
of lemon to the glass, followed by a small amount of worcesterchire
sauce and hot sauce. The bartender then garnishes the drink with
a pickle slice and a sprig of parsley. Finally, the bartender pours in
tomato juice and stirs the drink with a long spoon. Overall, the video
shows the process of making a Bloody Mary drink from scratch,
including the selection of ingredients, the mixing of the drink, and
the final presentation of the drink.

Output A: Sure, the video is about a man who is playing the
bagpipe in the middle of a square. There are many cars passing by
him, and at one point, he stops playing and does a handstand on
the ground. As soon as he lands, he looks at the camera and
smiles. The man's outfit consists of a traditional Scottish kilt and a
hooded jersey, which is commonly worn for bagpipe performances.
The square, where the man is playing, is surrounded by shops and
cafes, and there are many people walking around. The background
music of the bagpipe is soothing and melodious, and it seems to be
blending well with the urban setting. Overall, the video shows a
unique and entertaining performance of a traditional Scottish
instrument in a modern city setting.

Output B: Sure, the video begins with a bartender standing
behind a bar. He is seen preparing a drink by putting ice in a
glass. He then pours shots into the glass. After that, the
bartender adds tomato juice to the drink and stirs it with a spoon.
The final product is a Bloody Mary cocktail. The video
showcases the step-by-step process of making a Bloody Mary
drink, from ice to final presentation. The bartender's actions in
the video are precise and deliberate as he carefully prepares the
drink to perfection. The video gives viewers a glimpse into the art
of mixology and the careful craftsmanship that goes into
preparing a delicious and visually appealing cocktail. Overall, the
video is an excellent representation of the skill and precision that
goes into creating a Bloody Mary drink.

A: 04982 < B: 1.0323

Q
(2 Reward

Output B: Sure! The video shows a man playing bagpipes on the
street while people are walking by on the sidewalk. He wears a
black jacket and a red knee-length socks. A few people are seen
stopping to watch him play. He plays with bags on the sidewalk.
There are several cars and a traffic light on the street while the man
plays. The video captures a lively street scene where the man
playing bagpipes attracts the attention of passersby. His outfit,
which includes a skirt, is unconventional and adds to the overall
charm of the video. The traffic light and cars in the background
create a bustling atmosphere, and the people walking on the
sidewalk add to the overall sense of movement and energy in the
video. Overall, the video captures a vibrant street scene with a
skilled musician entertaining the passersby.

A: 04481 < B: 0.9563

User: Can you describe the video in detail? X

Output A: Sure, the video shows a man sitting in a canoe while
holding a paddle. The camera is facing him, and he is talking to
the camera man. As the man starts to paddle, he moves his arms
back and forth along the water. The movement of the paddle can
be seen in the water, creating ripples and waves. The man
continues paddling along the water, and the camera captures the
scenery around him. The sound of the water splashing around the
man and the paddle can be heard throughout the video. The video
seems to be a peaceful and tranquil moment, with the man
enjoying his time on the water while the camera captures the
beautiful scenery around him. Overall, the video provides a
serene and relaxing experience for the viewer, allowing them to
escape from their daily routine and enjoy the beauty of nature.

User: Can you describe what happens in the video? x

Output A: Sure, in the video, a man can be seen speaking to
the camera while standing in front of a window. He then
proceeds to clean the window while still speaking to the camera.
The man seems to be using a cleaning solution and a squeegee
to wipe down the window. Throughout the video, he pauses at
different points to address the camera and continue talking. The
man's movements are deliberate and methodical, suggesting
that he is experienced in window cleaning. The video seems to
be focused on showcasing the process of window cleaning
rather than the man himself. Overall, the video provides a
detailed look at the process of window cleaning and the
equipment used.

Output B: The video begins with a man sitting on a kayak in a
lake, paddling the kayak with his hands while looking forward. The
scene then transitions to a person in a red kayak riding down a
river, navigating through the waves and enjoying the thrill of the
river. The man in the kayak is shown paddling through the water,
maneuvering the kayak with ease and control. The video captures
the beauty and serenity of the lake and river scenery, with the
sound of the water and the rushing river providing a soothing and
peaceful ambiance. The kayaker's skills and technique in
navigating the kayak are impressive, as he confidently navigates
through the rushing river with ease and control. Overall, the video
highlights the thrill and beauty of kayaking in the great outdoors.

Output B: In the video, we see a man standing in a room with a
glass door in front of him. He is holding a glass and can be seen
wiping the glass with a towel. He is wearing a red shirt and black
pants and is standing near a window in the living room. The man
seems to be enjoying his time in the room, as he takes a sip from
his glass and continues to wipe the door. In the distance, we can
see a white car parked outside, and a white car parked in the
parking lot is visible as well. There are no other people in the
room, and the lighting is bright, indicating that it is daytime. The
man seems to be in a relaxed mood, and the room looks cozy and
comfortable. Overall, the video portrays a peaceful and serene
scene of a man enjoying his time in a well-lit room in his home.

(°%) Reward A: 07730 > B: 0.2276

|§} Reward A: 0.9241 > B: 0.2293

Figure 12: Predictions of SFT model and the predicted reward. We present qualitative examples of questions
and two responses generated from the VLM-SFT, and the reward given to each answer using the trained RM.
The reward is higher for the answer with more accurately grounded answers, as highlighted in blue for accurate

responses and red for less accurate contents.
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