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Abstract
Automated evaluation is crucial for stream-
lining text summarization benchmarking and
model development, given the costly and time-
consuming nature of human evaluation. Tra-
ditional methods like ROUGE do not cor-
relate well with human judgment, while re-
cently proposed LLM-based metrics provide
only summary-level assessment using Likert-
scale scores. This limits deeper model anal-
ysis, e.g., we can only assign one hallucina-
tion score at the summary level, while at the
sentence level, we can count sentences con-
taining hallucinations. To remedy those limi-
tations, we propose FineSurE, a fine-grained
evaluator specifically tailored for the sum-
marization task using large language models
(LLMs). It also employs completeness and
conciseness criteria, in addition to faithful-
ness, enabling multi-dimensional assessment.
We compare various open-source and propri-
etary LLMs as backbones for FineSurE. In
addition, we conduct extensive benchmarking
of FineSurE against SOTA methods including
NLI-, QA-, and LLM-based methods, showing
improved performance especially on the com-
pleteness and conciseness dimensions. The
code is available at https://github.com/
DISL-Lab/FineSurE-ACL24.

1 Introduction

Text summarization stands out as an important task
in natural language processing, aiming to generate
a condensed summary of a provided text while re-
taining its essential information (Gupta and Gupta,
2019; Song et al., 2023). Despite the enhanced
quality of summaries produced by LLMs, the de-
velopment of automated methods for evaluation re-
mains a challenge (Kryściński et al., 2020; Maynez
et al., 2020). Conventional reference-based met-
rics, such as ROUGE (Lin, 2004), have exhibited a
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weak correlation with actual human judgments (Liu
et al., 2023). Consequently, human evaluation re-
mains an essential step for accurately assessing the
quality of generated summaries, even considering
its inherent costs and time-consuming nature.

Recently, the need for better automatic evalua-
tors has become an important research topic, aim-
ing to streamline evaluation processes and ease
manual efforts in model development (Gao et al.,
2023). This effort provides valuable insights into
whether generated summaries align with predefined
quality standards, including aspects like faithful-
ness. Various approaches have been explored, in-
cluding approaches based on neural language in-
ference (NLI) (Laban et al., 2022) and question-
answering (QA) (Fabbri et al., 2022; Zhong et al.,
2022). In addition, LLMs have recently proven
their potential to be an automated tool for human-
like evaluation (Liu et al., 2023; Wang et al., 2023).
The latest LLM-based method, G-Eval (Liu et al.,
2023), demonstrated a Spearman correlation coef-
ficient of over 0.5 with Likert-scale human judg-
ments on the news domain using GPT-4.

Despite these advancements, we contend that
the current LLM-based automated methods still
fall short in achieving precise evaluation, primarily
attributed to the coarse-grained evaluation pipeline
and the ambiguity in evaluation dimensions. Specif-
ically for coarse-grained evaluation, the evaluation
dimensions–namely faithfulness, coherence, and
relevance 1–are frequently assessed at the summary-
level, resulting in Likert-scale scores for each sum-
mary (Gao and Wan, 2022; Shen and Wan, 2023;
Liu et al., 2023; Wang et al., 2023). This Likert-
scale scoring method lacks fine-grained informa-
tion on errors in generated summaries. For instance,
it does not provide a breakdown of the number of
summary sentences with quality issues or specify

1We omit fluency assessment as modern AI models typi-
cally generate highly fluent outputs (Liu et al., 2023).
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bulgaria might not be the first hotspot that springs to mind for a summer
holiday 2013 but that could change after it was named europe 's cheapest
destination yesterday . the former soviet state has gained the most from the
strong pound , which has cut the cost of visiting the continent . resorts on its
black sea coast offer the best value in terms of a meal out (…)

Input Text

Generated Summary
[S1] Bulgaria's most popular resort of sunny beach is a carbone copy.
[S2] It is one of 13 european hotspots out of 14 where your cash will go far 

further this summer, largely thanks to rock-bottom exchange rates and 
higher inflation in some countries.

[S3] Prince Alwaleed Bin Talal has pledged to give pilots a free Bentley.

[K1] Bulgaria's Black Sea has resorts.
[K2] Black Sea resorts cheaper than hotspots in Italy.
[K3] Cheap prices are driven by low exchange rates.
[K4] (…)

Keyfact List

Keyfact
Alignment

Keyfacts

[K1]
[K2]
[K3]
[K4]

[S1]
[S2]
[S3]

Summary

Fact 
Checking

no error
out-of-context

entity error

Eval. Results

missing

Faithfulness:    33%
Completeness: 75%
Conciseness:    66%

Figure 1: FineSurE framework: the given summary is evaluated by conducting the two tasks of fact checking and
keyfact alignment. In this specific example, the faithfulness score is 33%, since only one out of the three summary
sentences is factually correct; the completeness score is 75%, since three out of the four keyfacts align with the
summary; and the conciseness score is 66%, since two out of the three sentences are related to the keyfacts.

the types of mistakes present in each sentence. Fur-
thermore, regarding ambiguity, the evaluation of
coherence and relevance is hindered by the lack of
clarity in their definition of "the collective quality
of all sentences" and "the selection of important
content from the source" (Fabbri et al., 2021; Shen
et al., 2023). Given that human can encounter chal-
lenges in evaluating summaries, it is inappropriate
to expect a neural model to provide accurate and
objective assessments. Hence, there is a need to
develop a more precise evaluation framework that
results in a more detailed assessment with clearly
defined evaluation dimensions.

In this paper, we present FineSurE (Fine-
grained Summarization Evaluation) using LLMs,
a novel automated approach designed to evaluate
the summarization quality at a fine-grained level
based on summary sentences or keyfacts2, as de-
picted in Figure 1. We aim to evaluate summaries
using this framework along three vital criteria: the
faithfulness of minimizing factuality errors, the
completeness of encompassing the majority of key-
facts, and the conciseness of avoiding unnecessary
details. Thus, our framework entails executing two
finely grained procedures utilizing LLMs: (1) fact
checking involves identifying specific factuality
errors present in each summary sentence and (2)
keyfact alignment focuses on aligning each key-
fact with all summary sentences from which they
are inferred. We leverage the outcomes from both
procedures to calculate precise percentage scores,
offering a more detailed assessment than Likert-
scale scoring. This fine-grained approach enables
us to analyze the quality issues of generated texts
at both the sentence and keyfact-level.

2A keyfact refers to a concise sentence conveying a single
key information, comprising at most 2-3 entities, also referred
to as a semantic content unit (Bhandari et al., 2020). The
keyfact list can be generated automatically or by humans.

On top of keyfact alignment, two dimensions
(completeness and conciseness) can serve as better
replacements for coherence and relevance (Fabbri
et al., 2021), as they evaluate two key aspects of a
good summary, assessing the comprehensive inclu-
sion and density of key information while exclud-
ing irrelevant content.

To summarize, our main contributions are as fol-
lows: (1) we argue that LLM-based summarization
suffers from hallucination, information emission
and verbosity hence requiring revisiting the evalua-
tion dimensions, (2) we suggest three metrics tar-
geting LLM output characteristics and tackling the
aforementioned problems including faithfulness,
completeness and conciseness, (3) we propose a
novel automated evaluation framework - FineSurE,
based on keyfact lists and using LLMs to generate
the keyfacts, align them to the summary sentences
and categorize the errors automatically, (4) we com-
pare various open-source and proprietary LLMs to
power FineSurE and analyze their correlation to
human judgment at the summary and system levels,
(5) we provide comprehensive results comparing
our method with similarity-based, NLI-based, QA-
based, and LLM-based automated methods and
show improved human correlation for FineSurE
over state-of-the-art methods.

2 Related Work

Efforts to assess the quality of texts generated by
language models have led to numerous initiatives
in designing effective automated evaluators across
various research directions (Lin, 2004; Fabbri et al.,
2022; Zhong et al., 2022; Wang et al., 2023).

Similarity-based Evaluator. The evaluation of
generated text can be measured by the n-gram
overlap with the reference text, employing met-
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rics such as ROUGE (Lin, 2004), BLEU (Papineni
et al., 2002), and METEOR (Banerjee and Lavie,
2005). In contrast to relying on exact matches,
several evaluators have leveraged token similarity
through contextual embeddings like BERTScore
(Zhang et al., 2019), MoverScore (Zhao et al.,
2019), and BARTScore (Yuan et al., 2021). How-
ever, these evaluators lack human correlation and a
multi-dimensional assessment of text quality akin
to real human evaluation, as they typically produce
a single-dimensional score based on text similarity.

To assess text quality, primarily focusing on
checking factual consistency, task-specific evalua-
tors utilizing NLI and QA have been explored.

NLI-based Evaluator. This task involves fact-
checking and verification by retrieving relevant evi-
dence from the input text to support the claim made
in the generated text (Glover et al., 2022; Honovich
et al., 2022; Utama et al., 2022). DAE (Goyal and
Durrett, 2020) introduced the dependency arc en-
tailment formulation, offering a more fine-grained
approach to faithfulness evaluation. SummaC (La-
ban et al., 2022) presented a lightweight model that
facilitates NLI by segmenting input text into sen-
tence units and aggregating scores between pairs
of sentences. Despite their enhanced performance,
they only focus on assessing faithfulness.

QA-based Evaluator. This involves generating
plausible questions from the reference text and then
answering these questions considering the gener-
ated text (Scialom et al., 2021; Chen et al., 2021).
QAGS (Wang et al., 2020) and QAFactEval (Fabbri
et al., 2022) enhanced the accuracy of faithfulness
evaluation, surpassing other similarity- and NLI-
based evaluators in text summarization. UniEval
(Zhong et al., 2022) proposed a unified evaluator
capable of assessing multi-dimensional evaluation
of text generation through the QA task. In text sum-
marization, it evaluates four aspects: faithfulness,
coherence, relevance, and fluency. Generally, these
methods require training a neural model to generate
questions and their corresponding answers.

LLM-based Evaluator. With the emergence of
LLMs, there is a move toward utilizing them as
reference-free automated evaluators in diverse sce-
narios (Shi et al., 2023; Lin and Chen, 2023; Chen
et al., 2023; Fu et al., 2023). Recently, a few ef-
forts have been made to evaluate faithfulness using
edited text (Laban et al., 2023), atomic facts (Min
et al., 2023), and external knowledge base (Feng
et al., 2023), as well as to assess multi-dimensional

aspects (Liu et al., 2023; Shen et al., 2023; Wang
et al., 2023). Although LLMs have shown promise
as evaluators, they currently lack a fine-grained
assessment and primarily focus on addressing faith-
fulness, without considering other important di-
mensions for high-quality summaries.

Unlike prior studies, we define crucial aspects
for a detailed evaluation using LLMs and introduce
a new fine-grained evaluation framework called
FineSurE. This framework addresses numerous
open questions regarding the capabilities of LLMs,
including sentence-level fact-checking, classifica-
tion of error types, and keyfact-level alignment.

3 FineSurE Framework

3.1 Evaluation Dimensions
LLMs enhance the quality of summarization, but
they rather suffer from hallucination, information
emission and verbosity (Ji et al., 2023; Saito et al.,
2023), requiring revisiting evaluation dimensions.
Therefore, we advocate for a thorough assessment
of the two evaluation criteria, "completeness" and
"conciseness," in addition to "faithfulness." These
two dimensions can effectively assess both informa-
tion emission and verbosity while also complement-
ing each other in evaluating information inclusion
and summary succinctness.
• Faithfulness: The summarizer does not manip-

ulate the information in the input text (i.e.,
intrinsic) and add any information not directly
inferable from the input text (i.e., extrinsic).

• Completeness: The summarizer ensures the in-
clusion of all keyfacts from the input text in
the output summary.

• Conciseness: The summarizer refrains from in-
corporating information outside the keyfacts
in the output, maintaining a succinct and fo-
cused summary.

Note that, adhering to the precise definition of
faithfulness in the recent work (Pagnoni et al.,
2021), we categorize error types into a total of
seven categories, with "out of context" as an extrin-
sic error, and "predicate," "entity," "circumstance,"
"coreference," "discourse link," and "grammatical"
as intrinsic errors. See examples in Appendix A.

3.2 Evaluation Pipeline
We discuss the evaluation pipeline implementing
the dimensions discussed previously. We employ
LLMs as a tool to conduct fact checking and key-
fact alignment tasks. Specifically, we design two
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prompts tailored for the two tasks, as shown in
Figures 3-4 of Appendix B. All prompts are cus-
tomized to generate outputs in JSON format, en-
hancing the success ratio of following our instruc-
tions and facilitating parsing. The detailed analysis
of the success ratio is provided in Section 4.2.

Task 1. Fact Checking. Figure 3 illustrates
our prompt and its expected JSON output for fact
checking. We convert the problem of fact checking
into a categorization problem involving nine cate-
gories. These include the seven factuality errors,
along with an additional category "other error" for
errors outside the seven errors, and an additional
category "no error" for cases where no error was
detected. Therefore, given a pair of input text and
model summary, the LLM is expected to output the
error type classified into one of the nine categories
for each sentence along with a concise reason.

Task 2. Keyfact Alignment. Figure 4 shows
our prompt and its expected JSON output for key-
fact alignment. We address the alignment problem
through keyfact matching, a process that involves
two sequential tasks: verifying if each keyfact is
inferred from the summary and, if affirmative, spec-
ifying the line numbers for all the corresponding
summary sentences. Thus, given a pair of keyfact
list3 and model summary, the output should be the
binary label and the list of line numbers of all sum-
mary sentences matched for each keyfact.

Parsing and Scoring. The evaluation scores are
computed using the results from the two tasks.
Given a document D, let S = {s1, . . . sN} be
the generated summary with N sentences. By
the fact checking task, we identify a subset of
Sfact ⊆ S, which consists solely of summary sen-
tences marked "no error". Then, the percentage
score of faithfulness on S is determined by:

Faithfulness(D,S) = |Sfact|/|S|. (1)

Let K = {k1, . . . , kM} be the list of keyfacts
with a size of M . Through the keyfact alignment,
we construct a bipartite graph M = (K,S,E),
where the edge set E = {(k, s) : k → s | k ∈
K ∧ s ∈ S} and k → s indicates that the keyfact
k aligns with the summary sentence s. Then, the
percentage scores of completeness and conciseness
on S are computed at the summary level by:

Completeness(K,S)=
∣∣{k|(k, s)∈ E}

∣∣/|K|
Conciseness(K,S)=

∣∣{s|(k, s)∈ E}
∣∣/|S|, (2)

where the operator | · | returns the number of unique
items within the provided set. Intuitively, the two
scores represent completeness, indicating the de-
gree to which keyfacts are included in the summary,
and conciseness, reflecting the density of relevant
sentences aligning with given keyfacts. Moreover,
unlike existing LLM-based methods (Liu et al.,
2023; Wang et al., 2023; Shen et al., 2023), we pro-
vide more detailed information about the error type
associated with each sentence and the alignment of
each keyfact with summary sentences.

3.3 Prompt Engineering
We explore various prompt engineering strate-
gies (Wei et al., 2022; Yu et al., 2023) to identify
the most suitable one for our evaluation pipeline:

• Basic Prompt: A default question prompt in
plain text, e.g., is the summary sentence sup-
ported by the transcript?

• Instruction: The prompt is provided using a
step-by-step instruction using "Instruction:".

• Categorization: The prompt solves a catego-
rization task by providing target categories.

• Reasoning: The prompt uses a chain-of-thought
approach, incorporating a reasoning step.

• Evidence Mapping: The prompt requests an
exact quote from the input to confirm the de-
cision made by LLMs.

Combining all the above techniques was not
always superior. Evaluation prompts are recom-
mended to use instruction format with categoriza-
tion and reasoning for faithfulness evaluation, as
in Figure 3, and only instruction format for com-
pleteness and conciseness evaluation, as in Figure
4. See the detailed ablation in Appendix G.

3.4 Keyfact Extraction
The list of keyfacts is essential for evaluating the
completeness and conciseness using FineSurE. Hu-
mans are best suited to generate these keyfacts
as they understand the priorities in different do-
mains, such as medicine or sales. However, in
some cases, obtaining human keyfacts can be chal-
lenging. FineSurE works with human keyfacts by
default, but for cases where no human keyfacts
are provided, it can employ the LLM to extract
keyfacts automatically. This process is entirely
automated, utilizing prompts tailored for keyfact

3The list of keyfacts is provided by humans; if unavailable,
it can be automatically derived from the reference summary.
See Appendix C for details.
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Direction Method Sentence-level Summary-level System-level
bAcc (↑) Pearson Corr (↑) Spearman Corr (↑) Rank Corr (↑)

Similarity-
based

ROUGE-1 Not Available 0.324 (0.00) 0.332 (0.00) 0.883 (0.00)
ROUGE-2 Not Available 0.384 (0.00) 0.315 (0.00) 0.947 (0.00)
ROUGE-L Not Available 0.175 (0.00) 0.180 (0.00) 0.667 (0.05)
BERTScore Not Available 0.008 (0.69) 0.000 (0.97) -0.133 (0.73)
BARTScore Not Available 0.717 (0.00) 0.736 (0.00) 0.937 (0.00)

NLI-based SummaC-Conv Not Available 0.828 (0.00) 0.814 (0.00) 0.883 (0.00)

QA-based UniEval Not Available 0.743 (0.00) 0.772 (0.00) 0.983 (0.00)
QAFactEval Not Available 0.841 (0.00) 0.813 (0.00) 0.933 (0.00)

LLM-based G-Eval (GPT-4) Not Available 0.841 (0.00) 0.834 (0.00) 0.950 (0.00)
FineSurE (GPT-4) 86.4% 0.833 (0.00) 0.839 (0.00) 0.950 (0.00)

Table 1: Performance of faithfulness evaluation on FRANK using ten automated metrics at the sentence-, summary-
and system-level. The values in parenthesis represent p-values. The best results are marked in bold.

extraction (see Figure 5). For further details, refer
to Appendix C. The impact of employing auto-
matic keyfact extraction on keyfact alignment is
discussed in Section 4.1.2.

4 Evaluation

Datasets To evaluate the automated evaluator’s
performance, we need datasets with human anno-
tations for sentence-level faithfulness and keyfact-
level alignment. Since no single dataset includes
both types of annotations, we opt for two sepa-
rate datasets. FRANK (Pagnoni et al., 2021) is
a benchmark dataset of 2, 246 summaries for fac-
tuality evaluation metrics. It encompasses sum-
maries of nine summarization systems on CN-
NDM (Hermann et al., 2015) and XSUM (Narayan
et al., 2018), providing fine-grained annotations
of sentence-level factuality error types. On the
other hand, REALSumm (Bhandari et al., 2020) is
another dataset of 2, 500 summaries from 25 sum-
marization systems for automated metrics based
on CNNDM. It includes a list of human keyfacts,
along with corresponding annotations indicating
their presence in the summary. FRANK and REAL-
Summ obtain the inter-annotator agreement (IAA)
scores of 0.58 (cohen’s kappa) and 0.66 (Krippen-
dorff’s alpha) for three annotators, respectively.

LLMs as Evaluators We use the GPT-4-turbo
(gpt-4-1106-preview) (Achiam et al., 2023) by
default in main evaluation, but test with vari-
ous open-source and proprietary LLMs, including
Mixtral-8x7B (Jiang et al., 2024), Phi-2, Llama-2/-
3 (Touvron et al., 2023), GPT-3.5-turbo, and GPT-
4-omni (gpt-4o-2024-05-13), in Section 4.2. We set
the temperature to 0 and clear the history for every
evaluation instance, following the literature (Shen
et al., 2023). We use HuggingFace models for

open-source LLMs and paid APIs for proprietary
LLMs.

Baselines We compare FineSurE with five
similarity-based methods, ROUGE-1/-2/-L (Lin,
2004), BERTScore (Zhang et al., 2019), and
BARTScore (Yuan et al., 2021); a NLI-based
method, SummaC-Conv (Laban et al., 2022); two
QA-based methods, UniEval (Zhong et al., 2022)
and QAFactEval (Fabbri et al., 2022); and the lat-
est LLM-based method, G-Eval (Liu et al., 2023).
Note that QAFactEval and SummaC-Conv are only
compared for faithfulness evaluation, as they are
limited to factuality. We obtain all the results by
executing each metric in our experimental setup.

Performance Each automated evaluator’s perfor-
mance is assessed by comparing estimated scores
with ground-truth human judgments using sentence,
summary, and system-level measurements. This
multi-level analysis is crucial, as we seek to un-
derstand the agreement of the evaluator on each
sentence, each summary, and the average perfor-
mance of each summarization system.

Balanced accuracy (bAcc) assesses faithfulness
in classifying each summary sentence for the pres-
ence or absence of factual errors at the sentence-
level. This is the average of true positive and true
negative rates widely used when the two classes
are imbalanced (Brodersen et al., 2010). Pearson
and Spearman correlations assess all three dimen-
sions at the summary-level by comparing percent-
age scores in Eqs. (1)-(2) derived from predicted
and human evaluation results. Lastly, rank cor-
relation is a system-level measure assessing the
alignment of performance rankings across summa-
rization systems (models) calculated by both our
evaluator and humans. The details of the measure-
ments are provided in Appendix D.
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Error Category OutE EntE PredE CirE GramE LinkE CorefE Mean

Random Guessing 14.3% 14.3% 14.3% 14.3% 14.3% 14.3% 14.3% 14.3%
Bart-Large (Fine-tuned) 56.7% 36.9% 14.8% 34.0% 21.4% 0.0% 40.0% 29.1%

FineSurE (GPT-4) 50.2% 63.7% 41.9% 38.1% 44.6% 19.4% 37.8% 42.2%

Table 2: Accuracy analysis of factuality error localization in assessing faithfulness, with error categories including
OutE (out-of-context), EntE (entity error), PredE (predicate error), CirE (circumstance error), GramE (grammatical
error), LinkE (discourse link error), and CorefE (coreference error). "Random Guessing" is the performance of
randomly selecting from the seven categories, i.e., 1/7=14.3%, while "Bart-Large" is a stronger baseline model
fine-tuned on FRANK for error localization.

Dimension (a) Completeness (b) Conciseness

Direction Method Summary-level System-level Summary-level System-level
Pearson (↑) Spearman (↑) Rank (↑) Pearson (↑) Spearman (↑) Rank (↑)

Similarity-
based

ROUGE-1 0.484 (0.00) 0.461 (0.00) 0.516 (0.01) 0.387 (0.00) 0.371 (0.00) 0.332 (0.10)
ROUGE-2 0.456 (0.00) 0.461 (0.00) 0.463 (0.02) 0.328 (0.00) 0.337 (0.00) 0.290 (0.16)
ROUGE-L 0.425 (0.00) 0.428 (0.00) 0.238 (0.25) 0.310 (0.00) 0.321 (0.00) 0.083 (0.69)
BERTScore 0.455 (0.00) 0.443 (0.00) 0.619 (0.00) 0.416 (0.00) 0.405 (0.00) 0.783 (0.00)
BARTScore 0.216 (0.00) 0.199 (0.00) 0.653 (0.00) 0.241 (0.00) 0.210 (0.00) 0.824 (0.00)

QA-based UniEval 0.134 (0.00) 0.180 (0.00) 0.346 (0.09) 0.086 (0.00) 0.128 (0.00) -0.176 (0.39)

LLM-based
G-Eval (GPT4) 0.314 (0.00) 0.295 (0.00) 0.908 (0.00) 0.314 (0.00) 0.277 (0.00) 0.582 (0.00)
FineSurE (GPT-4) 0.688 (0.00) 0.677 (0.00) 0.949 (0.00) 0.505 (0.00) 0.451 (0.00) 0.880 (0.00)
FineSurE†(GPT-4) 0.571 (0.00) 0.546 (0.00) 0.905 (0.00) 0.438 (0.00) 0.399 (0.00) 0.911 (0.00)

Table 3: Performance of completeness and conciseness evaluation on REALSumm using ten automated evaluation
metrics at the summary- and system-level. The values in parenthesis represent p-values. Fine-Eval† utilizes the list
of keyfacts automatically derived through LLMs, in contrast to relying on human keyfacts.

Method Faithfulness Completeness Conciseness

G-Eval 0.906 0.799 0.759
FineSurE 0.921 0.853 0.908

Table 4: Inter-annotator agreement score (IAA) of
GEval and FineSurE across three distinct evaluations.

4.1 Main Results: Evaluators Comparison

4.1.1 Faithfulness
Table 1 summarizes the agreement between auto-
mated evaluators and human scores in faithfulness
evaluation at three different granularities. FineSurE
significantly outperforms similarity-, NLI-, and
QA-based evaluators at all levels of evaluation.

It is important to note that none of the existing
methods provide sentence-level evaluation results,
relying instead on summary-level scoring, such as
Likert-scale scores. It is noteworthy that FineSurE
has the capability to assess whether each sentence
contains a factual error or not, demonstrating re-
markable alignment with human sentence-level
judgments, with a balanced accuracy of 86.4%.

Given the strong alignment with human judg-
ment, using LLMs as an evaluator holds great
promise for enhancing the reliability of evaluation

3The pre-trained Bart-Large (Lewis et al., 2020) is fine-
tuned on error localization data constructed using FRANK,
comprising 3,885 training and 1,007 testing sentences, each
paired with their corresponding human error categories.

processes for text summarization. However, one
open question remains: Can LLMs identify the type
of factuality error?

Table 2 unveils the capability of LLMs for fac-
tuality error localization, demonstrating accuracy
as the probability that the predicted error cate-
gory matches the correct answer given by humans.
FineSurE outperforms the strong baseline, Bart-
Large3 fine-tuned on FRANK for error localization,
despite not being trained on any error localization
data, i.e., zero-shot prediction. Its superiority is
primarily stemming from error categories that are
uncommon in the training set for Bart-Large, such
as PredE (141 cases), CirE (142 cases), and LinkE
(41 cases). Nevertheless, LLMs still make numer-
ous mistakes in accurately identifying the exact
error type, despite their excellent performance in
the binary decision of hallucination.

Therefore, achieving a level of evaluation com-
parable to human performance in more intricate
assessment tasks remains a challenging objective.

4.1.2 Completeness and Conciseness
The agreement between automated evaluators and
human scores on completeness and conciseness is
summarized in Table 3. In contrast to similarity-
based evaluators, which provide a single compos-
ite score, UniEval and G-Eval yield four distinct
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Type LLM Sentence-level Summary-level System-level Success
bAcc (↑) Pearson Corr (↑) Spearman Corr (↑) Rank Corr (↑) Ratio

O
pe

n-
so

ur
ce Phi-2 (2.7B) 48.1% -0.108 (0.00) -0.010 (0.73) -0.700 (0.04) 50.4%

Llama2-70B 56.5% 0.133 (0.00) 0.147 (0.00) 0.833 (0.01) 86.2%
Mixtral-8x7B 50.7% -0.023 (0.38) 0.036 (0.18) -0.450 (0.22) 63.1%
Mixtral-8x7B-Inst. 78.7% 0.708 (0.00) 0.716 (0.00) 0.883 (0.00) 88.9%
Llama3-70B-Inst. 92.0% 0.844 (0.00) 0.841 (0.00) 0.933 (0.01) 98.3%

Pr
op

ri
et

ar
y Gemini-1-pro 87.7% 0.733 (0.00) 0.736 (0.00) 0.916 (0.00) 98.0%

GPT-3.5-turbo 78.8% 0.709 (0.00) 0.709 (0.00) 0.933 (0.00) 93.1%
GPT-4-turbo 86.4% 0.833 (0.00) 0.839 (0.00) 0.950 (0.00) 98.1%
GPT-4-omni 91.8% 0.855 (0.00) 0.852 (0.00) 0.883 (0.00) 98.1%

Table 5: Performance of faithfulness evaluation using five open-source and four proprietary LLMs. The rightmost
column is the success ratio of accurately following the prompt.

scores, evaluating faithfulness, coherence, rele-
vance, and fluency. We use their coherence and
relevance scores to calculate the correlation with
human scores for completeness and conciseness,
as they indicate the inclusion and density of key
information, respectively.

Overall, FineSurE using human keyfacts demon-
strates a very high agreement with human evalua-
tions for completeness and conciseness, surpassing
other evaluators significantly. This is because key-
fact alignment is essential to verify the coverage
of crucial information in the summary, a task that
cannot be accomplished with existing LLM-based
method like G-Eval. See the qualitative example
in Appendix E. We also assess the performance of
FineSurE without employing human keyfacts and,
instead, utilizing machine-generated keyfacts, as
outlined in Appendix C. The keyfacts are extracted
using GPT-4 with a specific prompt. It is notewor-
thy that, even with machine-generated key facts,
FineSurE maintains a higher level of agreement
over other automated evaluators.

With an advantage as a fine-grained evaluator,
FineSurE also provides evaluation results at the
keyfact-level, revealing which keyfacts are omitted
in the summary, i.e., keyfact matching. Given a
list of keyfacts, it includes binary labels ("Yes" or
"No") in the JSON output, as illustrated in Figure
4. Therefore, we assess the agreement for the key-
fact matching task by calculating the IAA score
between machine and human labels. FineSurE
demonstrates a Krippendorff’s alpha of 0.65 for
keyfact matching. This robust agreement at various
levels corroborates that FineSurE has a potential to
be an effective fine-grained automatic evaluator.

Furthermore, in Appendix F, we compare
FineSurE with two variants of G-Eval, which are
tailored for completeness and conciseness evalua-
tion by modifying its prompts to be more suitable

for such assessment and integrating them for use
with keyfacts. FineSurE maintains its significant
dominance even with additional tuning on G-Eval.

4.1.3 Stability in Evaluation Results
Concerns arise about evaluation result stability with
LLMs due to their inherent text generation ran-
domness, even at temperature 0. Despite LLM-
based methods relying on Likert-scale evaluation,
such as G-Eval, showing significant fluctuations in
judgment alignment (Shen et al., 2023; Liu et al.,
2023), Table 4 demonstrates that FineSurE (GPT-
4) maintains much higher agreement in summary-
level evaluation scores across three distinct runs.
This underscores the benefit of employing fine-
grained percentage scores derived from sentence-
and keyfact-level assessments.

4.2 LLMs as Evaluators Comparison

It is interesting to observe how the evaluation agree-
ment varies based on the choice of LLMs, given the
abundance of open-source and proprietary LLMs.

Success Ratio. The primary limitation of open-
source LLMs is their comparatively lower success
ratio in following prompts, compared to proprietary
LLMs; only Llama3-70B-Inst exhibits a high suc-
cess ratio comparable to proprietary LLMs. Upon
analyzing failure cases, the top three reasons are:
(1) the output is either not in JSON format or an
incorrect JSON format, (2) the output consists of
meaningless text, e.g., python codes or no output
at all, and (3) the JSON output includes only a few
lines of sentences or keyfacts.

Furthermore, the maximum token length in con-
text for open-source LLMs is notably shorter com-
pared to proprietary LLMs. GPT-4 series can
process up to 128K tokens, whereas open-source
LLMs generally handle up to 8K input tokens. This
results in prompt truncation when handling lengthy
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Dimension (a) Completeness (b) Conciseness

Type Method Summary-level System-level Summary-level System-level Succ.
Pearson (↑) Spearman (↑) Rank (↑) Pearson (↑) Spearman (↑) Rank (↑) Ratio

O
pe

n-
so

ur
ce Phi-2 (2.7B) 0.093 (0.00) 0.104 (0.00) 0.338 (0.10) 0.058 (0.04) 0.069 (0.01) -0.039 (0.85) 52.1%

Llama2-70B 0.421 (0.00) 0.401 (0.00) 0.824 (0.00) 0.387 (0.00) 0.371 (0.00) 0.612 (0.00) 53.7%
Mixtral-8x7B 0.166 (0.00) 0.152 (0.00) 0.431 (0.03) 0.087 (0.00) 0.108 (0.00) 0.264 (0.20) 53.8%
Mixtral-8x7B-Inst. 0.439 (0.00) 0.437 (0.00) 0.678 (0.00) 0.367 (0.00) 0.361 (0.00) 0.798 (0.00) 87.5%
Llama3-70B-Inst. 0.755 (0.00) 0.747 (0.00) 0.881 (0.00) 0.445 (0.00) 0.444 (0.00) 0.786 (0.00) 92.0%

Pr
op

ri
et

ar
y Gemini-1-pro 0.583 (0.00) 0.567 (0.00) 0.820 (0.00) 0.435 (0.00) 0.402 (0.00) 0.745 (0.00) 99.7%

GPT-3.5-turbo 0.509 (0.00) 0.493 (0.00) 0.848 (0.00) 0.381 (0.00) 0.372 (0.00) 0.706 (0.00) 74.5%
GPT-4-turbo 0.688 (0.00) 0.677 (0.00) 0.949 (0.00) 0.505 (0.00) 0.451 (0.00) 0.880 (0.00) 99.8%
GPT-4-omni 0.691 (0.00) 0.686 (0.00) 0.943 (0.00) 0.522 (0.00) 0.467 (0.00) 0.932 (0.00) 99.6%

Table 6: Performance of completeness and conciseness evaluation using five open-source and four proprietary
LLMs. The rightmost column is the success ratio of accurately following the prompt.

Type LLM Factuality Error Type
Models OutE EntE PredE CirE GramE LinkE CorefE Mean

Baseline (Random Guessing) 14.3% 14.3% 14.3% 14.3% 14.3% 14.3% 14.3% 14.3%

O
pe

n-
so

ur
ce Phi-2 8.1% 12.6% 4.5% 5.8% 6.9% 8.3% 6.8% 7.6%

Llama2-70B 21.6% 31.4% 13.4% 14.3% 19.0% 11.1% 25.0% 19.4%
Mixtral-8x7b 21.8% 24.1% 16.0% 6.7% 15.6% 7.1% 5.6% 13.8%
Mixtral-8x7b-Inst. 37.8% 45.4% 26.1% 12.5% 22.2% 25.0% 22.7% 27.4%
Llama3-70B-Inst. 66.1% 64.8% 41.1% 38.1% 54.5% 43.8% 37.5% 49.4%

Pr
op

ri
et

ar
y Gemini-1-pro 51.9% 36.0% 23.2% 18.2% 3.8% 0.0% 25.0% 22.6%

GPT-3.5-turbo 52.4% 42.4% 26.4% 25.9% 52.4% 0.0% 12.9% 30.3%
GPT-4-turbo 50.2% 63.7% 41.9% 38.1% 44.6% 19.4% 37.8% 42.2%
GPT-4-omni 70.6% 69.2% 45.7% 46.6% 50.0% 42.3% 44.0% 52.6%

Table 7: Accuracy analysis of factuality error localization in assessing faithfulness using five open-source and
four proprietary LLMs, where "Baseline" is the performance of random guessing. Top-1 values are marked in bold.

input texts, potentially leading to failures in gener-
ating accurate outputs in text summarization.

Agreement with Human Score. Tables 5-6 sum-
marize the correlation of nine different LLMs with
human judgment, computed only for the success-
ful cases of adhering to the prompt. Although the
recent Llama3-70B-Inst shows strong agreement
with humans, in general, there is a noticeable gap
between open-source and proprietary LLMs. Re-
garding open-source LLMs, the agreement with
human scores increases with the model size; for
example, Llama2-70B exhibits a higher correlation
coefficient than Phi-2. Additionally, instruction tun-
ing also plays a role, as observed in Mixtral-8x7b’s
performance, which improved significantly after
instruction tuning. In contrast, all the proprietary
LLMs exhibit high correlation coefficient. Partic-
ularly, more recent and powerful LLMs exhibit
better performance, i.e., GPT-4-turbo > GPT-3.5-
turbo, GPT-4-omni > GPT-4-turbo.

It’s notable that LLMs with a high success ratio
exhibit a strong correlation, suggesting they are not
penalized by their high success ratios. Therefore,
a more advanced LLM simultaneously achieves
higher agreement and success ratios.

Error Localization We provide a detailed fac-
tuality error localization analysis using different
LLMs in Table 7. GPT-4-omni improves the mean
accuracy in error localization by 10% over GPT-
4-turbo. The categorization accuracies of open-
source LLMs are considerably lower than those of
proprietary LLMs in general. However, the latest
open-source LLM, Llama3-70B-Inst, outperforms
GPT-4-turbo in error localization, achieving an av-
erage prediction accuracy of 49.4%, which is 7.2%
higher than that of GPT-4-turbo. Additionally, in-
struction tuning demonstrates a significant accuracy
boost in this task, as evidenced by the improvement
from Mixtral-8x7b to Mixtral-8x7b-Inst.

4.3 Evaluation using FineSurE
As an actual application of an automated eval-
uator, we gather summaries generated by four
open-source and four proprietary LLMs, and sub-
sequently assess their summarization quality us-
ing the FineSurE algorithm (see the prompt for
summarization we used in Appendix H). Figure 2
shows the percentage scores of the eight LLMs for
faithfulness, completeness, and conciseness. The
summaries are generated for 100 examples sourced
from CNNDM, all of which are also included in
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Figure 2: Evaluation using FineSurE for eight LLMs in text summarization on CNNDM.

REALSumm, thereby possessing the list of key-
facts extracted by human annotators.

In general, proprietary LLMs, including differ-
ent versions of GPT, generate high-quality sum-
maries in comparison to open-source counterparts.
Interestingly, GPT-4-omni exhibits the highest
agreement with humans as an automated evaluator
in Tables 5-6, but its faithfulness and completeness
scores are significantly worse even than GPT-3.5-
turbo. Consequently, GPT-4-omni is likely to in-
clude more hallucinations and miss many important
keyfacts in summary generation.

The performance ranking of each model changes
significantly for each evaluation dimension. GPT-
3.5-turbo, GPT-4-turbo, and GPT-4-omni are the
best for faithfulness, completeness, and concise-
ness, respectively. Nevertheless, it is notewor-
thy that Llama3-70B-Inst, an open-source LLM,
exhibits comparable performance to the state-of-
the-art proprietary LLMs. In open-source LLMs,
instruction tuning significantly enhances summa-
rization quality, as evidenced by the performance
increase of Mixtral-8x7b-Inst over Mixtral-8x7b.
These findings align with prior observations re-
ported in recent studies on faithfulness (Laban et al.,
2023) and instruction tuning (Zhang et al., 2023).

Lastly, while there is no doubt that faithfulness is
crucial, achieving both completeness and concise-
ness simultaneously turns out to be very important
and challenging in text summarization, as evident
from the low percentage scores even with GPT-4
series. Therefore, it emphasizes the need to put
more effort into these aspects for a good summary.

5 Conclusion

We introduce FineSurE, a novel automated evalua-
tor designed for fine-grained and multi-dimensional
text summarization evaluation. The evaluation pro-
cess is broken down into fact checking and keyfact
alignment, providing detailed insights, where key-
facts can be either provided by humans or gener-
ated by LLMs. Our experiments include a thorough
comparison with existing evaluators, exploration
of performance using eight opensource or propri-
etary LLMs, and real quality assessment of recent

LLM-generated summaries. The results indicate
the potential effectiveness of FineSurE as a text
summarization evaluator, showcasing its promising
capabilities in advancing automated evaluation for
text summarization.

Limitations

Our automated evaluator is primarily tested on
the news domain due to the limited availability
of benchmark datasets with fine-grained human an-
notations. We emphasize the critical importance of
constructing a high-quality benchmark dataset with
high diversity in input domains, length, and types.
Also, the prompts for evaluation may need to be
tuned if a different summary is expected like the
summary from the medical domain. Lastly, other
aspects can be considered for text summarization,
such as toxicity and social bias. We leave these
challenges as future work.

Ethics Statement

This paper focuses on designing an automatic eval-
uator using LLMs for text summarization. There-
fore, we do not anticipate any negative ethical and
social impact.
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Cann, Caiming Xiong, Richard Socher, and Dragomir
Radev. 2021. Summeval: Re-evaluating summariza-
tion evaluation. Transactions of the Association for
Computational Linguistics, 9:391–409.

Alexander Richard Fabbri, Chien-Sheng Wu, Wenhao
Liu, and Caiming Xiong. 2022. QAFactEval: Im-
proved qa-based factual consistency evaluation for
summarization. In NAACL.

Shangbin Feng, Vidhisha Balachandran, Yuyang Bai,
and Yulia Tsvetkov. 2023. FactKB: Generaliz-
able factuality evaluation using language models en-
hanced with factual knowledge. In EMNLP.

Jinlan Fu, See-Kiong Ng, Zhengbao Jiang, and Pengfei
Liu. 2023. GPTscore: Evaluate as you desire. arXiv
preprint arXiv:2302.04166.

Xiyan Fu and Anette Frank. 2023. SETI: Systematicity
evaluation of textual inference. In Findings of the As-
sociation for Computational Linguistics: ACL 2023,
pages 4101–4114, Toronto, Canada. Association for
Computational Linguistics.

Mingqi Gao, Jie Ruan, Renliang Sun, Xunjian Yin, Ship-
ing Yang, and Xiaojun Wan. 2023. Human-like sum-
marization evaluation with chatgpt. arXiv preprint
arXiv:2304.02554.

Mingqi Gao and Xiaojun Wan. 2022. Dialsummeval:
Revisiting summarization evaluation for dialogues.
In NAACL.

John Glover, Federico Fancellu, Vasudevan Jagan-
nathan, Matthew R Gormley, and Thomas Schaaf.
2022. Revisiting text decomposition methods for
nli-based factuality scoring of summaries. In GEM.

Tanya Goyal and Greg Durrett. 2020. Evaluating factu-
ality in generation with dependency-level entailment.
In EMNLP.

Som Gupta and Sanjai Kumar Gupta. 2019. Abstractive
summarization: An overview of the state of the art.
Expert Systems with Applications, 121:49–65.

Karl Moritz Hermann, Tomas Kocisky, Edward Grefen-
stette, Lasse Espeholt, Will Kay, Mustafa Suleyman,
and Phil Blunsom. 2015. Teaching machines to read
and comprehend. In NeurIPS.

Or Honovich, Roee Aharoni, Jonathan Herzig, Hagai
Taitelbaum, Doron Kukliansy, Vered Cohen, Thomas
Scialom, Idan Szpektor, Avinatan Hassidim, and
Yossi Matias. 2022. TRUE: Re-evaluating factual
consistency evaluation. In NAACL.

Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan
Su, Yan Xu, Etsuko Ishii, Ye Jin Bang, Andrea
Madotto, and Pascale Fung. 2023. Survey of halluci-
nation in natural language generation. ACM Comput-
ing Surveys, 55(12):1–38.

Albert Q Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris Bam-
ford, Devendra Singh Chaplot, Diego de las Casas,
Emma Bou Hanna, Florian Bressand, et al. 2024.
Mixtral of experts. arXiv preprint arXiv:2401.04088.
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You will receive a transcript followed by a corresponding summary. 
Your task is to assess the factuality of each summary sentence 
across nine categories:
* no error: the statement aligns explicitly with the content of 
the transcript and is factually consistent with it.
* out-of-context error: the statement contains information not 
present in the transcript.
* entity error: the primary arguments (or their attributes) of 
the predicate are wrong.
* predicate error: the predicate in the summary statement is 
inconsistent with the transcript.
* circumstantial error: the additional information (like location 
or time) specifying the circumstance around a predicate is wrong.
* grammatical error: the grammar of the sentence is so wrong that 
it becomes meaningless.
* coreference error: a pronoun or reference with wrong or non-
existing antecedent.
* linking error: error in how multiple statements are linked 
together in the discourse (for example temporal ordering or 
causal link).
* other error: the statement contains any factuality error which 
is not defined here.

Instruction:
First, compare each summary sentence with the transcript.
Second, provide a single sentence explaining which factuality 
error the sentence has.
Third, answer the classified error category for each sentence in 
the summary.

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "sentence", "reason", and 
"category":
[{"sentence": "first sentence", "reason": "your reason", 
"category": "no error"}, {"sentence": "second sentence", "reason": 
"your reason", "category": "out-of-context error"}, {"sentence": 
"third sentence", "reason": "your reason", "category": "entity 
error"},]

Transcript:
{input text}

Summary with N sentences:
{summary sentence 1}
{summary sentence 2}

...
{summary sentence N}

Figure 3: Prompt for fact checking: the prompt is
tailored for a categorization task, utilizing an instruc-
tion format with a structured reasoning step. For every
summary sentence, the output is a dictionary that pro-
vides the category (one of the error types) along with a
concise sentence of reasoning.

A Factuality Error Type

Following the work (Fu and Frank, 2023), we use
seven categories to define factuality error types,
namely "out of context", "predicate," "entity," "cir-
cumstance," "coreference," "discourse link," and
"grammatical". Table 8 provides the detailed de-
scription and example of the error categories.

B Main Prompt

We employ LLMs as a tool to conduct fact check-
ing and keyfact alignment tasks. Specifically, we
design two prompts tailored for the two tasks, as
shown in Figures 3-4.

C Keyfact Extraction

The list of key facts is crucial for evaluating com-
pleteness and conciseness. Ideally, they should be
generated by humans, as the key facts in text sum-
marization heavily depend on what information hu-
mans prioritize in various domains. For instance, in
a medical scenario, keyfacts should encompass all
medical symptoms and the doctor’s recommended

You will receive a summary and a set of key facts for the same 
transcript. Your task is to assess if each key fact is inferred 
from the summary.

Instruction:
First, compare each key fact with the summary.
Second, check if the key fact is inferred from the summary and 
then response "Yes" or "No" for each key fact. If "Yes", specify 
the line number(s) of the summary sentence(s) relevant to each 
key fact. 

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "key fact", "response", and "line 
number":
[{"key fact": "first key fact", "response": "Yes", "line number": 
[1]}, {"key fact": "second key fact", "response": "No", "line 
number": []}, {"key fact": "third key fact", "response": "Yes", 
"line number": [1, 2, 3]}]

Summary:
[1] {summary sentence 1}
[2] {summary sentence 2}

...
[N] {summary sentence N}

M key facts:
{keyfact 1}
{keyfact 2}

...
{keyfact M}

Figure 4: Prompt for keyfact alignment: the prompt
is tailored for keyfact matching, employing a simple
instruction format. For every keyfact, the output is
a dictionary that provides a binary labeling of "Yes"
(align) or "No" (not align) and all aligned sentence IDs.

You will be provided with a summary. Your task is to decompose 
the summary into a set of "key facts". A "key fact" is a single 
fact written as briefly and clearly as possible, encompassing at 
most 2-3 entities.

Here are nine examples of key facts to illustrate the desired 
level of granularity:
* Kevin Carr set off on his journey from Haytor.
* Kevin Carr set off on his journey from Dartmoor.
* Kevin Carr set off on his journey in July 2013.
* Kevin Carr is less than 24 hours away from completing his trip.
* Kevin Carr ran around the world unsupported.
* Kevin Carr ran with his tent.
* Kevin Carr is set to break the previous record.
* Kevin Carr is set to break the record by 24 hours.
* The previous record was held by an Australian.

Instruction:
First, read the summary carefully.
Second, decompose the summary into (at most 16) key facts.

Provide your answer in JSON format. The answer should be a 
dictionary with the key "key facts" containing the key facts as a 
list:
{"key facts" ["first key fact", "second key facts", "third key 
facts"]

Summary:
{summary}

Figure 5: Prompt for keyfact extraction: The prompt
is tailored for extracting keyfacts, utilizing an instruc-
tion format with few-shot examples. Given a reference
summary, the output is a dictionary that provides a list
of keyfacts. We adhere to the REALSum’s annotation
guideline, which limits the number of key facts to 16.

treatment, while in a sales call, the customer’s issue
and action should be prioritized as the key facts.

We also automatically extract feasible keyfacts
from the reference summary, similar to the ap-
proach taken by REALSumm in annotating key
facts with human annotators. However, our pro-
cess is fully automatic, utilizing LLMs instead of
human’s manual efforts. We designed the prompt
tailored for extracting keyfacts in Figure 5. This
prompt generates up to 16 key facts from the refer-
ence summaries by providing few-shot examples
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Category Description Example

OutE Out of context Error The statement contains information not
present in the source article.

China has already started clinical trials of
the COVID-19 vaccine.

EntE Entity Error The primary arguments (or their attributes)
of the predicate are wrong.

The COVID-19 vaccine was approved by
the FDA in 2019.

PredE Predicate Error The predicate in the summary statement is
inconsistent with the source article.

The Ebola vaccine was rejected by the
FDA in 2019.

CirE Circumstance Error
The additional information (like location or
time) specifying the circumstance around a
predicate is wrong.

The first vaccine for Ebola was approved
by the FDA in 2014.

GramE Grammatical Error The grammar of the sentence is so wrong
that it becomes meaningless.

The Ebola vaccine accepted have already
started.

LinkE Discourse Link Error
Error in how multiple statements are linked
together in the discourse (for example
tempral ordering/causal link).

To produce the vaccine, scientists have to
show successful human trials, then
sequence the DNA of the virus.

CorefE Coreference Error A pronoun/reference with wrong or
non-existing antecedent.

The first vaccine for Ebola was approved
in 2019. They say a vaccine for COVID-19
is unlikely to be ready this year.

Table 8: Typology of factual errors copied from (Pagnoni et al., 2021). Original text for the examples: The first
vaccine for Ebola was approved by the FDA in 2019 in the US, five years after the initial outbreak in 2014. To
produce the vaccine, scientists had to sequence the DNA of Ebola, then identify possible vaccines, and finally show
successful clinical trials. Scientists say a vaccine for COVID-19 is unlikely to be ready this year, although clinical
trials have already started.

to ensure that the granularity of extracted key facts
aligns with our requirements.

D Measurement

We utilize several measurement to compute the
agreement with human judgements at the three dif-
ferent levels.

For sentence-level assessment, we utilize human
binary annotations indicating the presence of factu-
ality errors for each sentence, denoted as "0" for no
error and "1" for error. Similarly, the LLM returns
the binary decision of "0" (No) and "1" (Yes) by
the fact checking prompt per sentence, as shown in
Figure 3. Then, the balanced accuracy (bACC) is
computed by:

bACC = (sensitivity + specificity)/2, (3)

where sensitivity refers to the true positive rate,
which measures the proportion of correct predic-
tions by LLMs out of all positive predictions. On
the other hand, specificity is the true negative rate,
measuring the proportion of correct predictions out
of all negative predictions.

For the summary-level assessment, let D =
{d1, . . . , dk} be the set of input documents and
S = {s1, . . . , sk} be the set of summaries corre-
sponding to the document set. Supposing that Fgt

and Fpred are the functions that returns the percent-
age score of a specific evaluation dimensions based

on human and predicted labels, respectively (F can
be any scoring function in Eq. (1)-(2)). Then, the
summary-level correlation is calculated as follows:

Corr
([

Fgt(d1, s1), . . . , Fgt(dk, sk)
]
,

[
Fpred(d1, s1), . . . , Fpred(dk, sk)

])
,

(4)

where Corr is one of the Pearson and Spearman
correlation measure. The measurement reveals the
agreement between the percentage scores generated
by automated evaluators and human judgments.

For system-level assessment, we consolidate
the percentage scores across all input docu-
ments , determining the average percentage score
for each summarization model. Let Fm =
{Fm(d1, s1), . . . , Fm(dk, sk)} represents the per-
centage scores derived from the labels assigned by
a summarization system m. Then, we make a list of
the average percentage score for all summarization
systems, [ ¯Fm1 ,

¯Fm2 , . . . ] and compute their rank-
ing by using the Rank function, returning the list
[rankm1 , rankm2 , . . . ], where rankm is the rank-
ing of the model m. Given a list of ground-truth
rankings [rank∗m1

, rank∗m2
, . . . ] using the human

scores, we compute the rank correlation by:

Spearman
([

rankm1 , rankm2 , . . .
]
,

[
rank∗m1

, rank∗m2
, . . .

])
.

(5)
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Model Summary Human Keyfact List Alignment 
by Human

Assignment 
by FineSurE G-Eval

Zbigniew Huminski , 38 , has confessed to 
strangling [10] his nine - year - old victim .
She was stripped naked and sexually assaulted 
and forced into Huminski's car [2] .
The Little Girl's naked body was found [3] in the 
woods near Calais 90 minutes [4, 5] after she was 
taken .
Chloe's mother , named only as Isabelle , heard 
her screams as she was being taken away from her 
school in Calais .
DNA evidence corroborated by an autopsy [6] 
revealed strangulation and sexual violence [7] .
He was on his way to Britain[9] from Calais when 
he snatched a schoolgirl .

[1] Chloe's was playing with friend.

[2] Zbigniew Huminski forced Chloe into the car.

[3] Chloe's naked body was found.

[4] Chloe's body was found in nearby woods.

[5] Chloe's body was found an hour - and - A - half later.

[6] Prosecutors say there is evidence.

[7] The evidence was of ' strangulation and sexual 
violence.

[8] Zbigniew Huminski is a Polish immigrant.

[9] Zbigniew Huminski was heading to England.

[10] Zbigniew Huminski has admitted to killing.

N/A

Summary-level Completeness Score 8/10 = 80% 7/10 = 70% 2/5

X
O
O
O
O
O

O

X

O
O

X
O
O
O
O
X

O

X

O
O

Table 9: Qualitative analysis of completeness evaluation: an example showing the limitations of the existing
Likert-scale based evaluation using LLM (G-Eval). In "Model Summary" column, all the statements aligned with
keyfacts are underlined with the keyfact number, e.g., [1]. The last row indicates the summary-level completeness
scores from human, our fine-grained FineSurE, and likert-scale based G-Eval.

You will be given a news article. You will then be given one 
summary written for this article.

Your task is to rate the summary on one metric.

Please make sure you read and understand these instructions 
carefully. Please keep this document open while reviewing, and 
refer to it as needed.

Evaluation Criteria:

Completeness (1-5) - the degree to which the summary includes all 
key information present in the source document. A complete 
summary accurately captures the main points, ideas, and relevant 
details without omitting crucial elements.

Evaluation Steps:

1. Read the news article carefully and identify the main points, 
key information, and relevant details.
2. Read the summary and compare it to the article. Check if the 
summary captures all essential facts, main ideas, and pertinent 
details presented in the original article.
3. Assign a score for completeness based on the Evaluation 
Criteria.

Example:

Source Text: 

{input text}

Summary: 

{summary}

Evaluation Form (scores ONLY):

- Completeness:

Figure 6: G-Eval for completeness without keyfacts.

E Qualitative Analysis for Completeness

Table 9 shows an example showing the limitation of
the existing Likert-scale based evaluation method,
such as G-Eval. Although the model summary in-
cludes eight out of ten human keyfacts, G-Eval
output a very low completeness score, i.e., two
out of five. However, the proposed FineSurE ex-
hibits the percentage score similar to that of hu-
man judgement. This is because our framework
conducts a human-like keyfact alignment to deter-
mine the completeness score, which is more fine-

You will be given a news article. You will then be given one 
summary written for this article.

Your task is to rate the summary on one metric.

Please make sure you read and understand these instructions 
carefully. Please keep this document open while reviewing, and 
refer to it as needed.

Evaluation Criteria:

Conciseness (1-5) - the extent to which the summary presents 
information succinctly and without unnecessary elaboration. A 
concise summary effectively conveys the essential content of the 
source document using clear and concise language, avoiding 
redundant or superfluous information.

Evaluation Steps:

1. Read the news article carefully and identify the main points, 
key information, and relevant details.
2. Read the summary and compare it to the article. Check if the 
summary effectively conveys the essential content of the document 
in a concise manner, without unnecessary elaboration or 
redundancy.
3. Assign a score for conciseness based on the Evaluation 
Criteria.

Example:

Source Text: 

{input text}

Summary: 

{summary}

Evaluation Form (scores ONLY):

- Conciseness:

Figure 7: G-Eval for conciseness without keyfacts.

grained than relying solely on Likert-scale judg-
ments. Therefore, a fine-grained evaluation frame-
work has great potential to enhance the quality of
automated evaluation using LLMs.

F Fair Comparison with G-Eval
For a truly fair comparison, we recognize the ne-
cessity to tune G-Eval for our two dimensions of
completeness and conciseness. Hence, we opted
to adjust G-Eval’s prompts to align with the evalu-
ation dimensions of FineSurE. We employed two
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Evaluation Dim. (a) Completeness (b) Conciseness

Method Summary-level System-level Summary-level System-level
Pearson (↑) Spearman (↑) Rank (↑) Pearson (↑) Spearman (↑) Rank (↑)

G-Eval (GPT4) 0.314 0.295 0.908 0.314 0.277 0.582
+ Adjusted Criteria 0.301 0.290 0.756 0.284 0.266 0.504
+ Using Keyfacts 0.546 0.527 0.934 0.453 0.434 0.795

FineSurE (GPT-4) 0.688 0.677 0.949 0.505 0.451 0.880

Table 10: Fair comparison with G-Eval tuned for completeness and conciseness.

variants of G-Eval tailored for the assessment of
completeness and conciseness dimensions: one ad-
justed without the utilization of keyfacts, and an-
other adjusted with the utilization of keyfacts. The
two tuned prompts without using key facts are sum-
marized in Figures 6 and 8, while those with using
key facts are in Figures 7 and 9.

Table 10 compares FineSurE with two variants
of G-Eval regarding completeness and conciseness.
The findings illustrate that aligning evaluation cri-
teria does not alter performance ("+Adjusted Cri-
teria"), whereas the incorporation of human key-
facts notably enhances G-Eval ("+Using Keyfacts").
Nonetheless, FineSurE continues to outperform G-
Eval, supporting that our fine-grained evaluation
yields more precise assessments compared to the
Likert-scale ratings used in G-Eval.

G Prompt Engineering

We test several prompt engineering techniques, in-
cluding instruction format, solving categorization

You will be given a list of key facts. You will then be given one 
summary written for an article.

Your task is to rate the summary on one metric.

Please make sure you read and understand these instructions 
carefully. Please keep this document open while reviewing, and 
refer to it as needed.

Evaluation Criteria:

Completeness (1-5) - the degree to which the summary includes all 
key facts in the source document.

Evaluation Steps:

1. Read the list of key facts.
2. Read the summary and compare it to the key facts. Check if the 
summary captures all the key facts.
3. Assign a score for completeness based on the Evaluation 
Criteria.

Example:

Key Facts: 

{keyfact 1}
{keyfact 2}

...
{keyfact M}

Summary: 

{summary}

Evaluation Form (scores ONLY):

- Completeness:

Figure 8: G-Eval for completeness with keyfacts.

problem, reasoning, and evidence mapping. We
summarize the agreement with human scores us-
ing different combination of prompting techniques
with respect to faithfulness, completeness, and con-
ciseness in Tables 11 - 12, where the figure number
10–15 corresponding to each prompt is enclosed in
parentheses in each row.

Regarding the prompt engineering for faithful-
ness, our most effective prompt involves the incor-
poration of three techniques: instruction format,

You will be given a list of key facts. You will then be given one 
summary written for an article.

Your task is to rate the summary on one metric.

Please make sure you read and understand these instructions 
carefully. Please keep this document open while reviewing, and 
refer to it as needed.

Evaluation Criteria:

Conciseness (1-5) - the extent to which the summary presents the 
key facts without unnecessary elaboration, avoiding redundant or 
superfluous information.

Evaluation Steps:

1. Read the list of key facts.
2. Read the summary and compare it to the key facts. Check if the 
summary effectively conveys the essential content of the key 
facts in a concise manner, without unnecessary elaboration or 
redundancy.
3. Assign a score for conciseness based on the Evaluation 
Criteria.

Key Facts: 

{keyfact 1}
{keyfact 2}

...
{keyfact M}

Summary: 

{summary}

Evaluation Form (scores ONLY):

- Conciseness:

Figure 9: G-Eval for conciseness with keyfacts.

Is the summary sentence supported by the transcript? Response 
with "Yes" or "No" for each sentence in the summary.

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "sentence" and "response":
[{"sentence": "first sentence", "response": "yes or no"}, 
{"sentence": "second sentence", "response": "yes or no"}, 
{"sentence": "third sentence", "response": "yes or no"},]

Transcript:
{input text}

Summary with N sentences:
{summary sentence 1}
{summary sentence 2}

...
{summary sentence N}

Figure 10: Basic prompt for faithfulness evaluation.
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Technique Sentence-lev. Summary-lev. System-lev.
bAcc (True Pos., True Neg.) Pearson Spearman Rank

Basic Prompt (Figure 10) 92.9% (91.9%, 94.0%) 0.856 0.850 0.933

+ Inst. + Cat. (Figure 11) 91.3% (90.1%, 92.5%) 0.841 0.834 0.933
+ Inst. + Cat. + Rea. (Figure 3) 92.0% (91.9%, 92.1%) 0.844 0.841 0.933
+ Inst. + Cat. + Evi. (Figure 12) 91.7% (88.7%, 94.7%) 0.829 0.821 0.933
+ Inst. + Cat. + Rea. + Evi. (Figure 13) 91.5% (90.7%, 92.3%) 0.839 0.836 0.933

Table 11: Prompt engineering with Llama3-70B-Inst. for faithfulness evaluation using instruction (Inst), catego-
rization (Cat), reasoning (Res), and evidence mapping (Evi) techniques.

Dimension (a) Completeness (b) Conciseness

Technique Summary-level System-level Summary-level System-level
Pearson Spearman Rank Pearson Spearman Rank

Basic Prompt (Figure 14) 0.658 0.648 0.891 0.415 0.402 0.875

+ Inst. (Figure 4) 0.775 0.747 0.881 0.445 0.444 0.786
+ Inst. + Rea (Figure 15) 0.664 0.650 0.926 0.424 0.400 0.785

Table 12: Prompt engineering with Llama3-70B-Inst. for completeness and conciseness evaluation using
instruction (Inst) and reasoning (Res) techniques. The values in parenthesis represent p-values.

You will receive a transcript followed by a corresponding summary. 
Your task is to assess the factuality of each summary sentence 
across nine categories:
* no error: the statement aligns explicitly with the content of 
the transcript and is factually consistent with it.
* out-of-context error: the statement contains information not 
present in the transcript.
* entity error: the primary arguments (or their attributes) of 
the predicate are wrong.
* predicate error: the predicate in the summary statement is 
inconsistent with the transcript.
* circumstantial error: the additional information (like location 
or time) specifying the circumstance around a predicate is wrong.
* grammatical error: the grammar of the sentence is so wrong that 
it becomes meaningless.
* coreference error: a pronoun or reference with wrong or non-
existing antecedent.
* linking error: error in how multiple statements are linked 
together in the discourse (for example temporal ordering or 
causal link).
* other error: the statement contains any factuality error which 
is not defined here.

Instruction:
First, compare each summary sentence with the transcript.
Second, classify each sentence into one of the nine categories 
and then provide the classified category.

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "sentence" and "category":
[{"sentence": "first sentence", "category": "no error"}, 
{"sentence": "second sentence", "category": "out-of-context 
error"}, {"sentence": "third sentence", "category": "entity 
error"},]

Transcript:
{input text}

Summary with N sentences:
{summary sentence 1}
{summary sentence 2}

...
{summary sentence N}

Figure 11: Basic prompt with instruction format and
categorization for faithfulness evaluation.

solving categorization, and providing reasoning, as
seen in in Figure 3. This prompt shows the highest
overall agreement with human judgments among
those that included fine-grained evaluation, such as
error categorization.

On the other hand, for completeness and concise-
ness, the inclusion of the reasoning step results in a
decrease in agreement during evaluation. Addition-
ally, categorization is unnecessary for keyfact align-

You will receive a transcript followed by a corresponding summary. 
Your task is to assess the factuality of each summary sentence 
across nine categories:
* no error: the statement aligns explicitly with the content of 
the transcript and is factually consistent with it.
* out-of-context error: the statement contains information not 
present in the transcript.
* entity error: the primary arguments (or their attributes) of 
the predicate are wrong.
* predicate error: the predicate in the summary statement is 
inconsistent with the transcript.
* circumstantial error: the additional information (like location 
or time) specifying the circumstance around a predicate is wrong.
* grammatical error: the grammar of the sentence is so wrong that 
it becomes meaningless.
* coreference error: a pronoun or reference with wrong or non-
existing antecedent.
* linking error: error in how multiple statements are linked 
together in the discourse (for example temporal ordering or 
causal link).
* other error: the statement contains any factuality error which 
is not defined here.

Instruction:
First, compare each summary sentence with the transcript.
Second, find the exact quote which can confirm the factual 
consistency of the sentence and insert them. If you cannot, write 
“not mentioned”.
Third, classify each sentence into one of the nine categories and 
then provide the classified category.

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are “sentence”, "quote", and 
"category":
[{"sentence": "first sentence", "quote": "identified quote", 
"category": "no error"}, {"sentence": "second sentence", "quote": 
"not mentioned", "category": "out-of-context error"}, {"sentence": 
"third sentence", "quote": "identified quote", "category": 
"entity error"},]

Transcript:
{input text}

Summary with N sentences:
{summary sentence 1}
{summary sentence 2}

...
{summary sentence N}

Figure 12: Basic prompt with instruction format, cate-
gorization, and evidence mapping for faithfulness evalu-
ation.

ment, given the presence of only two classes–"no
matched" and "matched"–for each keyfact. Conse-
quently, the most effective prompt involves solely
utilizing the instruction format in Figure 4.

921



You will receive a transcript followed by a corresponding summary. 
Your task is to assess the factuality of each summary sentence 
across nine categories:
* no error: the statement aligns explicitly with the content of 
the transcript and is factually consistent with it.
* out-of-context error: the statement contains information not 
present in the transcript.
* entity error: the primary arguments (or their attributes) of 
the predicate are wrong.
* predicate error: the predicate in the summary statement is 
inconsistent with the transcript.
* circumstantial error: the additional information (like location 
or time) specifying the circumstance around a predicate is wrong.
* grammatical error: the grammar of the sentence is so wrong that 
it becomes meaningless.
* coreference error: a pronoun or reference with wrong or non-
existing antecedent.
* linking error: error in how multiple statements are linked 
together in the discourse (for example temporal ordering or 
causal link).
* other error: the statement contains any factuality error which 
is not defined here.

Instruction:
First, compare each summary sentence with the transcript.
Second, find the exact quote which can confirm the factual 
consistency of the sentence, and insert them. If you cannot, 
write “not mentioned”.
Third, provide a single sentence explaining which factuality 
error the sentence has.
Forth, answer the classified error category for each sentence in 
the summary.

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "sentence", "quote", "reason", and 
"category":
[{"sentence": "first sentence", "quote": "identified quote", 
"reason": "your reason", "category": "no error"}, {"sentence": 
"second sentence", "quote": "not mentioned", "rationale": "your 
reason", "category": "out-of-context error"}, {"sentence": "third 
sentence", "quote": "identified quote", "reason": "your reason", 
"category": "entity error"},]

Transcript:
{input text}

Summary with N sentences:
{summary sentence 1}
{summary sentence 2}

...
{summary sentence N}

Figure 13: Basic prompt with instruction format, cate-
gorization, reasoning and evidence mapping for faith-
fulness evaluation.

You are given a summary and some semantic content units. For each 
key fact, mark "Yes" if it can be inferred from the summary, 
otherwise mark "No" 
If "Yes", please indicate the line number(s) of the summary 
sentence(s) relevant to the key fact. 

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are “key fact”, "response", and "line 
number":
[{"key fact": "first key fact", "response": "Yes", "line number": 
[1]}, {"key fact": "second key fact", "response": "No", "line 
number": []}, {"key fact": "third key fact", "response": "Yes", 
"line number": [1, 2, 3]}
]

Summary:
[1] {summary sentence 1}
[2] {summary sentence 1}

...
[N] {summary sentence 1}

M key facts:
{keyfact 1}
{keyfact 2}

...
{keyfact M}

Figure 14: Basic prompt for completeness and concise-
ness evaluation.

H Summarization using LLMs

We consistently employ the prompt shown in Fig-
ure 16 across all LLMs, generating model sum-
maries based on the given input text.

Furthermore, since the model summary is null
when parsing fails, there is no hallucination, but
also no summary sentences align with any key facts.
Therefore, in cases where the LLMs produce incor-

You will receive a summary and a set of key facts for the same 
transcript. Your task is to assess if each key fact is inferred 
from the summary.

Instruction:
First, compare each key fact with the summary.
Second, provide a single sentence explaining whether the key fact 
is inferred from the summary.
Third, respond "Yes" (inferred) or "No" (not inferred) for each 
key fact. If "Yes", specify the line number(s) of the summary 
sentence(s) relevant to each key fact. 

Provide your answer in JSON format. The answer should be a list 
of dictionaries whose keys are "key fact", "reason", "response", 
and "line number":
[{"key fact": "first key fact", "reason": "your reason", 
"response": "Yes", "line number": [1]}, {"key fact": "second key 
fact", "reason": "your reason", "response": "No", "line number": 
[]}, {"key fact": "third key fact", "reason": "your reason", 
"response": "Yes", "line number": [1,2,3]]}]

Summary:
[1] {summary sentence 1}
[2] {summary sentence 1}

...
[N] {summary sentence 1}

M key facts:
{keyfact 1}
{keyfact 2}

...
{keyfact M}

Figure 15: Basic prompt with instruction format and
reasoning for completeness and conciseness evaluation.

Text: {input text}

Instruction: Summarize the Text. 

Provide your answer in JSON format. The answer should be a 
dictionary with the key "summary" containing a generated summary 
as a string:
{"summary": "your summary"}

JSON Output: 

Figure 16: Prompt to get the summary from LLMs.

rect JSON outputs that cannot be parsed, the scores
for faithfulness, completeness, and conciseness are
automatically set to 1.0, 0.0, and 0.0, respectively.

I Extension of REALSumm

Although the REALSumm data contains human
labels indicating which keyfacts are included in
the model summary, there are no human labels
indicating which summary sentences align with
the keyfacts. The former is used to compute the
ground-truth completeness score, while the latter
is used to compute the conciseness score. There-
fore, we conducted a human evaluation to verify
which summary sentences align with the set of
key facts. Specifically, three human annotators
were asked to mark "yes" if at least one keyfact
in the keyfact list could be inferred from each
summary sentence, otherwise "no". This is quite
simple task compared with faithfulness evaluation,
since human ground-truth keyfacts are available
in REALSumm data. The extended dataset is
available with our FineSurE framework at https:
//github.com/DISL-Lab/FineSurE.
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