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Abstract

Although great progress has been made by pre-
vious table understanding methods including re-
cent approaches based on large language mod-
els (LLMs), they rely heavily on the premise
that given tables must be converted into a
certain text sequence (such as Markdown or
HTML) to serve as model input. However,
it is difficult to access such high-quality tex-
tual table representations in some real-world
scenarios, and table images are much more
accessible. Therefore, how to directly under-
stand tables using intuitive visual information
is a crucial and urgent challenge for develop-
ing more practical applications. In this pa-
per, we propose a new problem, multimodal
table understanding, where the model needs
to generate correct responses to various table-
related requests based on the given table im-
age. To facilitate both the model training and
evaluation, we construct a large-scale dataset
named MMTab, which covers a wide spec-
trum of table images, instructions and tasks.
On this basis, we develop Table-LLaVA, a
generalist tabular multimodal large language
model (MLLM), which significantly outper-
forms recent open-source MLLM baselines on
23 benchmarks under held-in and held-out set-
tings. The code and data is available at https:
//github.com/SpursGoZmy/Table-LLaVA.

1 Introduction

Tables are widely used to store and present data
across various fields, e.g., financial analysis, sci-
entific research and government reports (Lautert
et al., 2013; Shigarov, 2023). To make the most of
the abundant tabular data, the table understanding
(TU) technique has been proposed to automatically
understand tables and perform table-based tasks,
such as question answering (Pasupat and Liang,
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‡ Corresponding author: Zheng Lin.

Figure 1: An overall performance comparison of Table-
LLaVA 7B and existing MLLMs on various multimodal
table understanding benchmarks. Table-LLaVA outper-
forms recent open-source MLLMs and is even competi-
tive with the powerful GPT-4V on most tasks.

2015) and text generation (Parikh et al., 2020). As
a technique that could significantly elevate work
efficiency in different industries, it has attracted
ever-increasing research interest in recent years.

Though considerable efforts have been dedicated
to the table understanding problem (Herzig et al.,
2020; Liu et al., 2022), most previous models can
only fulfill very limited tasks until the emergence
of large language models (LLMs) (Brown et al.,
2020; Chowdhery et al., 2022). With the help of
powerful LLMs, we are getting closer to the vi-
sion that a versatile model can perform a variety of
table-based tasks. However, existing table-oriented
LLMs (Zhang et al., 2023b; Li et al., 2023c; Zha
et al., 2023) rely heavily on the prerequisite that
all given tables must be converted into a certain
text sequence (like Markdown or HTML) to be in-
put to LLMs. Under some practical scenarios like
scanned documents and webpage screenshots, it
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is difficult to obtain such high-quality textual ta-
ble representations, and yet table images are more
accessible. Moreover, humans can directly under-
stand two-dimensional tables using the intuitive
visual information, whereas LLMs can only inter-
pret tables in a one-directional textual perspective,
which may increase the difficulty of comprehend-
ing diverse table structures and colored table ele-
ments. In summary, for the sake of convenience
and intuitiveness, it is a crucial and urgent chal-
lenge to explore how to directly digest tables using
visual information.

To promote the advancement of table understand-
ing and its real-world applications, we propose the
multimodal table understanding problem, where
the model is required to generate correct responses
to different table-related requests (e.g., questions)
in an end-to-end fashion based on the table im-
age. Despite the fact that recent multimodal large
language models (MLLMs) have demonstrated ex-
cellent capabilities in many multimodal tasks, they
cannot be directly extended to the proposed task.
As shown in Figure 1, the performance of popular
MLLMs like MiniGPT-4 (Zhu et al., 2023) and
BLIP2 (Li et al., 2023b) is close to zero on most
tasks, revealing their weakness in understanding
tabular data. More importantly, there is a lack of
a comprehensive dataset that can support both the
development and evaluation of generalist MLLMs
towards multimodal table understanding.

To address the above issue, we construct
MMTab, the first open-source large-scale dataset
for multimodal table understanding problem, based
on 14 publicly available table datasets of 8 domains.
We carefully design scripts to convert original tex-
tual tables in these datasets into table images high-
lighting a broad coverage of table structures and
styles, and transform all task-specific samples into
multimodal instruction-tuning samples with a uni-
fied format of <table image, input request,
output response>. The resulting dataset contains
(1) 150K table recognition samples on 97K table
images for pre-training (named MMTab-pre). (2)
232K samples of 14 table-based tasks on 82K ta-
ble images for instruction tuning (named MMTab-
instruct). (3) 49K test samples on 23K table im-
ages composing 17 held-in and 7 held-out bench-
marks (named MMTab-eval). During the dataset
construction, data augmentations at multiple levels
(e.g., table-level, task-level) were adopted to further
improve the data diversity, and we also introduce
multimodal table structure understanding tasks that

have been overlooked in previous studies.
Based on the curated dataset, we develop a ver-

satile tabular MLLM named Table-LLaVA with an
enhanced two-stage training paradigm. In the first
stage, we pre-train LLaVA-1.5 (Liu et al., 2023a)
with an extra table recognition task on the MMTab-
pre, which requires the model to generate textual
sequences (like HTML) given table images. This
stage aligns the structures and elements within table
images to textual modality and thus enhances the
comprehension of the basic table structure and con-
tent. In the second stage, we continue to instruction-
tuning the model with diverse table-based down-
stream tasks on the MMTab-instruct, which en-
dows the model with the multimodal instruction-
following ability for table-related requests.

We compare Table-LLaVA with a series of open-
source (M)LLMs and closed-source GPT-4V. Ex-
perimental results show that Table-LLaVA beats
strong MLLM baselines on 17 held-in and 6 held-
out benchmarks, and is even competitive with the
powerful GPT-4V on 14 benchmarks with a subset
of test samples. Extensive ablation experiments are
conducted to reveal the contributions of different
training data (e.g., the influence of table recogni-
tion pre-training data). We also explore the mu-
tual influence between model’s capacity for tabular
tasks and non-tabular tasks. We hope this work
could establish a strong base for future research on
the multimodal table understanding problem and
facilitate the progress of more general MLLMs.

We conclude our contributions as follows:
1) We make the first systematic exploration

of the multimodal table understanding problem,
which is complementary to the traditional text-only
problem setting.

2) Accordingly, we construct and release a large-
scale dataset MM-Tab which covers diverse tables
and data for different tasks, including a series of
novel table structure understanding tasks.

3) We develop a versatile tabular MLLM Table-
LLaVA, which significantly outperforms a range
of strong MLLM baselines under both held-in and
held-out settings (Figure 1).

2 Related Work

2.1 Table Understanding

The table understanding (TU) problem concen-
trates on how to automatically extract, transform
and interpret essential information from tabular
data, and it has attracted significant attention in the
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past years (Bonfitto et al., 2021; Shigarov, 2023).
Many tasks fall under the umbrella of table under-
standing problem, e.g., Table Question Answer-
ing (TQA) (Nan et al., 2022; Zheng et al., 2023),
Table Fact Verification (TFV) (Chen et al., 2020)
and Table-to-Text (T2T) generation (Cheng et al.,
2022).

Different approaches have been proposed to
solve specific TU tasks, ranging from early rule-
based systems (Gatterbauer et al., 2007) to later
tabular language models (TaLMs) (Liu et al., 2022;
Chen et al., 2023a; Dong et al., 2022), which
are pre-trained from general language models like
BERT (Devlin et al., 2019) with extra large-scale
table corpus. Nevertheless, these methods can only
support limited TU tasks and handle tables of spe-
cific types. Recently, the emerging LLMs have
opened up new possibilities for utilizing one single
model to fulfill multiple table tasks. Researchers
have attempted to enhance the TU ability of exist-
ing LLMs with different strategies such as prompt
engineering (Chen, 2023; Sui et al., 2023), instruc-
tion tuning (Zhang et al., 2023b; Li et al., 2023c;
Liu et al., 2023c) and combining external tools (Lu
et al., 2023a; Li et al., 2023a). The resulting tabular
LLMs like TableLlama (Zhang et al., 2023b) and
TableGPT (Li et al., 2023c) can possess better TU
ability and respond to wide-ranging table-related
requests. However, previous TU approaches includ-
ing tabular LLMs are unable to directly understand
table images, which limits the potential application
scenarios of TU technique.

2.2 Multimodal Large Language Models
With LLMs experiencing rapid advancements, re-
cent studies have tried to endow the purely texutal
LLMs with understanding and perception capabil-
ities of other modalities such as image and video,
leading to the emergence of MLLMs (Alayrac et al.,
2022; Li et al., 2022). Flamingo (Alayrac et al.,
2022) proposes a gated cross-attention mechanism
between vision encoder and LLM, which is trained
on billions of image-text pairs to align vision and
language modalities. BLIP2 (Li et al., 2023b) intro-
duces a Q-Former with learnable query vectors to
abstract the visual information from vision encoder
into features of a fixed number. LLaVA (Liu et al.,
2023b) uses a linear layer as a simpler cross-modal
connector and achieve powerful performance with
better data efficiency.

Though previous MLLMs demonstrated re-
markable performance on multiple multimodal

tasks (Liu et al., 2023d; Yu et al., 2023), their
ability to digest table images and perform down-
stream tasks has not been thoroughly investigated.
In this work, we build the first large-scale mul-
timodal table understanding dataset and develop
Table-LLaVA, a versatile tabular MLLM for di-
verse table-based tasks. To stimulate future en-
deavours on this problem, we also provide a com-
prehensive benchmark and fully evaluate the table
understanding ability of existing models. More re-
cently, researchers also tried to develop MLLMs
like Vary (Wei et al., 2023) and Monkey (Li et al.,
2023d) to understand document pictures with en-
hanced visual encoders, e.g., scaling up the vision
vocabulary and image resolution. These models fo-
cus on the unified visual understanding of different
document images and can be further improved with
the proposed dataset.

3 MMTab Dataset

3.1 Data Collection

As shown in Table 1, with a pursuit of diverse ta-
ble structures, tasks, and domains, we collect sam-
ples from 14 public table datasets of 8 domains
(the first 14 rows in Table 1), covering 9 represen-
tative academic tasks. The detailed definition of
each task can be found in Table 6. The original ta-
bles in these datasets are stored in divergent textual
formats such as HTML or Markdown. We care-
fully design Python scripts with external packages
like html2image to convert textual tables into high-
quality table images. The task-specific input and
output texts are transformed into the instruction-
following format with pre-defined instruction tem-
plates. To minimize errors during answering pars-
ing, we also add extra instructions, requiring mod-
els to output the final answer in the JSON format.
As shown in the Figure 2, the rendered table im-
ages and processed input-output pairs constitute
the final multimodal instruction-tuning samples
with a unified format of <table image, input
request, output response>. We adhere to the
original dataset partitioning and select 11 datasets
for training and held-in evaluation. 3 small-scale
datasets with non-overlapping domains are used
for held-out evaluation. The overview of sample
construction process is depicted in Figure 3.

3.2 Data Augmentations

Previous works have shown that the diversity of
instruction-following data is crucial to the capa-
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Table images of different types
Input requests of different tasks 

(task description, required output format, task-related input)

Please provide a brief answer to the question below based on the table

regarding 'Karolina Šprem'. Format your final answer as a JSON, usin

g the structure {"answer": [<a list of answer strings>]}. 

karolina sprem beat laurence andretto in 2002 but what other french p

layer did she beat in 2003? 

For the cell positioned in the 10th row and the 1st column of this table, 

provide its content. Output the target cell content as JSON in the form

at {"row_id":"m", "column_id":"n", "cell_value":"<Corresponding Ce

ll Value>"}.

Based on the table, the final answer is

{"answer": ['Sophie Lefèvre']}.

Output responses

(final answer, chain-of-thoughts)

The target cell value in the 10th row and th

e 1st column is {"row_id":"10", "column_i

d":"1", "cell_value":"Winner"}.

Give you an excel table about 'federal budget authority for r&d and r

&d plant, by budget function category: fys 2010-17', please answer th

e following question ..….Question: the president's proposed budget fo

r the federal government in fy 2017 calls for $153.9 million in fundin

g for r&d and r&d plant, how many million dollars of increase over t

he previous year?

Based on the table information, we need to 

conduct the following computations:

(153920.0-148999.0) = 4921 

Therefore, the final answer is {"answer": 

["4921"]}.

This is a table picture. Can you figure out the row and column number

s for this particular table? Format your final answer as a JSON, using t

he structure {"row_number": "m", "column_number": "n"}.

There are 11 rows and 3 columns in the tab

le. So, the final answer is {"row_number": 

“11", "column_number": “3"}.

Analyze this table picture about 'terry labonte' and classify whether th

e given table substantiates or conflicts with the statement. Return the 

result as JSON in the format {"answer": "<YOUR ANSWER>"}, e.g., 

{"answer": "deputed"}. 

Statement: in 1995 , labonte motorsports had the most wins it had in a

ny single year.

Taking into account the table information, t

he table conflicts with the validity of the st

atement. Therefore, the final answer: {"ans

wer": "conflicts with"}.

This picture illustrates a table. Please represent this table with the mar

kdown-format in text.

| year | starts | wins | top5 | top10 | poles 

| ……

| --- | --- | --- | --- | --- | --- | ……

| 1985 | 1 | 1 | 1 | 1 | 0 | 14.0 | ……

WTQ

TCE

HiTab

TSD

TFV

TR

Web page table

Excel table

Markdown table

… …

Table-LLaVA

Figure 2: MMTab contains diversified table images and instruction following data, covering a wide range of tabular
tasks (see Table 1). More dataset examples are shown in Figure 5-7 in Appendix A.1.

Figure 3: The overview of sample construction process.

bility of the resulting instruction-following mod-
els (Zhou et al., 2023; Si et al., 2023; Li et al.,
2023c). To create more data diversity and avoid
over-fitting in the model training, we perform addi-
tional data augmentations at multiple levels.

Table-level augmentations. Real-world tables
often have varied structures and styles. An ideal
table understanding model should be able to pro-
cess divergent tables like a human reader. Since
our dataset already includes diverse table struc-
tures from academic datasets, we separately de-
sign scripts to render table images with three differ-
ent styles: Web-page (70.8%), Excel (19.4%) and
Markdown (9.8%). Fine-grained adjustments such
as font type and cell colors are also considered.

Instruction-level augmentations. In practical
scenarios, user instructions for the same task are

likely to vary from user to user. To improve mod-
els’ robustness towards such variations, we resort
to GPT-4 to generate new instruction templates and
descriptions about JSON output format in a few-
shot fashion based on several manually annotated
demonstrations. Generated instruction templates
with grammar mistakes or deviation from the origi-
nal task are filtered out. When we construct input
requests of each dataset, we randomly select an in-
struction template and an output format description
from the candidate pool, and then combine them
with the task-specific input such as table-related
questions to produce the final input request. This
combination strategy can bring more diversity of
input requests. Using the TABMWP as an example,
we show instruction templates and Python code for
building input requests in Figure 8.

Task-level augmentations. Though the col-
lected 14 public datasets highlight 9 academic tab-
ular tasks (e.g., Flat TQA and Cell Description)
which demand table-based reasoning capabilities, it
is still a question whether existing MLLMs are truly
aware of the basic table structures. Prior study has
found that, despite achieving great performance on
downstream tasks, tabular LLMs may still exhibit
poor capacity for perceiving table structures (Sui
et al., 2023). To further strengthen the fundamental
table structure understanding ability of MLLMs, 6
table structure understanding tasks (the 6 rows with
‘Structure Understanding’ task category in Table 1)
are devised, e.g., table size detection (TSD) task.
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For each task, we use the above-mentioned method
to generate input requests and design scripts to au-
tomatically extract the final answer from the textual
tables in collected datasets. Finally, 8K training
samples, 1K or 1.25K evaluation samples were
constructed for each structure understanding task.
Except above strategies, we also combine single-
turn samples of the same table to compose 37K
multi-turn conversation samples. At last, we obtain
232K samples on 82K table images for instruction-
tuning (named MMTab-instruct), and 45K held-in
and 4K held-out test samples on 23K table images
for evaluation (named MMTab-eval).

Inspired by existing MLLMs which align textual
descriptions with input images through image-text
pre-training, we introduce the table recognition task
as an important pre-training task for multimodal
table understanding. In this task, MLLMs learn
to generate a textual table representation such as
an HTML sequence given the table image, which
helps aligning structure and text information in the
table image with the ground-truth. We additionally
collect 20K table images from the ToTTo (Parikh
et al., 2020) training split and merge them with ta-
ble images in the MMTab-instruct to construct suffi-
cient pre-training data. Based on these table images
and their original textual tables, we write scripts
to construct table representations of three formats
(HTML, Markdown and Latex), and then build
instruction-following samples in the same way of
MMTab-instruct. The resulting pre-training data
contains 150K table recognition samples (HTML:
96K, Markdown: 27K, Latex: 27K) on 97K table
images, which is denoted as MMTab-pre. More
details about MMTab are given in Appendix A.

3.3 Dataset Analysis
MMTab offers the following advantages: (1) Large
volume of data. It contains 150K samples for pre-
training, 232K samples for instruction-tuning, 45K
samples and 4K samples for held-in and held-out
evaluation, respectively. (2) Including tables of di-
verse structures, styles and domains. It includes
105K table images covering a broad range of struc-
tures (e.g., simple tables with flat structures as well
as complex tables with merged cells and hierarchi-
cal headers), divergent styles (i.e., Web page, Excel,
and Markdown tables) and multiple domains (e.g.,
Wikipedia and financial reports). (3) Encompass-
ing a wide range of tabular tasks. In addition to
9 academic tasks which mainly evaluate the ad-
vanced table-based reasoning ability, MMTab also

Figure 4: The two-stage training tasks and evaluation of
Table-LLaVA. The red font represents our contribution.

comprises 6 tasks aimed at assessing models’ basic
understanding of table structures. The broad cov-
erage of tables and tasks can not only improve the
generalization of the resulting model, but also pro-
vide a comprehensive testbed for MLLM research.

4 Table-LLaVA

After constructing the MMTab dataset, we en-
deavor to fully leverage this data to promote mod-
els’ multimodal table understanding ability. In-
spired by the widely adopted training paradigm
of previous MLLMs (Li et al., 2023b; Liu et al.,
2023b; Zhu et al., 2023), we devise an enhanced
two-stage training procedure and choose LLaVA-
1.5 (Liu et al., 2023a) as the backbone to develop a
versatile tabular MLLM named Table-LLaVA. The
whole training process is illustrated in the Figure 4.

4.1 Model Architecture

Following LLaVA-1.5, the proposed Table-LLaVA
consists of three modules: a pre-trained ViT
model (Radford et al., 2021) as the visual encoder,
a two-layer MLP as the vision-language connec-
tor and a Vicuna model (Chiang et al., 2023) as
the backbone LLM. The ViT model encodes the
input image into visual features, which are then
projected into the word embedding space of LLM
by the MLP connector. The Vicuna takes as input
the concatenation of processed visual features and
embedded textual features to generate responses.

4.2 Model Training

Pre-training. As depicted in the top-left region
of Fig. 4, the vision-language connector is first
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MMTab Task Category Task Name Dataset Table Style Domain Held-in
# Tables # Samples Avg. Length

(input/output)Train Test Train Test

MMTab-
instruct

Table
Question

Answering
(TQA)

Flat TQA WTQ (2015) W Wikipedia Yes 1.6K 0.4K 17K 4K 45.9/10.4
Free-form TQA FeTaQA (2022) W Wikipedia Yes 8K 2K 8K 2K 32.3/18.69

Hierarchical TQA
HiTab (2022) E

Wikipedia
goverment reports

Yes 3K 0.5K 8K 1.5K 63.5/12.6

AIT-QA (2021) E Airline No - 0.1K - 0.5K 41.8/10.2
Multi-choice TQA TabMCQ (2016) M science exams No - 0.05K - 1K 47.9/13.2

Tabular
Numerical Reasoning

TABMWP (2023b) W math exams Yes 30K 7K 30K 7K 54.2/51.9
TAT-QA (2021) M financial reports Yes 1.7K 0.2K 5.9K 0.7K 40.1/16.5

Table Fact
Verification (TFV)

TFV
TabFact (2020) E, M Wikipedia Yes 9K 1K 31K 6.8K 49.9/18.3
InfoTabs (2020) W Wikipedia Yes 1.9K 0.6K 18K 5.4K 54.2/18.6

PubHealthTab (2022) W public health No - 0.3K - 1.9K 71.9/18.4

Table to
Text

(T2T)

Cell Description
ToTTo (2020) W Wikipedia Yes 15K 7.7K 15K 7.7K 31.1/14.8

HiTab_T2T (2022) E
Wikipedia

goverment reports
Yes 3K 1.5K 3K 1.5K 39.1/14.7

Game Summary Rotowire (2017) E NBA games Yes 3.4K 0.3K 3.4K 0.3K 27.6/291.7
Biography Generation WikiBIO (2016) E Wikipedia Yes 4.9K 1K 4.9K 1K 18.1/84.2

Table
Structure

Understanding
(TSU)

Table Size Detection TSD W, E, M - Yes 8K 1.25K 8K 1.25K 30.1/17.9
Table Cell Extraction TCE W, E, M - Yes 8K 1.25K 8K 1.25K 51.6/19.9
Table Cell Locating TCL W, E, M - Yes 8K 1.25K 8K 1.25K 72.5/45.6

Merged Cell Detection MCD W, E, M - Yes 8K 1K 8K 1K 57.49/28.2
Row&Column Extraction RCE W, E, M - Yes 8K 1.25K 8K 1.25K 45.6/55.1

Table Recognition TR W, E, M - Yes 8K 1K 8K 1K 16.3/389.2
Total 82K - 232K - 66.1/66.9

MMTab-eval Total - 23K - 49K 46.3/32.6
MMTab-pre Table Recognition TR W, E, M - - 97K - 150K - 16.4/397.5

Table 1: Breakdown statistics of the constructed MMTab dataset. W, E and M represents Web page, Excel, and
Markdown tables, respectively. Task descriptions are shown in Table 6 in Appendix A.1. For TSD, TCE, TCL, RCE
datasets, their test samples contains 1K held-in and 0.25K held-out evaluation samples.

pre-trained with an extra table recognition task on
the MMTab-pre dataset, where the model is re-
quired to output a textual table representation (e.g.,
an HTML string) which encompasses both the ta-
ble structure and table content. This process aims
at aligning the visual features of diversified table
images with the ground-truth textual table represen-
tations, which endows the model with augmented
table structure perceiving and OCR ability and thus
lays the foundation of more advanced tabular tasks.

Instruction fine-tuning. In the second stage,
the pre-trained vision-language connector and the
LLM are jointly fine-tuned with instruction fol-
lowing data of multimodal table tasks in MMTab-
instruct and traditional multimodal tasks. While
a plethora of multimodal instruction following
datasets have been previously constructed (Liu
et al., 2023b; Lyu et al., 2023; Xu et al., 2023),
none of them have adequately solved the multi-
modal table understanding problem. The proposed
MMTab-instruct contributes to addressing this gap
and we use it to endow the model with the advanced
ability to perform downstream table tasks. We also
include the original pre-training and fine-tuning
data of LLaVA-1.5 during the training process to
improve the generalization of the resulting model
and we analyze their influence in the ablation study.

5 Experiments

5.1 Experimental Setup

Baselines. We consider baselines of three gen-
res: (1) Open-source MLLMs including BLIP (Li
et al., 2022), OFA-Huge (Wang et al., 2022),
BLIP2 (Li et al., 2023b), MiniGPT-4 (Zhu et al.,
2023), Qwen-VL (Bai et al., 2023), InternLM-
XComposer (Zhang et al., 2023a), mPLUG-
Owl (Ye et al., 2023a) and mPLUG-Owl2 (Ye
et al., 2023b), LLaVA-1.5 (Liu et al., 2023a), Vary-
toy (Wei et al., 2024) and Monkey (Li et al., 2023d).
(2) Open-source LLMs including Llama2 (Touvron
et al., 2023) and its counterpart TableLlama (Zhang
et al., 2023b), which uses LongLoRA (Chen et al.,
2023c) to instruction-tune LLama2 on a series of
textual tabular tasks. (3) The GPT-4V with low
and high image resolution. Considering the high
cost of GPT-4V, we randomly select 100 or 200
samples from each benchmark to compare Table-
LLaVA with GPT-4V. To enable LLMs to digest
table images, we consider an ideal scenario where
LLMs are provided with oracle table sequences to
explore the performance upper bound, and a more
practical scenario where available table sequences
are recognized from images by a competitive OCR
engine (PaddleOCR, 2024). For all methods, the
zero-shot setting was adopted during evaluation.
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Method LLM Res.
Question Answering Fact Verification Text Generation

TABMWP WTQ HiTab TAT-QA FeTaQA TabFact InfoTabs ToTTo HiTab_T2T Rotowire WikiBIO
Acc. Acc. Acc. Acc. BLEU Acc. Acc. BLEU BLEU BLEU BLEU

MLLM
BLIP 385M 384 3.94 1.24 0.12 0.13 0.02 0.17 0.22 0 0.18 0.04 0.02

OFA-Huge 930M - 0 0.06 0.07 0 0.07 0.26 0.11 0.20 0.15 0 0
BLIP2 Flan-T5 3B 224 3.34 2.01 1.52 2.20 2.34 18.62 27.53 4.3 2.63 1.08 0.72

MiniGPT-4 Vicuna 7B 224 0.22 0.90 0.20 0.13 0.39 0 0.10 0.20 0.11 1.26 0.33
Qwen-VL Qwen 7B 448 3.30 0.09 0.06 0.13 0.45 1.12 0.65 0.80 0.18 0 0

InternLM-XComposer InternLM 7B 224 0.06 0.05 0.12 0.26 2.62 1.19 1.11 7.10 3.25 0.43 1.52
mPLUG-Owl Llama 7B 224 1.76 0.62 0.25 0.13 7.42 7.46 5.53 3.50 1.75 1.96 1.37

mPLUG-Owl2 Llama-2 7B 448 6.83 0.67 0.13 0.39 11.91 8.21 26.19 5.30 2.11 1.23 2.16
LLaVA v1.5 Vicuna-1.5 7B 336 6.05 1.24 2.03 2.97 8.24 18.9 28.31 6.40 2.07 1.92 2.34

Vary-toy Qwen 1.8B 1024 4.42 7.96 3.42 8.81 2.44 6.33 6.98 0.70 0.27 0.46 0.37
Monkey Qwen 7B 896 13.26 19.07† 6.41 12.31 3.41 22.56† 22.11 3.50 1.12 0.03 2.77

LLM
Llama2+Oracle Llama-2 7B - 17.88 4.26 1.21 3.62 5.54 4.21 7.55 6.20 1.84 4.67 1.33
Llama2+OCR Llama-2 7B - 16.35 3.91 0.77 5.27 5.15 4.32 7.17 - 1.56 3.90 1.28

TableLlama+Oracle Llama-2 7B - 12.98 31.63‡ 64.71‡ 2.84 39.05‡ 82.55‡ 2.85 20.77‡ 0.19 0.13 0.39
TableLlama+OCR Llama-2 7B - 11.09 12.49 13.51† 2.72 25.44† 44.54† 2.18 - 0.12 0.13 0.31

Ours
Table-LLaVA 7B Vicuna-1.5 7B 336 57.78 18.43 10.09 12.82 25.60 59.85 65.26 23.00 9.74 10.46 9.68

Table-LLaVA 13B Vicuna-1.5 13B 336 59.77 20.41 10.85 15.67 28.03 65.00 66.91 24.10 10.40 8.83 9.67

Table 2: Evaluation results on 11 held-in academic tabular benchmarks. ‘+Oracle’ and ‘+OCR’ represents that the
ground truth or OCR-extracted textual table representations are provided to LLMs, respectively. We only report
model performance in the ideal ‘+Oracle’ setting and compare with models in the more practical ‘+OCR’ setting. †
indicates the model has been trained on the corresponding dataset, ‡ denotes results from original papers.

Implementation details can be found in App. B.
Evaluation metrics. For TQA, TFV, and T2T

benchmarks, we use accuracy or BLEU (Papineni
et al., 2002). For TSD, we compute accuracy for
predicted row and column numbers separately. For
TCE and TCL, we compute accuracy at cell-level.
For MCD, we use cell-level F1. For RCE, we com-
pute cell-level F1 for extracted rows and columns,
respectively. For table recognition (TR) task, we
follow Zhong et al. (2020) and use the Tree-Edit-
Distance-based Similarity (TEDS) score, which is
based on the tree structure of HTML table sequence
and can measure both the structure similarity and
the cell content similarity between the prediction
and the ground truth. The score is normalized be-
tween 0 and 1, where 1 means perfect matching.
For TR testing samples whose target sequences
are in the Markdown or Latex format, we convert
the predicted sequences into the HTML format to
compute their TEDS scores.

5.2 Results and Analysis

Public academic tabular benchmark results.
Performance of open-source MLLMs. As we can
see from the MLLM rows in Table 2, early MLLMs
(e.g., MiniGPT-4, BLIP) exhibited minimal profi-
ciency in multimodal table understanding due to
the lack of tabular training data, but recent MLLMs
(e.g., LLaVA-1.5 and Monkey) have yielded better

capacity for comprehending table images, which
can be attributed to their improvements on the OCR
and text-rich scenarios. Especially, among exist-
ing MLLMs, Monkey performs the best in most
question answering tasks and fact verification tasks
because of the training on relevant table datasets
(i.e., WTQ and TabFact).

Performance of LLMs. As shown in Ta-
ble 2, TableLlama+OCR performs better than
Llama2+OCR on several tasks (e.g., HiTab, Fe-
TaQA, TabFact) through fine-tuning on the cor-
responding training data, but this also dam-
ages its generalization ability on unseen tasks
(e.g., InfoTabs and TABMWP). Compared to
Llama2+OCR, Llama2+Oracle does not achieve
notable improvements, indicating that its bottle-
neck is the ability to understand tables and follow
related instructions, rather than the table recogni-
tion ability. On the contrary, TableLlama+Oracle
consistently outperforms TableLlama+OCR in all
tasks, because it has been instruction-tuned on
large-scale tabular data, which leads to better ta-
ble understanding and instruction-following ability.
Thus, the provided oracle table sequences break the
bottleneck of the OCR engine’s table recognition
capability, resulting in significant improvements.

Comparison between Table-LLaVA and exist-
ing models. Compared to previous open-source
MLLMs and LLMs+OCR, Table-LLaVA 7B and
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Method LLM Res. TSD TCE TCL MCD RCE TR
Row
Acc.

Col.
Acc.

Acc. Acc. F1
Row

F1
Col.
F1

HTML
TEDS

Markdown
TEDS

Latex
TEDS

MLLM
BLIP 385M 384 0 0.10 0.76 0 0 0 0 0 0.18 0

OFA-Huge 930M - 0 0.10 0.26 0 0 0 0 0 0.16 0
BLIP2 Flan-T5 3B 224 0.20 0.30 0.15 0 0 0.06 0 0 0.25 0

MiniGPT-4 Vicuna 7B 224 0.40 0.40 0 0 0 0 0 0 0.34 0
Qwen-VL Qwen 7B 448 0 0 0.03 0.03 0.38 0 0 0 2.51 0

InternLM-XComposer InternLM 7B 224 0.90 3.00 0.89 0.28 0.14 0.28 0.25 13.33 2.61 1.34
mPLUG-Owl Llama 7B 224 1.20 3.90 0.13 0.16 0.34 2.04 1.38 15.31 7.36 3.13
mPLUG-Owl2 Llama-2 7B 448 0.50 3.50 0.51 0.17 0.45 3.49 2.38 15.71 6.67 4.43
LLaVA v1.5 Vicuna-1.5 7B 336 0.80 2.50 0.22 0.62 1.26 1.66 4.13 12.88 10.74 1.55

Vary-toy Qwen 1.8B 1024 1.30 2.20 1.96 0.73 0.52 2.01 2.38 10.13 12.72 11.67
Monkey Qwen 7B 896 0.80 0.60 1.46 1.31 0.67 3.89 4.53 21.96 13.29 4.54

LLM
Llama2+Oracle Llama-2 7B - 1.70 3.60 0.62 0.17 - 9.36 18.03 - - -
Llama2+OCR Llama-2 7B - 1.30 3.40 0.35 0.15 - 8.15 10.45 - - -

TableLlama+Oracle Llama-2 7B - 5.30 4.40 9.35 0.82 - 4.34 5.26 - - -
TableLlama+OCR Llama-2 7B - 3.90 3.70 3.95 0.65 - 2.82 2.39 - - -

Ours
Table-LLaVA 7B Vicuna-1.5 7B 336 33.10 33.20 19.45 29.31 17.14 31.43 37.93 50.24 44.82 46.11

Table-LLaVA 13B Vicuna-1.5 13B 336 34.40 27.60 19.53 29.68 16.52 31.07 41.49 51.44 46.00 46.50

Table 3: Evaluation results on 6 held-in table structure understanding benchmarks. For all evaluation metrics, higher
values indicate better performance. HTML, Markdown and Latex represents the format of target textual table
representations in the table recognition (TR) task, and TEDS is its evaluation metric. See Section 5.1 for the details.

13B both surpass them with large margins, demon-
strating the effectiveness of our methods and the
value of MMTab dataset. One exception is the accu-
racy of TableLlama+OCR on HiTab, which maybe
because table images in this benchmark are rela-
tively large, leading to information loss when resiz-
ing them into desired resolutions of Table-LLaVA
(i.e., 336×336). We believe there is great poten-
tial for using more powerful MLLMs to perform
diverse multimodal table understanding tasks.

Table structure understanding benchmark re-
sults. Table structure understanding is a funda-
mental ability for fulfilling more advanced tabular
tasks. As can been found in Table 3, both previ-
ous MLLMs and LLMs failed to generalize well
on these relatively simple tabular benchmarks that
are almost trivial for humans. What’s more, their
performance is even worse than that on more chal-
lenging academic benchmarks in Table 2. This
shows that these powerful (M)LLMs may rely on
some superficial correlations (Geirhos et al., 2020)
to perform downstream tabular tasks that require
complex reasoning, and they actually lack the im-
portant ability to perceive basic table structures.

Held-out tabular benchmark results. Table 10
reports model performance on 7 held-out bench-

marks whose data do not appear in the model train-
ing. We can find that previous open-source models
excel at different benchmarks respectively, and no
model can consistently outperform others on all
these tasks. By contrast, Table-LLaVA achieves
best performance on most benchmarks, except for
the accuracy of Vary-toy on AIT-QA, which is be-
cause AIT-QA contains large tables extracted from
annual reports of airline companies and Vary-toy
might have seen similar tables in its training data of
company document images. Besides, Vary-toy sup-
ports higher input image resolution (1024), which
is more friendly for large tables.

Comparison with GPT-4V. The average perfor-
mance of Table-LLaVA and GPT-4V on five types
of benchmarks is shown in the upper part of Table
4. GPT-4V achieves remarkable results under both
low (512×512) and high (768×2000) image resolu-
tion. The average performance of Table-LLaVA 7B
(336×336) is better than GPT-4V with low resolu-
tion (512×512) on four types of benchmarks, while
GPT-4V surpasses Table-LLaVA in the held-out
scenario, indicating its strong generalization ability.
As can be seen from detailed benchmark perfor-
mance in Table 8, Table 9 and Table 10, Table-
LLaVA achieves better or competitive results with
GPT-4V on 14 out of 24 benchmarks. Besides,
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Method TQA TFV T2T TSU Held-out
GPT-4V (On a subset of test samples)

Low Resolution 24.15 52.00 2.42 28.11 30.40
High Resolution 35.91 55.55 3.05 31.16 44.49

Ours (On a subset of test samples)
Table-LLaVA 7B 24.55 65.25 9.49 34.24 23.16
Table-LLaVA 13B 26.63 64.50 9.12 34.36 24.71

Table-LLaVA 13B 26.95 65.96 13.25 34.42 25.62
Table-LLaVA 7B 24.94 62.56 13.22 34.27 24.46
w/o LLaVA-pre 24.06 61.45 12.40 31.18 21.50

△ -0.88 -1.11 -0.82 -3.09 -2.96
w/o MMTab-pre 23.45 60.32 12.26 29.55 21.73

△ -1.49 -2.24 -0.97 -4.73 -2.72
w/o LLaVA-instruct 24.98 61.85 12.87 33.98 23.90

△ +0.04 -0.71 -0.36 -0.29 -0.56
w/o MMTab-instruct 2.82 20.57 4.08 5.68 3.02

△ -22.12 -41.99 -9.14 -28.60 -21.43
w/o TSU-instruct 24.34 62.28 12.39 5.99 13.24

△ -0.60 -0.28 -0.83 -28.28 -11.22
w successively IFT 24.76 61.99 13.06 33.89 23.85

△ -0.18 -0.57 -0.16 -0.38 -0.61

Table 4: Upper: Comparison with GPT-4V. Lower:
Ablation experiment results. We report average per-
formance over benchmarks under five types, respec-
tively. △ stands for the performance gap between Table-
LLaVA 7B and its variants. ‘TSU-instruct’ stands for
6 table structure understanding datasets in MMTab-
instruct. ‘successively IFT’ represents that ‘LLaVA-
instruct’ and ‘MMTab-instruct’ are used to fine-tune the
model in a sequential order rather than mixed together.

GPT-4V can obtain significant improvements from
high image resolution, which helps the model com-
prehend fine-grained table elements and structures
in large tables. We also analyze the influence of
input image resolution on the performance of Table-
LLaVA in Appendix C.1.

Ablation study. We conduct sufficient ablation
experiments to validate the effectiveness of our pro-
posed dataset and training strategy. We divide the
ablation study into three parts: (1) Ablation of pre-
training. As shown in Table 4, both ‘w/o LLaVA-
pre’ and ‘w/o MMTab-pre’ cause negative effects,
and the latter results in a larger decline. This is be-
cause both LLaVA-pre and MMTab-pre help align
visual and textual modalities, while MMTab-pre is
more suitable for multimodal alignment of table un-
derstanding. (2) Ablation of instruction fine-tuning.
‘w/o LLaVA-instruct’ causes a slight performance
decrease, indicating that though LLaVA-instruct
has different image domains and task settings from
MMTab, it has benefits for the multimodal table un-
derstanding due to the enhancement of instruction-
following ability. ‘w/o MMTab-instruct’ leads to a
significant performance drop on all types of tasks,

resulting in extremely poor performance (e.g., 3.02
on held-out benchmarks). This further confirms
that our constructed data can supplement the miss-
ing table understanding capability of the current
MLLMs. If the table structure understanding data
in MMTab-instruct is removed (i.e., ‘w/o TSU-
instruct’), we can find that, although it does not
cause obvious performance damage to traditional
academic tasks like TQA and TFV, it has a huge
negative impact on TSU and Held-out tasks. This
indicates that the proposed TSU datasets also help
with model generalization. (3) Ablation of training
strategies. We compare models instruction-tuned
with LLaVA-pre and MMTab-pre in sequence (‘w
successfully IFT’) or mixed together. We find that
‘w successfully IFT’ has slightly weaker perfor-
mance, which suggests that mixed data is more
conducive to model performance.

The influence of MMTab on non-tabular tasks.
Table 7 lists performance of Table-LLaVA and its
backbone LLaVA-1.5 on two non-tabular bench-
marks: TextVQA (Singh et al., 2019) and LLaVA-
Bench (In-the-Wild) (Liu et al., 2023b). Table-
LLaVA beats LLaVA-1.5 in most cases under both
model sizes, which demonstrates that MMTab ac-
tually has positive impact on the performance of
non-tabular tasks. Combing this with ablation of
non-tabular training data, we can find that there
are mutual benefits between model’s capacity for
tabular tasks and non-tabular tasks, which shows
that table understanding is one fundamental and
necessary ability of MLLM and it deserves more
investigations. More results and analysis such as
case study are shown in Appendix C.

6 Conclusion

This paper proposes a novel multimodal table
understanding problem, together with a large-
scale open-source dataset MMTab, which covers
a broad range of table structures and tabular tasks.
This dataset provides a comprehensive testbed for
MLLM research with held-in and held-out mul-
timodal tabular benchmarks. On the basis of
MMTab, we empower LLaVA 1.5 to be a generalist
tabular MLLM Table-LLaVA. Experimental results
show that Table-LLaVA significantly outperforms
existing MLLMs on multiple benchmarks, and is
even on par with the powerful GPT-4V. In conclu-
sion, the contributions of this paper lie at promot-
ing the research on multimodal table understanding
from the task, dataset and model perspectives.
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7 Limitations

Though this work makes the first comprehensive ex-
ploration towards the multimodal table understand-
ing problem, there are certain limitations that can
be left to the follow-ups. First, the proposed dataset
mainly focus on the single table in English. The
multi-table scenario together with broader language
coverage have not yet been considered. Second,
MMTab is based on real-world tables from care-
fully selected table datasets and it contains diverse
high-quality table images rendered by automatic
scripts. Nevertheless, table images in the wild can
be low-quality. For instance, blurred, handwritten
or incomplete table images. To further bridge the
gap between the academic research and the real
application scenarios, more diversified table im-
ages from the wild could be collected in the future,
and their corresponding instruction following data
needs to be constructed. We believe this could
significantly promote the applications of MLLM-
based table understanding systems. In the end,
though the proposed Table-LLaVA demonstrates
great performance on a wide range of table-based
tasks, the resolution of input images is relatively
low and may limit the upper bound of its capac-
ity. Luckily, with the emergence of MLLMs which
possess higher input image resolution (e.g., Mon-
key (Li et al., 2023d), LLaVA-Next (Liu et al.,
2024)), we can use MMTab to develop more pow-
erful tabular MLLM in the future research.

8 Ethical Considerations

The proposed MMTab dataset is constructed based
on the academic datasets like WTQ and TabFact,
which are free and open datasets for research use
with licenses like MIT License1 or CC-BY-SA-
4.0 License 2. We write Python scripts to ren-
der textual table sequences (like HTML) in these
datasets to obtain table images, and build multi-
modal instruction-following data based on original
samples. The resulting dataset MMTab is also a
free and open resource for the community to study
the multimodal table understanding problem. Thus,
the authors foresee no ethical concerns with the
research in this paper.

1https://opensource.org/license/mit/
2https://creativecommons.org/licenses/by-sa/4.0/deed.en

References
Mubashara Akhtar, Oana Cocarascu, and Elena Simperl.

2022. PubHealthTab: A public health table-based
dataset for evidence-based fact checking. In Find-
ings of the Association for Computational Linguistics:
NAACL 2022, pages 1–16, Seattle, United States. As-
sociation for Computational Linguistics.

Jean-Baptiste Alayrac, Jeff Donahue, Pauline Luc,
Antoine Miech, Iain Barr, Yana Hasson, Karel
Lenc, Arthur Mensch, Katherine Millican, Malcolm
Reynolds, et al. 2022. Flamingo: a visual language
model for few-shot learning. Advances in Neural
Information Processing Systems, 35:23716–23736.

Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang,
Sinan Tan, Peng Wang, Junyang Lin, Chang Zhou,
and Jingren Zhou. 2023. Qwen-vl: A versatile vision-
language model for understanding, localization, text
reading, and beyond.

Sara Bonfitto, Elena Casiraghi, and Marco Mesiti. 2021.
Table understanding approaches for extracting knowl-
edge from heterogeneous tables. Wiley Interdisci-
plinary Reviews: Data Mining and Knowledge Dis-
covery, 11(4):e1407.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu,
Clemens Winter, Christopher Hesse, Mark Chen, Eric
Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess,
Jack Clark, Christopher Berner, Sam McCandlish,
Alec Radford, Ilya Sutskever, and Dario Amodei.
2020. Language models are few-shot learners.

Pei Chen, Soumajyoti Sarkar, Leonard Lausen, Balasub-
ramaniam Srinivasan, Sheng Zha, Ruihong Huang,
and George Karypis. 2023a. Hytrel: Hypergraph-
enhanced tabular data representation learning. In
Thirty-seventh Conference on Neural Information
Processing Systems.

Wenhu Chen. 2023. Large language models are few(1)-
shot table reasoners. In Findings of the Associa-
tion for Computational Linguistics: EACL 2023,
pages 1120–1130, Dubrovnik, Croatia. Association
for Computational Linguistics.

Wenhu Chen, Xueguang Ma, Xinyi Wang, and
William W. Cohen. 2023b. Program of thoughts
prompting: Disentangling computation from reason-
ing for numerical reasoning tasks.

Wenhu Chen, Hongmin Wang, Jianshu Chen, Yunkai
Zhang, Hong Wang, Shiyang Li, Xiyou Zhou, and
William Yang Wang. 2020. Tabfact: A large-scale
dataset for table-based fact verification.

Yukang Chen, Shengju Qian, Haotian Tang, Xin Lai,
Zhijian Liu, Song Han, and Jiaya Jia. 2023c. Lon-
glora: Efficient fine-tuning of long-context large lan-
guage models.

10
9111

https://doi.org/10.18653/v1/2022.findings-naacl.1
https://doi.org/10.18653/v1/2022.findings-naacl.1
http://arxiv.org/abs/2308.12966
http://arxiv.org/abs/2308.12966
http://arxiv.org/abs/2308.12966
http://arxiv.org/abs/2005.14165
https://doi.org/10.18653/v1/2023.findings-eacl.83
https://doi.org/10.18653/v1/2023.findings-eacl.83
http://arxiv.org/abs/2211.12588
http://arxiv.org/abs/2211.12588
http://arxiv.org/abs/2211.12588
http://arxiv.org/abs/1909.02164
http://arxiv.org/abs/1909.02164
http://arxiv.org/abs/2309.12307
http://arxiv.org/abs/2309.12307
http://arxiv.org/abs/2309.12307


Zhoujun Cheng, Haoyu Dong, Zhiruo Wang, Ran Jia,
Jiaqi Guo, Yan Gao, Shi Han, Jian-Guang Lou, and
Dongmei Zhang. 2022. HiTab: A hierarchical table
dataset for question answering and natural language
generation. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 1094–1110, Dublin,
Ireland. Association for Computational Linguistics.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng,
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan
Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, Ion
Stoica, and Eric P. Xing. 2023. Vicuna: An open-
source chatbot impressing gpt-4 with 90%* chatgpt
quality.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts,
Paul Barham, Hyung Won Chung, Charles Sutton,
Sebastian Gehrmann, Parker Schuh, Kensen Shi,
Sasha Tsvyashchenko, Joshua Maynez, Abhishek
Rao, Parker Barnes, Yi Tay, Noam Shazeer, Vin-
odkumar Prabhakaran, Emily Reif, Nan Du, Ben
Hutchinson, Reiner Pope, James Bradbury, Jacob
Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin,
Toju Duke, Anselm Levskaya, Sanjay Ghemawat,
Sunipa Dev, Henryk Michalewski, Xavier Garcia,
Vedant Misra, Kevin Robinson, Liam Fedus, Denny
Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim,
Barret Zoph, Alexander Spiridonov, Ryan Sepassi,
David Dohan, Shivani Agrawal, Mark Omernick, An-
drew M. Dai, Thanumalayan Sankaranarayana Pil-
lai, Marie Pellat, Aitor Lewkowycz, Erica Moreira,
Rewon Child, Oleksandr Polozov, Katherine Lee,
Zongwei Zhou, Xuezhi Wang, Brennan Saeta, Mark
Diaz, Orhan Firat, Michele Catasta, Jason Wei, Kathy
Meier-Hellstern, Douglas Eck, Jeff Dean, Slav Petrov,
and Noah Fiedel. 2022. Palm: Scaling language mod-
eling with pathways.

Tri Dao, Daniel Y. Fu, Stefano Ermon, Atri Rudra,
and Christopher Ré. 2022. FlashAttention: Fast and
memory-efficient exact attention with IO-awareness.
In Advances in Neural Information Processing Sys-
tems (NeurIPS).

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing.

Haoyu Dong, Zhoujun Cheng, Xinyi He, Mengyu Zhou,
Anda Zhou, Fan Zhou, Ao Liu, Shi Han, and Dong-
mei Zhang. 2022. Table pre-training: A survey
on model architectures, pre-training objectives, and
downstream tasks.

Wolfgang Gatterbauer, Paul Bohunsky, Marcus Herzog,
Bernhard Krüpl, and Bernhard Pollak. 2007. To-
wards domain-independent information extraction
from web tables. In Proceedings of the 16th interna-
tional conference on World Wide Web, pages 71–80.

Robert Geirhos, Jörn-Henrik Jacobsen, Claudio
Michaelis, Richard Zemel, Wieland Brendel,

Matthias Bethge, and Felix A. Wichmann. 2020.
Shortcut learning in deep neural networks. Nature
Machine Intelligence, 2(11):665–673.

Vivek Gupta, Maitrey Mehta, Pegah Nokhiz, and Vivek
Srikumar. 2020. INFOTABS: Inference on tables
as semi-structured data. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 2309–2324, Online. Association
for Computational Linguistics.

Jonathan Herzig, Pawel Krzysztof Nowak, Thomas
Müller, Francesco Piccinno, and Julian Eisenschlos.
2020. TaPas: Weakly supervised table parsing via
pre-training. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 4320–4333, Online. Association for Computa-
tional Linguistics.

Sujay Kumar Jauhar, Peter Turney, and Eduard Hovy.
2016. Tabmcq: A dataset of general knowledge ta-
bles and multiple-choice questions.

Yannis Katsis, Saneem Chemmengath, Vishwajeet Ku-
mar, Samarth Bharadwaj, Mustafa Canim, Michael
Glass, Alfio Gliozzo, Feifei Pan, Jaydeep Sen,
Karthik Sankaranarayanan, and Soumen Chakrabarti.
2021. Ait-qa: Question answering dataset over com-
plex tables in the airline industry.

Larissa R. Lautert, Marcelo M. Scheidt, and Carina F.
Dorneles. 2013. Web table taxonomy and formaliza-
tion. SIGMOD Rec., 42(3):28–33.

Rémi Lebret, David Grangier, and Michael Auli. 2016.
Neural text generation from structured data with ap-
plication to the biography domain. In Proceedings of
the 2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1203–1213, Austin,
Texas. Association for Computational Linguistics.

Hongxin Li, Jingran Su, Yuntao Chen, Qing Li, and
Zhaoxiang Zhang. 2023a. Sheetcopilot: Bringing
software productivity to the next level through large
language models. In Thirty-seventh Conference on
Neural Information Processing Systems.

Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi.
2023b. Blip-2: Bootstrapping language-image pre-
training with frozen image encoders and large lan-
guage models.

Junnan Li, Dongxu Li, Caiming Xiong, and Steven
Hoi. 2022. Blip: Bootstrapping language-image pre-
training for unified vision-language understanding
and generation. In ICML.

Peng Li, Yeye He, Dror Yashar, Weiwei Cui, Song Ge,
Haidong Zhang, Danielle Rifinski Fainman, Dong-
mei Zhang, and Surajit Chaudhuri. 2023c. Table-gpt:
Table-tuned gpt for diverse table tasks.

Zhang Li, Biao Yang, Qiang Liu, Zhiyin Ma, Shuo
Zhang, Jingxu Yang, Yabo Sun, Yuliang Liu, and
Xiang Bai. 2023d. Monkey: Image resolution and
text label are important things for large multi-modal
models. arXiv preprint arXiv:2311.06607.

11
9112

https://doi.org/10.18653/v1/2022.acl-long.78
https://doi.org/10.18653/v1/2022.acl-long.78
https://doi.org/10.18653/v1/2022.acl-long.78
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/2201.09745
http://arxiv.org/abs/2201.09745
http://arxiv.org/abs/2201.09745
https://doi.org/10.1038/s42256-020-00257-z
https://www.aclweb.org/anthology/2020.acl-main.210
https://www.aclweb.org/anthology/2020.acl-main.210
https://doi.org/10.18653/v1/2020.acl-main.398
https://doi.org/10.18653/v1/2020.acl-main.398
http://arxiv.org/abs/1602.03960
http://arxiv.org/abs/1602.03960
http://arxiv.org/abs/2106.12944
http://arxiv.org/abs/2106.12944
https://doi.org/10.1145/2536669.2536674
https://doi.org/10.1145/2536669.2536674
https://doi.org/10.18653/v1/D16-1128
https://doi.org/10.18653/v1/D16-1128
https://openreview.net/forum?id=tfyr2zRVoK
https://openreview.net/forum?id=tfyr2zRVoK
https://openreview.net/forum?id=tfyr2zRVoK
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/2310.09263
http://arxiv.org/abs/2310.09263


Haotian Liu, Chunyuan Li, Yuheng Li, and Yong Jae
Lee. 2023a. Improved baselines with visual instruc-
tion tuning.

Haotian Liu, Chunyuan Li, Yuheng Li, Bo Li, Yuanhan
Zhang, Sheng Shen, and Yong Jae Lee. 2024. Llava-
next: Improved reasoning, ocr, and world knowledge.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae
Lee. 2023b. Visual instruction tuning. In NeurIPS.

Qian Liu, Bei Chen, Jiaqi Guo, Morteza Ziyadi, Zeqi
Lin, Weizhu Chen, and Jian-Guang Lou. 2022.
TAPEX: Table pre-training via learning a neural SQL
executor. In International Conference on Learning
Representations.

Qian Liu, Fan Zhou, Zhengbao Jiang, Longxu Dou, and
Min Lin. 2023c. From zero to hero: Examining the
power of symbolic tasks in instruction tuning.

Yuan Liu, Haodong Duan, Yuanhan Zhang, Bo Li,
Songyang Zhang, Wangbo Zhao, Yike Yuan, Jiaqi
Wang, Conghui He, Ziwei Liu, Kai Chen, and Dahua
Lin. 2023d. Mmbench: Is your multi-modal model
an all-around player?

Pan Lu, Baolin Peng, Hao Cheng, Michel Galley, Kai-
Wei Chang, Ying Nian Wu, Song-Chun Zhu, and
Jianfeng Gao. 2023a. Chameleon: Plug-and-play
compositional reasoning with large language mod-
els. In The 37th Conference on Neural Information
Processing Systems (NeurIPS).

Pan Lu, Liang Qiu, Kai-Wei Chang, Ying Nian Wu,
Song-Chun Zhu, Tanmay Rajpurohit, Peter Clark,
and Ashwin Kalyan. 2023b. Dynamic prompt learn-
ing via policy gradient for semi-structured mathe-
matical reasoning. In International Conference on
Learning Representations (ICLR).

Chenyang Lyu, Minghao Wu, Longyue Wang, Xinting
Huang, Bingshuai Liu, Zefeng Du, Shuming Shi,
and Zhaopeng Tu. 2023. Macaw-llm: Multi-modal
language modeling with image, audio, video, and
text integration. arXiv preprint arXiv:2306.09093.

Linyong Nan, Chiachun Hsieh, Ziming Mao, Xi Victoria
Lin, Neha Verma, Rui Zhang, Wojciech Kryściński,
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A More Details about MMTab

A.1 Task Descriptions and More Dataset
Examples

Detailed description and evaluation metric of each
task are given in Table 6, and more dataset exam-
ples are illustrated in Figure 5, 6, 7. When we
collect tables from TabMCQ dataset, we filter ex-
tremely long tables more than 50 rows. For the
hybrid-QA dataset TAT-QA, we only preserve sam-
ples whose questions can be answered with the
table information. For the ToTTo dataset, its train-
ing set contains 35K tables and we randomly select
15K tables for MMTab-instruct in order to reduce
the cost of transforming HTML tables into images.

Except augmentation strategies mentioned in
Section 3.2, we also perform additional data aug-
mentations including: (1) “response-level augmen-
tations”, where we synthesize chain-of-thoughts
using annotated intermediate computational pro-
cedures in the original datasets and use them to
augment the final answer. (2) “conversation-level
augmentations”, where we randomly choose sam-
ples of the same table to compose multi-turn con-
versation samples.

Hyperparameter Pre-train Fine-tune

training data
MMTab-pre (150K),
LLaVA-pre (558K)

MMTab-instruct (232K),
LLaVA-instruct (665K)

batch size 256 128
max length 2560

learning rate (lr) 1e-3 2e-5
lr schedule cosine decay

warmup ratio 0.03
weight decay 0

optimizer AdamW
epoch 1

Deepspeed Stage 2 3
machine one machine with 8 80GB A800

training time
(w/o flash-attention)

32 hours 26 hours

Table 5: Hyperparameter setting and training details of
Table-LLaVA.

A.2 Instruction Templates

The diversity of the instruction-following data has
a significant impact on the performance of the re-
sulting model. As discussed in the Section 3.2, we
utilize in-context learning to ask GPT-4 to generate
new instruction templates and create more diversity
of input request. When we build input requests of
each dataset, we randomly choose an instruction
template and an output format description from the
candidate pool, and then combine them with the
task-specific input such as the question to produce

the final input request. Figure 8 shows the Python
code for this combination process, together with
all instruction templates and JSON output format
descriptions for the TABMWP dataset. Previous
textual instruction-following datasets for tabular
tasks such as TableInstruct (Zhang et al., 2023b)
usually adopt one fixed instruction template for
each dataset. By contrast, we construct at least 20
instruction templates for each dataset while consid-
ering their respective characteristics.

B Implementation Details

Following LLaVA-1.5 (Liu et al., 2023a), we use
the well-trained CLIP-ViT-L-336px (Radford et al.,
2021) as the visual encoder and input images are
resized to 336×336. We develop two Table-LLaVA
models with Vicuna-1.5 7B and 13B as the back-
bone LLM, and we denote the resulting models
as Table-LLaVA 7B and Table-LLaVA 13B, re-
spectively. We follow the original hyper-parameter
setting of LLaVA-1.5 except that We increased the
max sequence length from 2048 to 2560 to accom-
modate longer text sequences. The training hyper-
parameters for both the pre-training and the visual
instruction tuning are listed in Table 5. In this pa-
per, all experiments including baseline experiments
were conducted on a single machine with 8 80GB
A800. Without using flash-attention (Dao et al.,
2022), the pre-training process and the instruction-
tuning takes about 32 hours and 26 hours for one
epoch, respectively. Unless otherwise specified, we
evaluate performance of baseline models on our
benchmarks with the official implementations. As
mentioned in the Section 3.1, we add extra instruc-
tions to the input request which require models to
output the final answer in the JSON format, and
we write Python scripts with regular expressions
to extract the final answer for a fair comparion.
Some baselines like Monkey cannot follow instruc-
tions to output the answer in the desired JSON
format, which may only output a short answer due
to the overfitting of their training data. Thus, we
relaxed requirements and specifically designed an-
swer extraction scripts to calculate their accuracy.
For ToTTo benchmark, since the ground-truth of
testing samples have not been open-sourced, we
submit the output results of different models to the
official website to get evaluation results.
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MMTab Task Category Task Name Dataset Task Description Metric

MMTab-
instruct

Question
Answering

Flat TQA
(F TQA)

WTQ
TQA based on tables which usually possesses a flat
structure with the first row as the sole column header.

Accuracy(↑)

Free-form TQA FeTaQA
TQA with a free-form text answer rather than a
short text span copied from the table.

BLEU(↑)

Hierarchical TQA
(H TQA)

HiTab TQA based on tables which usually possesses
hierachical headers and merged cells.

Accuracy(↑)
AIT-QA Accuracy(↑)

Multi-choice TQA TabMCQ TQA with multi-choice questions. Accuracy(↑)
Tabular

Numerical Reasoning
TABMWP TQA requiring mathematical reasoning operations such as

finding the largest number or do math computations.
Accuracy(↑)

TAT-QA Accuracy(↑)

Fact
Verification

Table
Fact Verification

TabFact Given a table as evidence and a statement, the
task is to distinguish whether the given
statement is entailed or refuted by the table.

Accuracy(↑)
InfoTabs Accuracy(↑)

PubHealthTab Accuracy(↑)

Text
Generation

Cell Description
ToTTo

Generate a one-sentence description for the
highlighted table cells.

BLEU(↑)

HiTab_T2T
Generate a one-sentence description for the
highlighted table cells using the provided
operators such as SUM, DIVISION.

BLEU(↑)

Game Summary Rotowire
Given a table recording box- and line-scores
of an NBA game, the task is to generate a
detail game summary which is sourced from rotowire.com.

BLEU(↑)

Biography Generation WikiBIO
Given a table containing information of a
person, the task is to generate a biography
to introduce this person.

BLEU(↑)

Structure
Understanding

Table Size Detection TSD
Determine the row number and column
number of the given table.

Accuracy at row
or column level(↑)

Table Cell Extraction TCE
Given a group of (row_id, column_id), the task
is to extract the corresponding table cells.

Accuracy(↑)

Table Cell Locating TCL
Given a group of cells, the task is to find
positions of these cells in the table and return
their position in theformat of (row_id, column_id).

Accuracy(↑)

Merged Cell Detection MCD
Determine whether the table contains
merged cells and return postions of top-left
and bottom-right cells in the merged regions.

F1(↑)

Row&Column Extraction RCE
Given a group of row_id or column_id, the task is to extract the
corresponding table cells in the target rows or target columns.

F1 at row
or column level(↑)

Table Recognition TR Given a table image, the task is to return a textual representation
of the table in the format of HTML, Markdown or Latex Same

TEDS(↑)
MMTab-

pre
Table Recognition TR for pre-training

Table 6: Detailed description of each task and their evaluation metrics.

Models TextVQA LLaVA-Bench (in-the-wild)

Conversation
Detail

description
Complex
reasoning

Overall

LLaVA v1.5 7B 58.2* 54.3 49.6 72.4 61.4
Table-LLaVA 7B 59.2 58.3 50.9 73.2 63.2
LLaVA v1.5 13B 61.3* 72.0 53.8 72.0 67.5

Table-LLaVA 13B 61.9 72.0 53.7 77.1 69.6

Table 7: Comparison of Table-LLaVA and its backbone
on non-tabular tasks. ∗ indicates results are from the
original LLaVA-1.5 paper.

C More Experimental Results and
Analysis

C.1 Influence of Input Image Resolution

To shed more light on the influence of image resolu-
tion on multimodal table understanding, we divide
test samples into 5 groups by their image resolu-
tion and evaluate model performance on different
groups. The results, illustrated in Figure 9, demon-
strate that image resolution has a great impact on
model performance. The model performance grad-
ually degenerates with the increasing image reso-
lution, which reveals that it is necessary to enlarge

the input image solution of MLLMs in order to
process extremely large table images.

C.2 Influence of MMTab on Non-tabular
Tasks

We compare Table-LLaVA with its backbone
LLaVA-1.5 on two non-tabular benchmarks:
TextVQA (Singh et al., 2019), a VQA benchmark
requiring the understanding of image texts, and
LLaVA-Bench (In-the-Wild) (Liu et al., 2023b), a
recent general benchmark for MLLMs including 3
task categories (conversation, detail description and
complex reasoning). The results are listed in the
Table 7. Table-LLaVA beats LLaVA-1.5 in most
cases under both model sizes, which demonstrates
that tabular training data has positive impact on the
performance on non-tabular tasks.

C.3 Influence of OCR Success Rate on LLM
Performance

We compute the cell-level OCR success rates on 4
benchmarks and show the performance of textual
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Table images of different types Input requests of different tasks 

(task description, required output format, task-related input)

Based on the table, the final answer is

{"answer": ['Sophie Lefèvre']}.

Output responses

(final answer, chain-of-thoughts)

The target cell value in the 10th row and th

e 1st column is {"row_id":"10", "column_i

d":"1", "cell_value":"Winner"}.

Based on the table information, we need to 

conduct the following computations:

(153920.0-148999.0) = 4921 

Therefore, the final answer is {"answer": 

["4921"]}.

There are 11 rows and 3 columns in the tab

le. So, the final answer is {"row_number": 

“11", "column_number": “3"}.

Taking into account the table information, t

he table conflicts with the validity of the st

atement. Therefore, the final answer: {"ans

wer": "conflicts with"}.

| year | starts | wins | top5 | top10 | poles 

| ……

| --- | --- | --- | --- | --- | --- | ……

| 1985 | 1 | 1 | 1 | 1 | 0 | 14.0 | ……

…

Task

Answer the question according to the table regarding 'Joe Maloney'. T

able title: Statistics Question: When did Joe Maloney sign with Shrew

sbury Town, and what was an achievement that he accomplished duri

ng his time with them?

Joe Maloney signed with Shrewsbury Town in 1954 and helped the

"Shrews" win promotion out of the Fourth Division in 1958–59.
Free-form TQA

Multi-choice TQA

Question: What graph is used to display percentages? 

Options: (a) Scatterplot; (b) Venn Diagram; (c) Pie Chart; (d) Bar Ch

art 

Select the right answer according to the table and the inquiry. Return

the result as JSON in the format {"answer": "<YOUR ANSWER>"},

e.g., {"answer": "A. England"}.

Based on the provided table, the correct answer option: {"answer": "(c)

Pie Chart"}.

Numerical 

Reasoning

Solve this math problem in a stepwise manner. In the end, output your

final answer using the JSON format: {"answer": "<YOUR ANSWER

>"}. Look at Simone's pay stub. Simone lives in a state without state i

ncome tax. How much did Simone make after taxes? (Unit: $)

Find how much Simone made after taxes. 

Find the total payroll tax, then subtract it from the total earnings. 

To find the total payroll tax, add the federal income tax and the other

taxes. 

The total earnings are $2,640.00. 

The total payroll tax is $502.66. 

Subtract to find the difference. 

$2,640.00 - $502.66 = $2,137.34 

Simone made $2,137.34 after taxes. 

Thus, the final answer is {"answer": "2,137.34"}.

Numerical 

Reasoning Analyze the table and respond to the question that follows. Present the

final answer as JSON in the format {"answer": [<a list of answer strin

gs>]}. What is the average number of Administrative Staff employed?

Based on the given table: 

(798+784+833) / 3 = 805 

Therefore, the answer is {"answer": ["805"]}.

Fact Verification

Based on the shown table, determine if it upholds or disproves the fol

lowing claim. If the claim may or may not be true, it should be consid

ered 'not enough evidence'. Your final answer should be in the JSON

structure, formatted as {"answer": "<YOUR ANSWER>"}. 

Bruce Lee was the oldest in his family.

Based on the table information, we can not determine whether the

claim is true or false. Thus, the answer is {"answer": "not enough

evidence"}.

Cell Description
Using the table regarding 'Taylor Gabriel' and its associated metadata,

compose a one-sentence description of the data emphasized in the hig

hlighted table cells.

Gabriel finished the 2018 season with 67 catches for 688 yards and

two receiving touchdowns.

Free-form TQA
Give your answer to the following question. Use the shown table ima

ge about 'The Who Tour 1973' titled 'Tour dates' as your reference. Qu

estion: When did the first United Kingdom leg of the Who tour last?

First United Kingdom Leg lasted from 28 October 1973 at the

Trentham Gardens in Stoke-on-Trent and ended on 13 November

1973 at the Lyceum in London.

Table images of different types Input requests of different tasks 

(task description, required output format, task-related input)

Output responses

(final answer, chain-of-thoughts)
Task

Figure 5: More dataset examples.

Method LLM Res.
Question Answering Fact Verification Text Generation

TABMWP WTQ HiTab TAT-QA FeTaQA TabFact InfoTabs ToTTo HiTab_T2T Rotowire WikiBIO
Acc. Acc. Acc. Acc. BLEU Acc. Acc. BLEU BLEU BLEU BLEU

Ours (on all test samples)
Table-LLaVA 7B Vicuna-1.5 7B 336 57.78 18.43 10.09 12.82 25.60 59.85 65.26 23.00 9.74 10.46 9.68
Table-LLaVA 13B Vicuna-1.5 13B 336 59.77 20.41 10.85 15.67 28.03 65.00 66.91 24.10 10.40 8.83 9.67
GPT-4V (on a subset of test samples)

Low Resolution GPT-4 512 60.00 22.50 9.50 19.50 9.26 45.50 58.50 - 1.85 3.89 1.55
High Resolution GPT-4 768*2000 60.50 48.00 27.50 32.50 11.04 45.50 65.60 - 2.98 4.23 1.94

Ours (on a subset of test samples)
Table-LLaVA 7B Vicuna-1.5 7B 336 57.00 18.00 7.50 11.00 29.23 63.50 67.00 - 9.34 10.08 9.04
Table-LLaVA 13B Vicuna-1.5 13B 336 60.00 21.50 8.00 14.00 29.63 59.50 69.50 - 9.53 9.00 8.84

Table 8: Comparison between GPT-4V and Table-LLaVA on 11 held-in public academic tabular benchmarks. Note
that we randomly select a subset of testing samples for each tasks due to the high cost of GPT-4V and we also
evaluate Table-LLaVA on the same subset.

LLMs in Table 11. As shown in the table, OCR suc-
cess rates vary a lot among 4 benchmarks, ranging
from 11.05% to 75.35%. Intuitively, table images
with large sizes (i.e. large Ave. Cell Numer) pose
greater challenge to OCR engines and thus often
lead to low OCR success rates. With OCR success
rate decreasing, the performance gap of TableL-
lama between ’+Oracle’ and ’+OCR’ settings sig-
nificantly increases, which reveals the importance
of correct table recognition results. Moreover, com-
pared with TableLlama, the performance gap of
Llama2 between two settings is much more lower
and less significant, which shows its bottleneck is
the ability to understand and follow table-related
instructions, rather than OCR results.

By manually inspecting the OCR results, we find
that typical error types include (1) character-level
mistakes, e.g., missing the first or last letter, (2)
cell-level mistakes, e.g., missing whole cells, mis-
takenly splitting text in one cell into two cells, very
wrong cell text especially for cells with long and in-

tensive text, (3) row or column level mistakes, e.g.,
missing rows or inserting non-existing rows. (4)
structure-level mistakes, e.g., falsely recognizing a
merged cell as a non-merged cell or vice versa.

C.4 Case Study
We conduct a side-by-side qualitative analysis to
compare Table-LLaVA with other (M)LLMs on
different benchmarks, as illustrated in Figure 10-
16. The results demonstrate that Table-LLaVA can
handle a series of table tasks and possesses better
multimodal table understanding ability than exist-
ing open-source MLLMs. For instance, as can
be seen in Figure 10, Table-LLaVA provides both
the intermediate reasoning steps and the correct
final answer for the math word problem based on
table image, whereas other MLLMs including GPT-
4V fail to give the correct answer. The proposed
MMTab dataset can be directly utilized in the train-
ing process of future MLLMs to boost their multi-
modal table understanding ability.
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Method LLM Res. TSD TCE TCL MCD RCE TR
Row
Acc.

Col.
Acc.

Acc. Acc. F1
Row

F1
Col.
F1

HTML
TEDS

Markdown
TEDS

Latex
TEDS

Ours (on all test samples)
Table-LLaVA 7B Vicuna-1.5 7B 336 33.10 33.20 19.45 29.31 17.14 31.43 37.93 50.24 44.82 46.11

Table-LLaVA 13B Vicuna-1.5 13B 336 34.40 27.60 19.53 29.68 16.52 31.07 41.49 51.44 46.00 46.50
GPT-4V (on a subset of test samples)

Low Resolution GPT-4 512 6.00 24.00 3.57 14.41 2.12 30.32 56.86 41.55 45.74 34.46
High Resolution GPT-4 768*2000 12.50 46.00 9.75 23.38 3.50 26.44 43.17 48.58 60.58 37.66

Ours (on a subset of test samples)
Table-LLaVA 7B Vicuna-1.5 7B 336 32.00 30.50 17.72 30.45 18.44 29.55 40.40 51.66 40.74 50.94

Table-LLaVA 13B Vicuna-1.5 13B 336 34.50 26.00 18.41 30.54 15.88 29.87 42.88 52.03 41.65 51.85

Table 9: Comparison between GPT-4V and Table-LLaVA on 6 held-in table structure understanding benchmarks.

Method AIT-QA PubHealthTab TabMCQ TSD TCE TCL RCE
Acc Acc Acc Row Acc. Col Acc. Acc. Acc. Row F1. Col. F1.

Previous Best Vary-toy Monkey Monkey LLaVA-1.5 mPLUG-Owl2 Monkey LLaVA-1.5 Monkey LLama2+OCR
9.39 18.89 17.89 2.40 3.60 0.76 0.93 4.29 4.54

Ours
Table-LLaVA 7B 5.48 51.03 44.51 25.20 16.40 11.28 26.10 21.97 18.14

Table-LLaVA 13B 6.06 48.46 51.51 31.60 14.80 11.38 26.17 21.94 18.67
GPT-4V (on a subset of test samples)

Low Resolution 19.00 59.50 66.00 8.00 15.00 10.29 17.73 27.69 50.36
High Resolution 62.50 67.00 66.00 19.00 38.00 14.36 27.91 48.52 57.14

Ours (on a subset of test samples)
Table-LLaVA 7B 5.00 52.50 43.50 22.00 16.00 12.73 26.27 16.57 13.91

Table-LLaVA 13B 6.50 53.50 45.50 30.00 15.00 11.92 25.45 20.77 13.78

Table 10: Evaluation results on 7 held-out tabular benchmarks.

OCR Accuracy TABMWP TabFact WTQ HiTab
Cell-level OCR Accuracy (%) 75.35 51.48 27.09 11.05

Table Size
Ave. Row Number 6.45 14.40 26.4 23.38
Ave. Col Number 2.19 6.23 6.2 8.17

Ave. Cell Number (Row*Col) 14.13 83.71 163.68 191.01
Image Resolution (px)

Ave. Width*Height 269*190 2354*875 1996*1137 3194*870

Methods
Llama2+Oracle 17.88 4.32 4.26 1.21
Llama2+OCR 16.35 4.21 3.91 0.77

Gap between Oracle and OCR 1.53 0.11 0.35 0.44
TableLlama+Oracle 12.98 82.55 31.63 64.71
TableLlama+OCR 11.09 44.54 12.49 13.51

Gap between Oracle and OCR 1.89 38.01 19.14 51.20

Table 11: LLM performance on benchmarks with different OCR success rates.
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Table images of different types Input requests of different tasks 

(task description, required output format, task-related input)

Based on the table, the final answer is

{"answer": ['Sophie Lefèvre']}.

Output responses

(final answer, chain-of-thoughts)

The target cell value in the 10th row and th

e 1st column is {"row_id":"10", "column_i

d":"1", "cell_value":"Winner"}.

Based on the table information, we need to 

conduct the following computations:

(153920.0-148999.0) = 4921 

Therefore, the final answer is {"answer": 

["4921"]}.

There are 11 rows and 3 columns in the tab

le. So, the final answer is {"row_number": 

“11", "column_number": “3"}.

Taking into account the table information, t

he table conflicts with the validity of the st

atement. Therefore, the final answer: {"ans

wer": "conflicts with"}.

| year | starts | wins | top5 | top10 | poles 

| ……

| --- | --- | --- | --- | --- | --- | ……

| 1985 | 1 | 1 | 1 | 1 | 0 | 14.0 | ……

…

Task

Utilizing the information from the Wikipedia infobox table about 'Pau

l kurtz', please compose a biography for this individual.

Paul kurtz (; december 21, 1925 -- october 20, 2012) was a

prominent american skeptic and secular humanist. He has been

called `` the father of secular humanism ''. He was professor emeritus

of philosophy at the state university of new york at buffalo, having

previously also taught at vassar, trinity, and union colleges, and the

new school for social research. ……

Biography 

Generation

TCL

Could you count the number of rows and columns in this table? Provid

e the final answer in the JSON structure, using the format {"row_num

ber": "m", "column_number": "n"}.

There are 5 rows and 3 columns in the table. So, the final answer is

{"row_number": "5", "column_number": "3"}.

Numerical 

Reasoning

This is a table picture. Can you figure out the row and column number

s for this particular table? Format your final answer as a JSON, using t

he structure {"row_number": "m", "column_number": "n"}.

There are 30 rows and 5 columns in the table. So, the final answer is

{"row_number": "30", "column_number": "5"}.

This image shows a table. Return the contents of cells at the indicated

positions in the table. Positions are identified by row and column indic

es. Format each cell value as a JSON, using the structure {"row_id":"

m", "column_id":"n", "cell_value":"<Corresponding Cell Value>"}. Sp

ecified positions: 

row 4 and column 4, 

row 5 and column 5,

The target cell values are as follows: 

{"row_id":"4", "column_id":"4", "cell_value":"N/A"} 

{"row_id":"5", "column_id":"5", "cell_value":"Co-writer / featured

artist"}

Fact Verification

Given a task involving a table image, your goal is to pinpoint the positi

ons of specified cells. Format each cell's location as JSON in the forma

t {'value': '<cell value>', 'location': (row index, column index)}, with b

oth row and column indices starting from 1. Use 'DOES NOT EXIST'

as the location for a non-existing cell in the table. Refer to the cell valu

es provided below:

(1) '2.6’;

(2) '3.7’;

(3) '11.1’;

(4) '77.8’;

(5) '9.2’; 

(6) '34.2’; 

(7) 'stranger or known by sight only';

The coordinates of target cells are listed below.

(1) {'value': '2.6', 'location': (29, 5)} 

(2) {'value': '3.7', 'location': (29, 7)} 

(3) {'value': '11.1', 'location': (9, 3)} 

(4) {'value': '77.8', 'location': (28, 3)} 

(5) {'value': '9.2', 'location': (22, 7)} 

(6) {'value': '34.2', 'location': (31, 5)} 

(7) {'value': 'stranger or known by sight only', 'location': (28, 1)}

TSD

What is the change in the domestic losses between 2018 and 2019? An

swer the above question based on the provided table. Return the final r

esult as JSON in the format {"answer": [<a list of answer strings>]}.

To answer the given question, we need to conduct the following

computations: 

1698689 - 2468805 = -770116 

Therefore, the final answer is {"answer": ["-770116"]}.

TSD

TCE

MCD
The task is as follows: Analyze the table in this image to find every me

rged cell. Return the regions of these merged cells in the JSON {'top-le

ft':(R1, C1), 'bottom-right':(R2, C2)}, where '(R1, C1)' and '(R2, C2)' s

how the (row_id, column_id) of the top-left and bottom-right cells in th

ese regions, respectively. The row and column IDs start from 1.

The merged cell regions are as follows: 

{'top-left':(1, 1), 'bottom-right':(2, 1)} 

{'top-left':(1, 2), 'bottom-right':(2, 2)} 

{'top-left':(1, 3), 'bottom-right':(1, 11)}

{'top-left':(1, 12), 'bottom-right':(2, 12)} 

{'top-left':(1, 13), 'bottom-right':(2, 13)} 

{'top-left':(3, 1), 'bottom-right':(5, 1)}……

TR This picture illustrates a table. Please represent this table with the mark

down-format in text.

| week | date | opponent | final score | team record | game site |

attendance | | --- | --- | --- | --- | --- | --- | --- | | 1 | september 19 | new

york giants | l 40 - 42 | 0 - 1 | lambeau field | 56263 | | 2 | september 26

| denver broncos | w 34 - 13 | 1 - 1 | milwaukee county stadium | 47957

| ……

TR
Take a look at the table in this image and provide me with the HTML re

presentation of the table in text format.

<table border="1" cellspacing="0"> <tr> <td rowspan="2"> year

</td> <td rowspan="2"> team </td> <td colspan="2"> games </td>

<td colspan="5"> rushing </td> <td colspan="5"> receiving </td>

</tr> <tr> <td> g </td> <td> gs </td> <td> att </td> <td> yards </td>

<td> avg </td> <td> long </td> <td> td </td> <td> rec </td>……

TR Recognize the table in the presented picture and represent it in the latex

-format.

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|} \hline College & Year & GP &

MPG & FG\% & FT\% & RPG & APG & SPG & BPG & PPG \\

\hline Purdue & 2014–15 & 34 & 14.6 & .535 & .713 & 4.1 & 0.3 &

0.1 & 0.7 & 7.6 \\ \hline Purdue & 2015–16 & 35 & 14.3 & .594

& .713 & 3.7 & 0.5 & 0.1 & 0.8 & 9.8 \\ \hline Purdue & 2016–17 &

35 & 19.5 & .587 & .781 & 5.0 & 0.6 & 0.3 & 0.7 & 12.6 \\ \hline

Purdue & 2017–18 & 25 & 22.4 & .615 & .781 & 5.7 & 0.8 & 0.2 &

1.3 & 14.5 \\ \hline \end{tabular}

Game Summary

Given a table containing data statistics of an NBA basketball game bet

ween Lakers and Hawks on 03/15/2015, generate a summary for this g

ame according to the given table.

The Hawks (51-14) held on to defeat the Lakers (17-47) 91-86 at the

Staples Center on Sunday. Atlanta was able to come away with the

victory despite being severely short-handed. Starters Jeff Teague,

DeMarre Carroll and Paul Millsap sat out to rest, ……

RCE Provide the contents of the cells located in the row 11 of this table. Pro

vide the cells in a row in the JSON structure, using the format {"row_id

":"<row index>", "cell_list":"<a list of cells in this row>"}.

The cells in row 11: 

{"row_id": "11", "cell_list": ['2018', 'Mean Girls', 'Aaron Samuels',

'August Wilson Theatre']}

Figure 6: More dataset examples.
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Table images of different types Input requests of different tasks 

(task description, required output format, task-related input)

Based on the table, the final answer is

{"answer": ['Sophie Lefèvre']}.

Output responses

(final answer, chain-of-thoughts)

The target cell value in the 10th row and th

e 1st column is {"row_id":"10", "column_i

d":"1", "cell_value":"Winner"}.

Based on the table information, we need to 

conduct the following computations:

(153920.0-148999.0) = 4921 

Therefore, the final answer is {"answer": 

["4921"]}.

There are 11 rows and 3 columns in the tab

le. So, the final answer is {"row_number": 

“11", "column_number": “3"}.

Taking into account the table information, t

he table conflicts with the validity of the st

atement. Therefore, the final answer: {"ans

wer": "conflicts with"}.

| year | starts | wins | top5 | top10 | poles 

| ……

| --- | --- | --- | --- | --- | --- | ……

| 1985 | 1 | 1 | 1 | 1 | 0 | 14.0 | ……

…

Task

Answer the question according to the table regarding 'Joe Maloney'. T

able title: Statistics Question: When did Joe Maloney sign with Shrew

sbury Town, and what was an achievement that he accomplished duri

ng his time with them?

Joe Maloney signed with Shrewsbury Town in 1954 and helped the

"Shrews" win promotion out of the Fourth Division in 1958–59.
Free-form TQA

Multi-choice TQA

Question: What graph is used to display percentages? 

Options: (a) Scatterplot; (b) Venn Diagram; (c) Pie Chart; (d) Bar Ch

art 

Select the right answer according to the table and the inquiry. Return

the result as JSON in the format {"answer": "<YOUR ANSWER>"},

e.g., {"answer": "A. England"}.

Based on the provided table, the correct answer option: {"answer": "(c)

Pie Chart"}.

Numerical 

Reasoning

Solve this math problem in a stepwise manner. In the end, output your

final answer using the JSON format: {"answer": "<YOUR ANSWER

>"}. Look at Simone's pay stub. Simone lives in a state without state i

ncome tax. How much did Simone make after taxes? (Unit: $)

Find how much Simone made after taxes. 

Find the total payroll tax, then subtract it from the total earnings. 

To find the total payroll tax, add the federal income tax and the other

taxes. 

The total earnings are $2,640.00. 

The total payroll tax is $502.66. 

Subtract to find the difference. 

$2,640.00 - $502.66 = $2,137.34 

Simone made $2,137.34 after taxes. 

Thus, the final answer is {"answer": "2,137.34"}.

Numerical 

Reasoning Analyze the table and respond to the question that follows. Present the

final answer as JSON in the format {"answer": [<a list of answer strin

gs>]}. What is the average number of Administrative Staff employed?

Based on the given table: 

(798+784+833) / 3 = 805 

Therefore, the answer is {"answer": ["805"]}.

Fact Verification

Based on the shown table, determine if it upholds or disproves the fol

lowing claim. If the claim may or may not be true, it should be consid

ered 'not enough evidence'. Your final answer should be in the JSON

structure, formatted as {"answer": "<YOUR ANSWER>"}. 

Bruce Lee was the oldest in his family.

Based on the table information, we can not determine whether the

claim is true or false. Thus, the answer is {"answer": "not enough

evidence"}.

Cell Description
Using the table regarding 'Taylor Gabriel' and its associated metadata,

compose a one-sentence description of the data emphasized in the hig

hlighted table cells.

Gabriel finished the 2018 season with 67 catches for 688 yards and

two receiving touchdowns.

Free-form TQA
Give your answer to the following question. Use the shown table ima

ge about 'The Who Tour 1973' titled 'Tour dates' as your reference. Qu

estion: When did the first United Kingdom leg of the Who tour last?

First United Kingdom Leg lasted from 28 October 1973 at the

Trentham Gardens in Stoke-on-Trent and ended on 13 November

1973 at the Lyceum in London.

Table images of different types Input requests of different tasks 

(task description, required output format, task-related input)

Output responses

(final answer, chain-of-thoughts)
Task

Figure 7: More dataset examples.

# JSON_output_format_description_pool

JSON_output_instruction_list = [

  'Output the final answer as JSON in the format {"answer": "<YOUR ANSWER>"}.',

  'Conclude your response with a final answer in the JSON format {"answer": "<YOUR ANSWER>"}.',

  'Provide a concluding answer in a JSON structure, using the format {"answer": "<YOUR ANSWER>"}.',

  'The final result should be presented in the JSON format of {"answer": "<YOUR ANSWER>"}.',

  'The concluding answer should be in the JSON structure, formatted as {"answer": "<YOUR ANSWER>"}.',

  'Format the ultimate answer as a JSON, using the structure {"answer": "<YOUR ANSWER>"}.',

  'In the end, output your final answer using the JSON format: {"answer": "<YOUR ANSWER>"}.',

  'Present the final answer in a JSON format, outlined as {"answer": "<YOUR ANSWER>"}.',

  'Conclude your response with the final answer in the JSON format, structured as {"answer": "<YOUR ANSWER>"}.',

  'Finally, your final answer should be in the JSON format of {"answer": "<YOUR ANSWER>"}.',

  'In the last of your solution, output the final answer as JSON in the format {"answer": "<YOUR ANSWER>"}.',

  'At the end of your output, present the final answer as JSON in the format {"answer": "<YOUR ANSWER>"}.', 

]

def build_TABMWP_input_request(table_title, question):

  # select one instruction describing the JSON output format

  JSON_INSTRUCTION = random.sample(JSON_output_instruction_list, 1)[0]

  # instruction_template_pool

  instruction_template_list = [

      f"Given the table about '{table_title}', solve the following math problem step by step. {JSON_INSTRUCTION}\n{question}",

      f"Refer to the provided table and work through the question step by step. {JSON_INSTRUCTION}\nTable title: {table_title}\nProblem: {question}",

      f"Using the displayed table concerning the '{table_title}', solve the subsequent math problem in a stepwise manner. {JSON_INSTRUCTION}\n\n{question}",

      f"Look at the table titled '{table_title}' and methodically tackle the math problem that follows. {JSON_INSTRUCTION}\n{question}",

      f"With the shown table image as your reference, carefully work out a detailed solution to the following question. {JSON_INSTRUCTION}\nTable title: {table_title}\nQuestion: {question}",

      f"Consider the table regarding to '{table_title}' to sequentially solve the problem presented below. {JSON_INSTRUCTION}\n\n{question}",

      f"Based on the table picture with the title '{table_title}', unfold the steps to solve the problem given next. {JSON_INSTRUCTION}\nProblem: {question}",

      f"With the table titled '{table_title}' in mind, please break down and resolve the question below step by step. {JSON_INSTRUCTION}\n\n{question}",

      f"Examine the table of '{table_title}' and proceed to solve the following math word problem in a stepwise manner. {JSON_INSTRUCTION}\n{question}",

      f"Using the table of '{table_title}', unfold the math word problem presented below, detailing every step of your calculation. {JSON_INSTRUCTION}\n{question}",

      f"Based on this table about '{table_title}', solve the following problem. {JSON_INSTRUCTION}\n{question}",

      f"Take a look at this table about '{table_title}', and tackle the math word problem below in a sequential manner. {JSON_INSTRUCTION}\n{question}",

      f"Considering the table of '{table_title}', answer the question below by showing each progressive step toward the answer. {JSON_INSTRUCTION}\n{question}",

      f"Check the table regarding to '{table_title}', and sequentially solve the math word problem, writing out each step of your reasoning process. {JSON_INSTRUCTION}\n{question}",

      f"Based on this table about '{table_title}', answer the following question in a stepwise manner. {JSON_INSTRUCTION}\n{question}",

      f"According to the table titled '{table_title}', solve this problem and give detail solutions. {JSON_INSTRUCTION}\n\n{question}",

      f"Solve the problem according to the provided table image. Please provide detailed solution. {JSON_INSTRUCTION}\nTable title: {table_title}\nProblem: {question}",

      f"This image shows a table of '{table_title}'. Solve the following math word problem based on the table.\n\nProblem: {question}\nLet's think step by step. {JSON_INSTRUCTION}",

      f"Table title: {table_title}\nMath word problem: {question}\nSolve the above problem based on the table information. Let's think step by step. {JSON_INSTRUCTION}",

      f"Table title: {table_title}\nQuestion: {question}\nGive a detailed response to the above question. {JSON_INSTRUCTION}",

      f"Table title: {table_title}\nQuestion: {question}\nSolve the above question. {JSON_INSTRUCTION}\nYour detailed solution: ",

      f"Based on this table of '{table_title}', answer the following question. Give detailed solution consisting of each step. {JSON_INSTRUCTION}\n{question}",

      f"Give you a table image, solve this math word problem based on the table. Let's think step by step. {JSON_INSTRUCTION}\n\nTable title: {table_title}\n\nProblem: {question}",

      f"Solve this math word problem according to the provided table of '{table_title}'. {JSON_INSTRUCTION}\n{question}",

      f"Show the detailed solution to solve the following problem. {JSON_INSTRUCTION} The problem is related to the given table titled '{table_title}'.\n\nProblem: {question}",

      f"Please solve the problem based on the given table about '{table_title}'. {JSON_INSTRUCTION} \n\nProblem: {question}\n\nYour Solution:",

      f"Problem: \n{question}\nSolve the above problem based on the table titled '{table_title}'. {JSON_INSTRUCTION}",

    ]

  # combine the randomly selected task description, output format description with task-related input (i.e., question) to obtain the final input request

  final_input_request = random.sample(instruction_template_list, 1)[0]

  return final_input_request

Figure 8: Exemplary instruction templates, JSON output format descriptions, and the Python Code for constructing
the input requests. Taking the TABMWP dataset as an example.
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Figure 9: Break-down experimental results of Table-LLaVA 7B by different input image resolution. We divide
test samples into 5 groups according to their image resolution, e.g., ‘512’ represents the input image resolution is
smaller than 512×512 but larger than 336×336. For TSD, MCD, RCE and TR, we report averaged results.

User GPT-4V Table-LLaVA Monkey LLaVA-1.5mPLUG-Owl2Vary-toy TableLLama+OCR

Based on this table about 'Children's weights (lbs)', solve the following 

problem. In the end, output your final answer using the JSON format: 

{"answer": "<YOUR ANSWER>"}.As part of a statistics project, a 

math class weighed all the children who were willing to participate. 

How many children weighed exactly 31 pounds? (Unit: children)

For the number 31, the stem is 3, and the leaf is 1. Find the 

row where the stem is 3. In that row, count all the leaves 

equal to 1.

You counted 2 leaves. 

2 children weighed exactly 31 pounds.

Thus, the final answer is {"answer": "2"}.

The table you provided uses a stem-and-leaf plot to display the weights 

of the children in pounds. To find out how many children weighed 

exactly 31 pounds, look at the '3' stem row and find the '1' leaf. The '3' 

stem corresponds to '30' in weight, and each leaf in that row represents 

a unit. There is one '1' leaf in the '3' stem row, which means one child 

weighed 31 pounds.Using JSON format, the final answer is:{"answer":

"1"}

1

[2, 368]

{"answer": 1}

To find the number of children who weighed exactly 31 pounds, we 

need to look for the row in the table that has 31 as the number of 

pounds. In the table, the row with 31 pounds is the third row from the 

top. Therefore, there are 3 children who weighed exactly 31 

pounds.{"answer": 3}

0

Considering the table about Marcos Pizzelli, what would be your brief 

response to the associated question? Provide an answer in the JSON 

structure, using the format {"answer": [<a list of answer strings>]} 

such as {"answer": ["1994", "25.34"]}. who did marcos pizzelli score 

his first international goal against?

Based on the table, the final answer is {"answer":

['Moldova']}.

{"answer": ["Andorra"]}

Russia

coorde serrul.

{"answer": [["Azerbaijan", "2012"], ["Croatia", "2009"], ["Croatia", 

"2009"], ["Romania", "2010"], ["Ukraine", "2012"], ["Ukraine", 

"2012"]]}

{"answer": ["Moldova", "Armenia", "Andorra", "Macedonia"]}

<andorra> <andorra> <andorra> <andorra 

> < andorra >

Figure 10: Case study on the TABMWP and WTQ benchmark. For the TABMWP benchmark, the model needs to
conduct multi-step reasoning to obtain the final answer.
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This is an Excel table about 'statistics', give a brief answer to the 

ensuing question:how many goals did sharp score in 125 league 

appearances?Return the result as JSON in the format {"answer": [<a 

list of answer strings>]}, e.g., {"answer": ["121.28", "USA", 

"ontario"]}.

Based on the table information, the final answer is

{"answer": ["7.0"]}.

{"answer": ["6"]}

121.28

{"answer": [["field house", 10, 36], ["stadium", 4, 17], ["scoreboard", 1, 

2], ["sports complex", 1, 10], ["score board", 1, 10], ["score board", 1, 

10]], "league league": [1, 1, 1], 

{"answer": [102, "83", "56", "47", "32", "32", "36", "36", "23", "25", 

"26", "27", "34", "34"]}

{"answer": [21.28, "goals", "sharp", "league", "appearances"]}

125.0

Given the excel table with the title 'percentage distribution of immigrant 

landing file cohort, by sex, age group, immigration category, landing year, 

and source world region', answer the following question briefly. Provide an 

answer in the JSON structure, using the format {"answer": [<a list of 

answer strings>]} such as {"answer": ["2012", "orange"]}.what the percent 

of male immigrants did the family class account for?

Using the information in the excel table, the answer is {"answer": ["28.9"]}.

{"answer": ["28.9"]}

12.7

33.7

{"answer": [9.5, 3.7, 3.3, 4.1, 4.3, 4.3, 4.3, 4.3, 4.3, 4.3, 4.3, 4.3]}

{"answer": [0.32, 0.36, 0.42, 0.42, 0.46, 0.5, 0.56, 0.6, 0.64, 0.69, 0.72, 

0.76, 0.8, 0.84, 0.89, 0.93, 0.96, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 

1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0,

23.5

Figure 11: Case study on the HiTab benchmark, where the model is required to comprehend hierarchical tables with
merged cells.
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Considering the following claim 'There's at least 1 lake in Chicago 

named after a US state.' and using the table extracted from the 

wikipedia infobox as premise, please determine whether the table 

'entails' or 'disproves' the above claim. If the evidence in the table is 

not sufficient for a sound judgement, classify the claim as 'not enough 

information'. Return the result as JSON in the format {"answer": 

"<YOUR ANSWER>"}, e.g., {"answer": "deputed"}.

Based on the table information, the given claim is true. Thus, 

the answer is {"answer": "entails"}.

{"answer": "not enough information"}

deputed

{    "title": "Chicago，Illinois",    "source": "None",    "x_title": 

"None",    "y_title": "None",    "values": {        "City": "3.00%",        

"Land": "3.00%",        "Water": "594 ft (181 m)",        "Urban": "2122 

sq mi (5,496 km 2)",        "Metro": "10,874 sq mi (28,160 km 2)",        

"Elevation (mean)": "594 ft (181 m)",        "Highest elevation": "672 ft 

(205 m)",        "Lowest elevation": "578 ft (176 m)"    }}

{"answer": "not enough information"}

{"answer": "not enough information"}

<Lowest elevation>

View the excel table and provide a succinct reply to the question 

presented. The final result should be presented in the JSON format of 

{"answer": [<a list of answer strings>]} like {"answer": ["emotional 

abuse", "July"]}.In which years was Teekay LNG revenue less than 

600,000 thousands?

According to the table, the final answer is {"answer":

["2018"]}.

{"answer": ["2019"]}

2019

2018, 2019.

{"answer": [2017, 2018]}

{"answer": ["2015", "2016", "2017", "2018", "2019"]}

<2018.0>, <2019.0>

Figure 12: Case study on the InfoTab and TAT-QA benchmarks. Common table structures usually have the first row
as column header, but table structures in IntoTab are quite different, where the first column contains row headers.
Diverse table structures in MMTab pose unique challenge to existing MLLMs.
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Based on this table with the title '1936–37 British Home Championship' 

and its metadata, create a one-sentence description about the 

highlighted table cells.

The 1936–37 British Home Championship was won by 

Scotland, who defeated England 3–1.

In the 1936–37 British Home Championship, Scotland defeated England 

3–1 with goals scored by Frank O'Donnell at the 47th minute and Bob 

McPhail at the 80th and 89th minutes, while Fred Steele scored for 

England at the 40th minute.

Scotland won the 1936-37 British Home Championship.

The table is from 1936-37 British Home Championship.

A table with the headline "British Home Championship 1936-37" and 

section titles and table sections

A table with the title 1936-37 British Home Championship shows the 

scores of the games played.

A table with the title title '1936–37 British Home Championship'    

How many rows and columns does this table contain? The final result 

should be presented in the JSON format of {"row_number": "m", 

"column_number": "n"}.

There are 6 rows and 3 columns in the table. So, the final 

answer is {"row_number": "6", "column_number": "3"}.

The table contains 5 rows and 3 columns. Here is the information in 

JSON format:```json{"row_number": "5", "column_number": "3"}```

4

The table contains two rows and four columns.[123, 123, 123, 123]

The table contains 2 rows and 4 columns.

The table contains 5 rows and 5 columns, with each row representing a 

country and each column representing a year. The final result would be:

{"row\_number": "5", "column\_number": "5"}

<9.0>, <11.0>, <5.0>, <1.0>

Figure 13: Case study on the ToTTo and TSD benchmarks. Though facing a relatively small and simple table,
existing powerful MLLMs may fail to determine the row number and column number of the table. The basic ability
to understand diverse table structures has been overlooked by previous MLLM study and the proposed MMTab
alleviates this problem.
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For the cell at the 15th row and the 6th column in this table, provide its 

content. Output the target cell content as JSON in the format 

{"row_id":"m", "column_id":"n", "cell_value":"<Corresponding Cell 

Value>"}.

The target cell value in the 15th row and the 6th column is

{"row_id":"15", "column_id":"6", "cell_value":"0"}.

{"row_id":"15", "column_id":"6", "cell_value":"1"}

{"row_id":"15", "column_id":"6", "cell_value":“17"

[148, 0, 279, 13]

{"row_id": "15", "column_id": "6", "cell_value": "31"}

{"row_id": "15", "column_id": "6", "cell_value": "19"}

<division>, <cup>, <continental other apps>, <total>, <2016>, <colon 

2016-17>, <argentine primera division>, <2017 2018>, <uruguayan 

primera division>, <23>, <0>, <0>, <0>, <19 5>, <21>, <4>, <17>, <5>, 

<159>, <164>, <2013-14>, <2014 2015>, <2015>, <2017-18 2018-19>, 

<career total>, <sud america huracan banfield>, <argentine primera b>, 

<chaco for ever boca unidos>, <total>, <career total>, <sud america 

huracan banfield>, <sud america huracan banfield>

Given a table, you can represent a cell's position using the JSON {'value': '<cell value>', 

'location': (Row_ID, Column_ID)}, where row and column IDs start from 1. Referring to 

the shown table picture, determine the locations of the specified cells using the mentioned 

format.

Target cell values:

CELL VALUE 1: 'Napalm <br> Noise <br> SPV <br> Sanctuary <br> Edel',

CELL VALUE 2: 'kamelot .com',

CELL VALUE 3: 'Genres',

CELL VALUE 4: 'Kamelot',

CELL VALUE 5: 'Years active',

CELL VALUE 6: 'Labels',

Should a cell be absent in the table, denote its location as 'DOES NOT EXIST'.

The coordinates of target cells are listed below.

CELL LOCATION 1: {'value': 'Napalm <br> Noise <br> SPV <br> Sanctuary <br> Edel', 

'location': (5, 2)}

CELL LOCATION 2: {'value': 'kamelot .com', 'location': (6, 2)}

CELL LOCATION 3: {'value': 'Genres', 'location': (3, 1)}

CELL LOCATION 4: {'value': 'Kamelot', 'location': (1, 1)}

CELL LOCATION 5: {'value': 'Years active', 'location': (4, 1)}

CELL LOCATION 6: {'value': 'Labels', 'location': (5, 1)}

I'm sorry, but I can't assist with this request.

DOES NOT EXIST

{'Location': (1, 1), 'Value': {'years active': 1991- present}, 'Label': 'kamelot.com', 'Origin': 

['Tampa, Florida, United States'], 'Genre': ['heavy metal', 'progressive metal', 'symphonic 

metal']}

The table contains 2 rows and 4 columns.

The table contains 5 rows and 5 columns, with each row representing a 

country and each column representing a year. The final result would be:

{"row\_number": "5", "column\_number": "5"}

<9.0>, <11.0>, <5.0>, <1.0>

Figure 14: Case study on the TCE and TCL benchmarks, where the model is required to extract the target cell content
or find the target cell location based on the table image. This task is trivial for human readers yet is challenging for
existing MLLMs, which reveals the gap between current MLLMs and the human-level table understanding ability.
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Recognize the table in the presented picture and represent it in the 

markdown-format.

| week | date | opponent | result | attendance |

| --- | --- | --- | --- | --- |

| 1 | september 9 , 2001 | new york giants | w 31 - 20 | 75735 |

| 2 | september 23 , 2001 | arizona cardinals | w 38 - 17 | 50913 |

| 3 | september 30 , 2001 | baltimore ravens | l 20 - 12 | 75032 |

| 4 | october 7 , 2001 | kansas city chiefs | w 20 - 13 | 75037 |

| 5 | october 14 , 2001 | seattle seahawks | l 34 - 21 | 61837 |

| 6 | october 21 , 2001 | san diego chargers | l 27 - 10 | 76521 |

| 7 | october 28 , 2001 | new england patriots | w 31 - 20 | 71250 | 

| 8 | november 5 , 2001 | oakland raiders | l 38 - 28 | 62637 | 

| 9 | november 11 , 2001 | san diego chargers | w 26 - 21 | 74651 |

| 10 | november 18 , 2001 | washington redskins | l 17 - 10 | 71822 | 

| 11 | november 22 , 2001 | dallas cowboys | w 26 - 24 | 64104 | 

| 12 | november 25 , 2001 | miami dolphins | l 21 - 10 | 73938 |  

| 13 | december 9 , 2001 | seattle seahawks | w 20 - 7 | 74751 | 

| 14 | december 16 , 2001 | kansas city chiefs | l 26 - 23 | 77778 |

| 16 | december 23 , 2001 | oakland raiders | w 23 - 17 | 74258 |

| 17 | december 30 , 2001 | indianapolis colts | l 29 - 10 | 56192 |

table

\begin{table}

\caption{Number of detected objects (N) over 10,000 images (M), with the last column

showing the number of detected objects per object (P). Note that for some objects (e.g. star)

multiple N are reported.}

\begin{tabular}{}

week & date & \multicolumn{3}{c|}{opponent} & \multicolumn{2}{c}{result} & 

attendance \\

& & 1 & 2 & 3 & new york giants & w 31 - 20 & 75735 & \\

2 & 2 & september 23, 2001 & ari zion a cardinals & w 38 - 17 & & & 50913 \\

3 & 3 & september 30, 2001 & baltimore ravens & 120 - 13 & 75082 & & \\

4 & 4 & october 7, 2001 & kansas city chiefs & w 20 - 6 & & & 75037 \\

5 & 5 & october 14, 2001 & seattle seahawks & 134 - 21 & & & 61837 \\

6 & 6 & october 21, 2001 & san diego chargers & 127 - 10 & & & 67521 \\

7 & 7 & october 28, 2001 & new england patriots & w 31 - 20 & 74750 & & \\

……

\end{tabular}

\end{table}

| week | date | result | opponent | attendance | new york yankees | 33 - 28 239,366 38 - 23 

231,549 arizona cardinals | 39 - 21 47,050 baltimore ravens | 14 - 7 14,281 kansas city 

chiefs | 17 - 14 29,341 seattle seahawks | 28 - 17 52,417 san francisco giants | 26 - 21 

33,624 philadelphia phillies | 5 - 3 10,286 new york patriots | 21 - 7 63,020 oakland 

raiders | 17 - 14 26,198 san diego chargers | 16 - 10 21,963 washington redskins | 20 - 14 

70,964 dallas cowboys | 24 - 13 60,041 st. louis rams | 29 - 17 58,018 seattle seahawks | 

27 - 19 57,980 san francisco 49ers | 29 - 17 57,867 cleveland browns | 29 - 19 57,025 san 

diego chargers | 29 - 19 56,905 kansas city chiefs | 29 - 19 56,817 cleveland browns | 29 - 

18 56,905 seattle seahawks | 29 - 17 56,817 san francisco 49ers | 29 - 17 56,817 

philadelphia phillies | 29 - 17 56,817 san diego chargers | 20 - 19 57,025 philadelphia 

phillies

| Date | Opponent |

| --- | --- |

| 10/17/2005 | New York Giants |

| 10/23/2005 | Arizona Cardinals |

……

Figure 15: Case study on the TR (table recognition) benchmark. Though Table-LLaVA generate the markdown
sequence with correct table structure, its OCR ability is restricted by the input resolution and needs to be enlarged.
In the future work, the proposed MMTab dataset can be combined with MLLMs with stronger OCR ability and
larger input image resolution like Monkey and LLaVA-Next to build more powerful tabular MLLMs.
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Table title: Hours of babysitting

Math word problem: Carson looked at his calendar to figure out how 

much time he spent babysitting each month. What is the range of the 

numbers?

Solve the above problem based on the table information. Let's think 

step by step. The final result should be presented in the JSON format 

of {"answer": "<YOUR ANSWER>"}.

Read the numbers from the table.

50, 57, 36, 68, 61, 45, 55, 54

First, find the greatest number. The greatest number is 68.

Next, find the least number. The least number is 36.

Subtract the least number from the greatest number:

68 − 36 = 32

The range is 32.

Thus, the final answer is {"answer": "32"}.

To find the range of the numbers, we need to identify the maximum and 

minimum values from the given data and then subtract the minimum 

value from the maximum value.

1. Find the maximum value (the highest number of hours).

2. Find the minimum value (the lowest number of hours).

3. Calculate the difference between the maximum and minimum values.

Let's identify the values from the table:

Maximum value (highest number of babysitting hours): 61 (March)

Minimum value (lowest number of babysitting hours): 36 (February)

Now, let's calculate the range:

Range = Maximum value - Minimum value

Range = 61 - 36

Range = 25

Therefore, the range of the numbers is 25 hours.

The final result in JSON format is:

{"answer": "25"}

Based on the table information, the range of the numbers is 36 to 54. So, the answer is

{"answer": "36 to 54"}

<55.0>, <68.0>

The range of the numbers is from 50 to 54 hours.

To solve this problem, we need to find the average hours of babysitting for each month. 

We can do this by dividing the total hours of babysitting by the number of months in the 

year.

Here are the steps:

1. Find the total hours of babysitting:

```markdown

Total hours of babysitting = 555

```

2. Divide the total hours by the number of months in the year:

```markdown

Number of months = 365

Hours per month = Total hours of babysitting / Number of months

= 555 / 365

= 0.18949299999999997

```

3. Convert the result from seconds to hours:

```makefile

Total hours of babysitting in hours = 0.18949299999999997 \\* 60 + 

0.18949299999999997

= 8.309999999999999

```

4. Print the answer in the desired format:

```makefile

Total hours of babysitting in hours = 8.309999999999999

```

So the answer is "8.309999999999999".

{"answer": 45}

Figure 16: Case study on the TABMWP benchmark. In this case, the model needs to conduct table-based
mathematical reasoning such as finding the largest number in the table or do math computations. Moreover,
more external tools like Python Interpreter (Chen et al., 2023b) could be integrated with Table-LLaVA to build
MLLM-based table agents.
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