Revisiting Demonstration Selection Strategies in In-Context Learning

Keqin Peng', Liang Ding?; Yancheng Yuan3*
Xuebo Liu?, Min Zhang®, Yuanxin Ouyang', Dacheng Tao®
'Beihang University 2The University of Sydney *The Hong Kong Polytechnic University
“Harbin Institute of Technology, Shenzhen ’Nanyang Technological University
kegin.peng@buaa.edu.cn, liangding@gmail.com

Abstract

Large language models (LLMs) have shown an
impressive ability to perform a wide range of
tasks using in-context learning (ICL), where
a few examples are used to describe a task to
the model. However, the performance of ICL
varies significantly with the choice of demon-
strations, and previous research usually focuses
on the data aspect ignoring the model’s effect.
In this work, we first revisit the factors con-
tributing to this variance from the model as-
pect, and find that the demonstration choice is
both data- and model-dependent. We further
propose a conjecture that the performance of a
demonstration positively correlates with its con-
tribution to the model’s understanding of the
test samples, and accordingly propose a data-
and model-dependent demonstration selection
method, TopK + ConE. Empirically, our
method yields consistent improvements in both
language understanding and generation tasks
with different model scales. Further analyses
confirm that, besides the generality and stability
under different circumstances, our method pro-
vides a unified explanation for the effectiveness
of previous methods. Code is publicly avail-
able at https://github.com/Romainpkq/
revisit_demon_selection_in_ICL.

1 Introduction

Large language models (LLMs, Ouyang et al.,
2022; Touvron et al.,, 2023) have achieved
widespread success across many NLP tasks (Zhong
et al., 2023; Peng et al., 2023; Lu et al., 2023) due
to their remarkable emergent abilities (Wei et al.,
2022). One of the most exciting emergent abilities
is in-context learning (ICL, Brown et al., 2020b),
which utilizes only a few input-output examples to
help LLMs make better predictions (Dong et al.,
2022). ICL has shown its effectiveness in eliciting
LLMs’ advanced capabilities and has (almost) be-
come a common practice in tackling complex tasks.

*Corresponding Authors.
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Figure 1: The different 8-shot performance of data-
dependent methods (BM25 and TopK) and Our
methods in SST-2. The colour in the number represents
the relative performance between BM25 and TopK. We
see that: 1) The data-dependent methods can not obtain
optimal demonstrations under different models; 2) Our
data- and model-dependent methods can achieve consis-
tent improvement across different models.

However, prior work (Liu et al., 2022; Lu et al.,
2022) has found that ICL is very sensitive to the
choice of in-context examples and their order in
the prompt, and even small changes can result in
large variance (Iter et al., 2023).

The sensitivity of ICL motivates researchers
to explore methods to identify stable and high-
performing demonstrations. Influenced by the suc-
cess of leveraging a retrieval module to augment
neural networks (Hashimoto et al., 2018), the re-
trieval module has become a standard module in
the ICL framework for retrieval demonstrations
from a dataset (Liu et al., 2022; Rubin et al., 2022).
Extensive research has been conducted to search
for demonstrations similar to the test samples (Liu
et al., 2022; Su et al., 2023; Robertson et al., 2009).
For example, Liu et al. (2022) proposed to select
the samples that are closer to the test sample in
the embedding space as in-context examples, and
Robertson et al. (2009) found that choosing the
high word-overlap samples can also improve the
ICL performance.
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Despite empirical success to some extent, the
above methods usually only focus on the test data,
overlooking the impact of models. To figure out
what factors influence the choice of demonstrations,
we revisit the performance of ICL from the model
aspect, and accordingly propose a conjecture to un-
derstand the effective demonstrations. Specifically,
we investigate ICL performance across different
retrieval modules and inference models in §2.1. Ex-
perimental results show that the ICL performance
can largely vary with different models even with
the same demonstrations (see Figure 1 as an exam-
ple), indicating that the choice of demonstration is
not only dependent on test data but also on the re-
trieval modules and inference models. We further
propose a corresponding conjecture that effective
demonstrations are those that enhance the infer-
ence model’s understanding of the test input, and
the comparison results between shuffled test input
and original test input demonstrate that the ICL
performance positively correlates with model’s
understanding of the test samples.

Based on the above conjectures, we accord-
ingly propose a demonstration selection method,
denoted as TopK+ConE. Specifically, we initially
employed the TopK (Liu et al., 2022) method to
narrow down the pool of demonstration candidates,
followed by ranking these candidates based on the
conditional entropy (estimated by the model it-
self) of the test sample input. Extensive experi-
ments demonstrate the effectiveness of our method
across different model scales. Further analyses
show the universality and robustness, and provide
a unified view of why previous demonstration se-
lection methods work. Our contributions are sum-
marized as follows:

* To the best of our knowledge, we are the first
to study the impact of models on the demon-
stration selection methods. We substantiate
that the choice of demonstrations is not only
dependent on the test data but also on the re-
trieval module and inference model.

* We build the connection between ICL perfor-
mance with the model’s understanding of test
inputs. Our findings reveal that ICL perfor-
mance positively correlates with the model’s
understanding of the test samples.

* We propose a data- and model-dependent
method TopK+ConE to effectively enhance
the models’ understanding of test input via
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Figure 2: The 1-shot performance with different re-
trieval models on two classification datasets.

reducing the conditional entropy of test input
under the inference model.

* We achieve state-of-the-art performance on
a series of tasks, and prove the effectiveness
and universality of our method. Hopefully,
our proposed best practice can be employed
by more LLM participants.

2 Revisiting Demonstrations Selection

While in-context learning (ICL, Brown et al,
2020a; Dong et al., 2022) has shown its impressive
few-shot performance, recent work has found that
LLMs are very sensitive to the selected examples
leading to large variances in performance (Zhao
et al., 2021). Although many advanced ICL strate-
gies (Robertson et al., 2009; Liu et al., 2022; Wu
et al., 2023b) have been proposed to select effective
demonstrations, why these demonstrations work
and what factors influence their selection have not
been fully studied. In this section, we first explore
the influencing factors to the demonstration selec-
tion and correspondingly propose a conjecture to
understand the effective demonstrations.

2.1 Influencing Factors

Preliminaries. The retrieval-based in-context
learning paradigm primarily comprises four key
components: demonstrations, test samples, the re-
trieval model and the inference model (Xu et al.,
2024a). Previous extensive work (Min et al., 2022;
Liu et al., 2022; Su et al., 2023) has found that
ICL performance is significantly influenced by the
test data, and opting for test-similar demonstra-
tions typically leads to yield superior performance.
Although the effect of test data has been widely
investigated, the model’s impact has hardly been
mentioned. To determine the influence of mod-
els, we proceed from both the retrieval model and
inference model perspectives.
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Impact of Retrieval Models. We first conduct
experiments on classification tasks with differ-
ent retrieval models. Specifically, we conduct
experiments on two classification tasks, SST-2
and Subj (Wang et al., 2018), with four sentence-
transformer (Reimers and Gurevych, 2019) mod-
els, including all-MiniLM-L6-v2, all-MiniLM-L12-
v2, all-distilroberta-v1 and all-mpnet-base-v2. As
shown in Figure 2, the performance varies with dif-
ferent retrieval models and different datasets have
different best retrievers. We speculate that the vari-
ance in model performance primarily arises from
distinctions in similarity judgment between the re-
trieval model and the inference model. A smaller
disparity in similarity judgment is expected to re-
sult in better in-domain demonstrations, which can
improve the ICL performance (Moore and Lewis,
2010; Sia and Duh, 2023).

Impact of Inference Models. The inference
model is another factor that may influence the per-
formance of in-context learning. To explore this,
we conducted experiments on two classification
tasks (e.g., SST-2 and SST-5) employing different
inference models in both 1-shot and 3-shot settings.
Specifically, we randomly sample different demon-
strations 3 times for each test sample and assign
them to Random-1, -2, and -3, respectively, and
then we assess their performance across various
inference models. Results on Figure 3 show that
the best demonstration varies across different in-
ference models. For example, the performance of
Random-2 is better than Random-3 in 1-shot SST-2
setting under /lama2-7b model, while the situation
is totally reversed with llama2-13b. We can also
notice the same phenomenon under 3-shot settings,
which implies increasing the in-context examples
can not eliminate the influence of inference models.
Results above show that the choice of demon-
strations is model-dependent.

2.2 Conjecture

Based on the above observations, we find demon-
stration choice is both data-dependent and model-
dependent. Furthermore, Gonen et al. (2023) reveal
that the more familiar the model is with prompts,
the better the performance of prompts. Inspired
by them, we propose a conjecture that effective
demonstrations are those that can help the infer-
ence model better understand the test input.

To verify our assumption, we explore the rela-
tionship between the model’s understanding of the

test inputs and ICL performance. We simply em-
ploy the straightforward span shuffle noise, which
first selects sequences consisting of three consecu-
tive tokens, and then randomly change their order,
following Ding et al. (2022) to increase the dif-
ficulty of test input. Specifically, we first adopt
TopK (Liu et al., 2022) method to select the most
test-similar demonstrations and compare the ICL
performance of noised test samples with their orig-
inal version. Since the partial word shuffle will
not influence people’s reading (Schad and Engbert,
2012; Ward Bowens, 2013), our operation will not
largely change the sentence’s meaning. Table 1
lists the results. We can notice that increasing the
test samples’ difficulty will lead to a large drop in
ICL performance under both 1- and 3-shot settings,
which reveals that ICL performance positively
correlates with the model’s understanding of
the test samples.

1-shot 3-shot
SST-2  SST-5 Subj SST-2 SST-5 Subj

Baseline 819 381 89.8 792 390 876
shuffle 527 229 543 526 222 550

-29.2  -152 -35.5 -26.6 -168 -32.6

Method

Table 1: Comparative results of GPT2-XL with origin
test input and shuffled test input on several tasks.
We observe that the difficulty of test input will largely
influence the ICL performance among all these tasks.

3 Method

Based on the above conclusions, we propose a
simple and effective data- and model-dependent
demonstration selection method, named TopK +
ConE. Our method is based on the conjecture in
section §2.2, which implies effective demonstra-
tions excel in reducing the conditional entropy of
the test input under the inference model. It is note-
worthy that we compute the conditional entropy of
the test input rather than labels. Mathematically,
we find the best demonstrations ¢* by solving the
following optimization problem:

¢* = argmin Hy(z|c), (1)
ceC

where each c represents one possible demonstration
group, and Hy(x|c) signifies the inference model’s
uncertainty regarding the test input = given the
demonstrations ¢, which indicates the degree of the
understanding of test input by the inference model.
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Figure 3: The performance of different inference models with three randomly sampled demonstrations for
SST-2 and SST-5 datasets. Modell, Model2, Model3 represent GPT-J-6B, LLAMA?2-7B, and LLAMAZ2-13B,
respectively. The impact of various demonstrations varies depending on the specific inference models.

The lower the Hy(x|c) is, the better the understand-
ing is. The equation (1) can be reformulated as

¢ = argmin(Hy(z, c) — Hy(c)), )

ceC

where Hy(x,c) and Hy(c) are the cross entropy
of the whole prompt (including the demonstra-
tions and test input) and the demonstrations es-
timated by the inference model, respectively. In
other words, we are searching for demonstrations
that minimize the difference of the cross-entropy
between prompts and demonstrations.

In the practical implementations, considering the
huge search space generated by a large number of
combinations, enumerating all combinations is in-
feasible. We adopt the selection-rerank framework
proposed in Wu et al. (2023b). Specifically, we first
use the selection module to select the candidate
demonstrations and then use our method to rank
each candidate to get effective demonstrations.

4 Experimental Setup

Models. We perform experiments across dif-
ferent sizes of models, including GPT2-XL
(1.5B) (Radford et al., 2019), GPT-j-6b (6B) (Wang
and Komatsuzaki, 2021), Llama2-7b (7B) and
Llama2-13b (13B) (Touvron et al., 2023), which
are decoder-only dense LMs. We also conduct
experiments on extensive alignment models, e.g.,
Llama2-7b-chat and Llama2-13b-chat (Touvron
et al., 2023), Vicuna-7b, Vicuna-13b and Deepseek-
7b-chat (DeepSeek-Al, 2024) to verify the general-
izability of our approach.

Datasets. We conduct a systematic study across
7 natural language understanding (NLU) tasks,
including binary, multi-class classification tasks

(SST-2, SST-5 (Socher et al., 2013), CR,
Subj (Wang et al., 2018)) and natural language
inference tasks: MNLI (Williams et al., 2018) and
QNLI (Wang et al., 2018). We also evaluate our
method in 4 machine translation tasks, extracted
from Flores-200 (Goyal et al., 2022) dataset, which
contains 1012 examples for each language.

Baselines. We mainly compare our method with
five widely used methods that do not require addi-
tional training.

* Prompting is a special case of ICL without
in-context examples.

* Random baseline randomly select in context
examples for each testing sample.

* BM25 (Robertson et al., 2009) baseline uses
BM25 to calculate the word-overlap similarity
between samples and test input, and select the
high similarity samples as demonstrations.

* TopK (Liu et al., 2022) baseline uses the near-
est neighbors of a given test sample as the
corresponding in-context examples.

* TopK + MDL (Wu et al., 2023b) adopt
a select-then-rank framework, and rank the
demonstrations selected by the TopK method
based on the Minimum Description Length
(MDL) principle.

Evaluation Metrics. We adopt different evalua-
tion methods for different tasks. For classification,
we report the performance with the Accuracy. For
the translation tasks, we adopt the mostly used lan-
guage model-based metrics COMET (Rei et al.,
2020) since they have demonstrated a high corre-
lation with human evaluation and are resilient to
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domain shift. Specifically, we use the reference-
based metric COMET-20 (wmt20-COMET-da) and
COMET-22 (wmt22-COMET-da) for evaluation,
and use the default parameters of "comet-compare"
for the significance test'.

Experimental Details. We use the TopK method
to retrieve 30 candidates for each sample, and then
rank each candidate using our ConE method. Tem-
plates are adopted from Lu et al. (2022); Wu et al.
(2023b) and detailed in Table 7. We ran all exper-
iments 3 times with different random seeds and
reported the average accuracies. We use 4-shot
ICL for GPT2-XL and 8-shot for others, the ab-
lations are in §7. Our codebase is built based on
OpenICL (Wu et al., 2023a).

5 Main Results

5.1 Natural Language Understanding Tasks

We first verify the effectiveness of our method in
NLU Tasks. Specifically, we conduct experiments
on 7 classification tasks, including binary classifi-
cation tasks, multi-class classification tasks, and
natural language inference tasks. Based on the
results on Table 2 and Figure 4, we can find that:

Our method brings consistent performance im-
provements on almost all types of tasks. Re-
sults in Table 2 show the superior performance
of our approach compared to the existing state-
of-the-art method, TopK+MDL, across the major-
ity of tasks, resulting in an average accuracy im-
provement of 1.2%. Compared with our selection
method TopK, our method considerably improves
the performance on 6 tasks out of the total 7 tasks,
yielding an average gain of 1.8%, proving the effec-
tiveness of improving the model’s understanding
to test input. Furthermore, it is noteworthy that our
approach can achieve significant improvements in
challenging tasks, such as the Subj and QNLI tasks,
respectively bringing 4.6% and 1.9% gains com-
pared to the previously optimal methods, demon-
strating the superior performance of our method
for hard-to-understanding tasks.

Our method brings gains across different model
sizes. Figure 4 presents the average performance
across 7 Natural Language Understanding (NLU)
tasks using various inference models, ranging in
size from 1.5B (GPT2-XL) to 13B (Llama2-13B).
Results reveal that advanced ICL methods usually
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Figure 4: The average performance of 7 NLU tasks
across different model scales. Our method consistently
outperforms previous methods across model scales.

can achieve better performance when we scale up
the model size, while prompting and random ICL
methods will produce unstable results. Notably,
our approach consistently outperforms previous
methods across different model scales, particularly
in the case of GPT2-XL, which yields an average
gain of 2.6% and 3.6% compared to TopK+MDL
and TopK methods.

5.2 Natural Language Generation Tasks

We further evaluate our method on NLG tasks, i.e.
machine translation. Recent study (Hendy et al.,
2023) reveals that LLLMs have achieved compara-
ble or better performance on par with their best-
supervised counterpart systems (Zan et al., 2022)
in competing WMT Chinese-English tasks. We
conduct experiments in 4 language pairs, including
English-centric language pairs and non-English-
centric language pairs.

Results. The results across different language
pairs under different settings are presented in Ta-
ble 3. Obviously, our method can consistently im-
prove the performance of ICL in terms of COMET
score compared with TopK in both English-centric
and non-English-centric language pairs. Especially
in non-English-centric language pairs, our method
brings +1.1 and +2,2 COMET?20 score improve-
ment in Ru=-De and De=-Ru under the 3-shot set-
ting, respectively. We attribute this to the improve-
ment of the model’s understanding of the test sam-
ple, and the more difficult the sample, the greater
the benefit from our method. Furthermore, we
can notice that previous advanced ICL methods
do not always work, especially for non-English
centric language pairs, while our method can con-
sistently achieve the best performance under the
3-shot settings, demonstrating the effectiveness of
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Method SST-2 CR Subj SST-5 AGNews MNLI QNLI Average
_Prompting 687 811 494 253 670 475 533 560(+219)
Random 044 ~ 9237 709 504 835 510 562 712(+6.8)
BM25 945 928 768 526 925 570 590 750 (+2.9)
TopK 952 928 804 526 924 578 613 76.1(+1.8)
TopK +MDL 951 934 812 527 923 579 645 767 (+1.2)

Ours 954 931 858 525 928 595 664 779

Table 2: Performance of different methods across 7 Natural Language Understanding (NLU) tasks on Llama2-
7B model. The best results are in bold. We can see that our method improves the performance of almost all task
types. Numbers in the parenthesis represent the relative improvements our method achieved over baselines.

Method En=7Zh Zh=En Ru=De De=-Ru
COMET20 COMET22 COMET20 COMET22 COMET20 COMET22 COMET20 COMET22
-w/ 1-shot
Random 35.7 81.5 60.9 85.1 44.0 79.8 524 83.6
BM25 35.1 81.3 60.9 85.1 422 79.5 50.2 83.4
_ TopK 39 815 60 &1 49 T 497 833
Ours 371t 81.7t 61.7t 85.41 43.9 79.9 51.8t 83.81
-w/ 3-shot
Random 40.1 82.4 62.7 85.5 47.8 80.6 54.6 84.0
BM25 39.6 82.3 62.3 85.4 47.0 80.5 53.2 83.9
o Topk 399 84 63 &6 468 804 531 839
Ours 40.71 82.61 63.3 85.7 47.9% 80.81 55.3 84.51

Table 3: Performance on different methods across 4 language pairs on Llama2-7b. The best results are in bold.
“ indicates a statistically significant difference from the TopK baseline (p < 0.05).

our method on generation tasks.

6 Analysis

To further demonstrate the effectiveness and gener-
ality of our method, we conduct further analyses on
NLU tasks (with the GPT2-XL model) and NLG
tasks (with Llama2-7b).

Our ConE method is complementary to previous
approaches. To further explore the generality of
our method, we combine ConE with different se-
lection methods, e.g. random and BM25, in binary
and multi-choice classification tasks. The results
in Figure 6 (a, b) show that ConE can further sig-
nificantly improve the baseline performance in dif-
ferent types of tasks. Especially in SST-2 tasks
with the Random method, ConE brings +7.5 score
improvement, which indicates that ConE is com-
plementary to previous approaches and can further
improve their performance. We can also notice that
TopK + ConE achieves better performance com-
pared with other methods, hence we choose TopK
as our selection method because of its simplicity
and effectiveness.

Our method works for mix-domain demonstra-
tion pools. Previous results have shown the supe-
rior performance of our method in single-domain
demonstration pools. Now, we evaluate the effec-
tiveness of our method in mixed demonstration
pools, which have demonstrations from different
domains. Specifically, we evaluate the performance
of our method in three domains, e.g., e-commerce,
news and social, with a mix-domain demonstra-
tions pool in WMT?22 translation task?>. Experi-
mental results in Table 4 show that our method can
achieve consistent improvements in three domains
with 3-shot ICL, especially in Zh=-En, which
achieve over 1.0 COMET improvement across
three domains, showing that our method also works
for mix-domain demonstration pools.

Our method works for aligned chat models. To
verify the effectiveness of our method for the chat
LLMs, we conducted extensive experiments on
different instruction-tuned and RLHF-tuned LLMs,
including Vicuna, LLaMA-chat, and DeepSeek-
chat. The results in Figure 5 show that our method

2https://www.statmt.org/wthZ/
translation-task.html
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Method Zh=En En=7Zh
ecommerce news social ecommerce news social
-w/ 1-shot
random 3.7 29.8 312 33.0 17.8 6.8
__TopK ¢ 64 306 324 326 181 61
Ours 6.0 3321 324 36.17 2101 48
-w/ 3-shot
random 8.1 333 334 34.3 224 113
(_TopK 75 353 333 367 241 119
Ours 9.5F 3637 344 37.0 252 12,57

Table 4: Performance of our method for domain
dataset with a mixed-domain demonstration pool
with inference model Llama2-7b. “T” indicates a sta-
tistically significant difference from the TopK baseline
(p < 0.05).

81
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Figure 5: The average performance of different chat
models in 7 NLU tasks.

can achieve consistent improvement in different
models, demonstrating that our method also works
for instruction-tuned and safety-enhanced models.

7 Impact of hyperparameter

In this section, we conduct ablation studies on the
hyperparameters in our method.

Impact of In-context Examples. We gradually
increase the number of in-context examples (de-
noted as N) from 0 (prompting) to 16. The results
are listed in Figure 7(a, b), we see that increas-
ing N usually can consistently improve the perfor-
mance on average, but when N=16 the ICL per-
formance in GPT2-XL degrades. Through further
analysis, we found that the decrease comes from
the constraint of the maximum sentence length of
the model (GPT2-XL), and the phenomenon even
occurs when we set N as 8 for GPT2-XL. Hence,
we choose N=4 for GPT2-XL, and N=8 for other
models. Note that our method can consistently out-
perform the TopK method, and increasing the in-
context examples can further improve our method.

Impact of Candidate Numbers. As mentioned
above, our method comprises two modules: the

TopK selection and the ConE reranking. The se-
lection module will reduce the space of in-context
examples to speed up the whole process. Hence
we explore the impact of the candidate numbers
selected by TopK. The results in Figure 7(c) list
the performance of 4 in-context examples with the
GPT2-XL model. We can notice that our method is
always better than the baseline TopK, and increas-
ing the number of candidates can further improve
the performance. Based on the results, we set the
default candidate number as 30.

8 Discussion

Whether our method can partially explain why
previous ICL methods work? Intuitively, en-
hancing the model’s understanding to test input is
one of the reasons why previous methods work.
To prove this, we calculate the conditional entropy
of the test input with respect to previous baselines
across three classification tasks. The results pre-
sented in Figure 6(c) show that the previous meth-
ods will also reduce the conditional entropy of test
samples in all three tasks, which demonstrate that
previous ICL methods can also be explained by our
conjecture. These results show the universality of
our conjecture.

Whether our method is sensitive to the demon-
stration order? Previous studies have proven
that ICL is very sensitive to the order of in-context
examples (Lu et al., 2022). To explore the sensi-
tivity of our methods for the order of in-context
examples, we randomize the order of our chosen
demonstrations on three classification tasks and
compare the stability with Random and TopK meth-
ods. Results on Table 5 show that our method can
achieve better average performance with smaller
variance among all tasks, demonstrating that our
method could alleviate the order sensitivity issue
in the ICL framework.

9 Related Work

Despite that large language models have shown
their surprising zero-shot performance in vari-
ous tasks, even including complex reason/ agent
tasks (Wang et al., 2024b; Ren et al., 2024; Zhang
et al., 2024; Zhong et al., 2024). Recent works
show that ICL can effectively elicit their capability
and further improve LLMs’ performance (Dong
et al., 2022). Besides effectiveness, ICL may pro-
vide format guidance to alleviate the prompt bias
during language model inference (Xu et al., 2024b).
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Figure 7: The average performance of ablation experiments. (a, b) Impact of the number of in-context examples
for GPT2-XL and Llama2-7b; (c) Impact of the number of candidates selected by the TopK method.

Method SST-2 Subj CR
Avg. Var. Avg. Var. Avg. Var
Random 68.8 090 56.7 049 67.8 4.00
__TopK _ 786 056 862 020 739 061
Ours 82.0 0.26 91.0 0.05 81.0 0.26

Table 5: The average performance and variance of
10 random permutations of four in-context examples
for GPT2-XL. The best results are in bold. Our method
achieves consistently better average performance with
lower variance.

However, the performance of ICL is unstable (Lu
et al., 2022), and the small change of in-context ex-
amples and their order can result in a large variance
in performance.

Motivated by the instability of the ICL perfor-
mance, in-context example selection methods have
been widely investigated. Lu et al. (2022) first
propose a validation-free corpus-level method for
determining the optimal order of in-context exam-
ples. However, they only investigate the influence
of order without proposing how to better select
in-context examples. Inspired by the success of
retrieval modules in augmenting neural networks,

Liu et al. (2022) find examples that are close to
each test sample in embedding space that can serve
as a good choice for ICL. Following the finding
of Liu et al. (2022), Su et al. (2023) subsequently
extended their method by incorporating increased
diversity in the selection of in-context examples.
However, why these methods work is still unclear
and the methods only consider the influence from
the data aspect.

Unlike the data-dependent demonstration selec-
tion methods, model-dependent methods are rarely
explored. Wu et al. (2023b) proposed a demonstra-
tion rank method grounded in the minimum descrip-
tion length principle, which utilizes the inference
model to select the optimal in-context example or-
ganization. However, their ranked in-context orga-
nizations are randomly sampled, which may limit
their performance. Wang et al. (2024a) proposed a
novel framework to iteratively train dense retriev-
ers to identify high-quality in-context examples
for LLMs. However, they need additional training,
which is costly for practitioners. Furthermore, both
methods neglected to investigate whether and how
the inference model affects ICL performance.

On the other hand, although some previous meth-
ods (Wu et al., 2023b; Iter et al., 2023; Wang et al.,
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2023) have emphasized the significance of under-
standing the test samples, their primary empha-
sis lies in the confidence of test labels, neglecting
that of test input. For instance, Wu et al. (2023b)
searches the demonstrations capable of losslessly
compressing testing labels, and Iter et al. (2023)
identify the in-domain demonstrations through the
cross-entropy difference of test labels computed
by the small model fine-tuned in demonstrations.
While Wang et al. (2023) propose to reweight label
anchors to improve ICL performance. Gonen et al.
(2023) found that using perplexity could be a good
heuristic for prompt selection, while the effect for
ICL has not been investigated.

10 Conclusion

In this paper, we take the first step to investigate the
factors that influence the choice of demonstrations
in ICL from the model perspective, and find that the
demonstration selection is both data- and model-
dependent. Based on the findings, we conjecture
that effective demonstrations can improve the infer-
ence model’s understanding to test input, and cor-
respondingly propose a data- and model-dependent
selection method. Empirical results suggest that
our method can significantly outperform the pre-
vious ICL method. Further analysis confirms the
generalization of our method and our approach can
provide a unified explanation for previous studies.

Limitations

Our work has several potential limitations. First,
given the limited computational budget, we only
validate our TopK + ConE on the 1.5B-13B LLMs.
It will make our work more convincing if scaling
the experiments up to the larger model size, e.g.,
70B. On the other hand, our method introduces
some computational budgets during the inference
for select demonstrations, which may be unaccept-
able for extremely large LLMs. It is meaningful
to explore a more efficient method to measure the
model’s understanding to test input to accelerate
the process of demonstration selection, which is in
our future work.

Ethic Statements

We take ethical considerations very seriously and
strictly adhere to the ACL Ethics Policy. This pa-
per focuses on the in-context learning behaviour of
LLMs and proposes a data- and model-dependent
demonstration selection method to improve ICL

performance. To explore the influencing factors of
ICL, we revisit the demonstration selection Strate-
gies from model aspect, and propose a conjecture to
find effective demonstrations. However, it should
be noted that all pretrained models and evaluation
datasets used in this study are publicly available
and have been widely adopted by researchers. We
do not proactively introduce additional data or mod-
els that may cause ethical issues, and we believe
that our proposed method will help alleviate ethical
issues.
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A Datasets

Natural Language Understanding (NLU) Dataset
information is detailed in Table 6. All NLU
datasets are loaded from HuggingFace Hub. For

most NLU datasets, we report the results on the
test set; while for the datasets MNLI and QNLI,
we report the results on the validation set due to
restricted access to their test sets.

B Templates

The templates of NLU tasks used in this paper are
detailed in Table 7. For NLG tasks, we adopted
templates as [src]: <X’> [tgt]: <Y’ >, where [src]
and [tgt] represent the source and target language
names of the test language pair, respectively, and
placeholders <X’> and <Y’> will be replaced by
source and target sentences.
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Dataset Task # of Classes Data Split

SST-2 Sentiment Classification 2 6920/872/1821

SST-5 Sentiment Classification 5 8544/1101/2210

CR Sentiment Classification 2 3394/0/376

Subj Subjectivity Analysis 2 8000/0/2000

AgNews Topic Classification 4 120000/0/7600

MNLI Natural Language Inference 3 392702/19647/19643

QNLI Natural Language Inference 2 104743/5463/5463

Table 6: Details of NLU datasets.

Task Prompt Class

SST2 Review: "<X>" Sentiment: positive positive
Review: "<X>" Sentiment: negative negative
Review: "<X>" Sentiment: terrible terrible
Review: "<X>" Sentiment: bad bad

SST-5 Review: "<X>" Sentiment: okay okay
Review: "<X>" Sentiment: good good
Review: "<X>" Sentiment: great great

Subi Input: "<X>" Type: objective objective

) Input: "<X>" Type: subjective subjective

CR Review: "<X>" Sentiment: positive positive
Review: "<X>" Sentiment: negative negative
"<X>" It is about world. World
"<X>" It is about sports. Sports

AgNews : . .

ENEWSw X" It is about business. Business
"<X>" It is about science and technology. Sci/Tech
<C> Can we know <X>? Yes. Entailment

MNLI <C> Can we know <X>? Maybe. Neutral
<C> Can we know <X>? No. Contradiction
ONLI <C> Can we know <X>? Yes. Entailment
<C> Can we know <X>? No. Contradiction
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Table 7: Templates of NLU tasks. Placeholders (e.g., <X> and <C>) will be replaced by real inputs.



