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Abstract

Writing assistance aims to improve the correct-
ness and quality of input texts, with character
checking being crucial in detecting and correct-
ing wrong characters. In the real world where
handwriting occupies the vast majority, char-
acters that humans get wrong include faked
characters (i.e., untrue characters created due
to writing errors) and misspelled characters
(i.e., true characters used incorrectly due to
spelling errors). However, existing datasets
and related studies only focus on misspelled
characters that can be represented by com-
puter text encoding systems, thereby ignor-
ing faked characters which are more common
and difficult. To break through this dilemma,
we present Visual-C3, a human-annotated Vi-
sual Chinese Character Checking dataset with
faked and misspelled Chinese characters. To
the best of our knowledge, Visual-C3 is the
first real-world visual and the largest human-
crafted dataset for the Chinese character check-
ing scenario. Additionally, we also propose and
evaluate novel baseline methods on Visual-C3.
Extensive empirical results and analyses show
that Visual-C3 is high-quality yet challenging.
As the first study focusing on Chinese faked
characters, the Visual-C3 dataset and the base-
line methods are publicly available at https:
//github.com/THUKElab/Visual-C3.

1 Introduction

With texts on the Internet growing explosively ev-
ery day, writing assistance that is to improve the
correctness and quality of texts is becoming in-
creasingly important (Cheng et al., 2023; Jourdan
et al., 2023; Cheng et al., 2024), and has received
more and more attention from researchers. In the
field of writing assistance, the character checking
task aims to detect and correct wrong characters in
the given text and occupies a crucial position, as it
ensures the correctness of the minimum atom (i.e.,
∗∗ indicates equal contribution.
†Corresponding author: zheng.haitao@sz.tsinghua.edu.cn

Original:  人生就象(elephant)一场X戏
Correct :  人生就像(like)一场游戏
Trans. :   Life is like a game

Figure 1: Examples of Chinese faked (错字) and mis-
spelled (别字) characters.

the characters) of texts (Du et al., 2022). Large
amounts of research are devoted to Chinese Char-
acter Checking, which is also well known as Chi-
nese Spell Checking or Chinese Spelling Correc-
tion (CSC) (Wu et al., 2013a; Yu and Li, 2014). In
this work, we also focus on the scene of Chinese
Character Checking.

Since Chinese Character Checking is a daily ap-
plication closely related to human life, to promote
its progress and development, we must consider
the real-world application needs of humans for it.
Therefore, a natural question arises: What are
the types of erroneous Chinese characters that
humans would produce during the writing pro-
cess? Based on the observation of human writing
habits, it is well known that there exist two main
types of Chinese characters that humans get wrong
in the real world, namely faked characters (错字)
and misspelled characters (别字) (Chen and Bai,
1998). As illustrated in Figure 1, the misspelled
character itself is a character that exists but is used
incorrectly, the faked character is a non-existent
character caused by incorrect writing (e.g., wrong
use of radicals or wrong number of strokes). Au-
thoritative Chinese linguistics studies (Wang and
Wu, 2023) have shown that faked characters appear
more frequently than misspelled characters in the
process of people’s daily use of Chinese characters,
and faked characters are often more difficult to de-
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tect than misspelled ones because faked characters
are often caused by some very slight stroke errors.

Although faked characters are more common
and challenging in the real world, researchers have
not paid enough attention to how to handle the
faked characters. The main reason for this dilemma
is that the existing CSC data resources are all text-
based. The main drawback of single text-modal
data is its inability to represent characters beyond
those encoded by computers. Fake characters are
non-existent in computer text encoding systems.
Hence, the traditional CSC datasets cannot repre-
sent faked characters, and the existing CSC models
proposed cannot hold onto more complex and real
scenarios. At this point, a pressing and signifi-
cant problem is how to expand and develop data
resources for Chinese Character Checking to
facilitate the automatic detection and correction
of faked characters by models.

Inspired by the enthusiasm to handle the faked
characters, we propose to extend Chinese Character
Checking to the visual modality, as images are the
most direct form to represent the faked characters.
We construct a large-scale human-annotated Visual
Chinese Character Checking dataset, Visual-C3,
which consists of 10,072 sentences represented by
images and 12,019 wrong characters (including
5,670 misspelled and 6,349 faked characters) man-
ually annotated by well-trained annotators. To the
best of our knowledge, Visual-C3 is the first real
scene-oriented dataset that contains both faked and
misspelled characters. Furthermore, to give future
research on Visual-C3 more possibilities, in addi-
tion to annotating sentence-level information (i.e.,
the golden sentence without error characters corre-
sponding to the original content of the input image),
we also annotate each image at the character level
and provide the position and type information of
each character on the image. Rich annotation infor-
mation makes Visual-C3 suitable for various NLP,
CV, or multimodal studies.

Based on Visual-C3, we design the benchmark
tasks in which the model inputs an image con-
taining sentences with wrong characters and out-
puts the correct sentence without wrong characters
corresponding to the input image in the form of
text. Through this task, Visual-C3 effectively as-
sesses the detection and correction ability of Chi-
nese Character Checking methods, especially for
faked characters. To verify the quality and chal-
lenge of Visual-C3, we design and implement two

baseline methods with different paradigms and eval-
uate them on Visual-C3. Extensive experiments
and detailed analyses demonstrate that Visual-C3

is high-quality yet challenging. At the same time,
the baselines also provide insightful and promising
future directions. Hopefully, we believe that the
emergence of Visual-C3 could promote the re-
search of writing assistance to better adapt to
the intelligence needed in the real world.

2 Related Works

2.1 Chinese Spell Checking

In recent years, several public CSC datasets have
been proposed, which can be divided into two cat-
egories based on data content distribution: open-
domain and specific-domain.

For open-domain, the most widely used are the
SIGHAN datasets, which include SIGHAN13 (Wu
et al., 2013b), SIGHAN14 (Yu et al., 2014), and
SIGHAN15 (Tseng et al., 2015). In particular,
SIGHAN datasets come from mistakes in essays
written by teenage students (SIGHAN13) or Chi-
nese as foreign language learners (SIGHAN14 and
SIGHAN15). As for the specific-domain CSC
datasets, MCSCSet (Jiang et al., 2022) is a large-
scale specialist-annotated dataset containing about
200K samples from a real-world medical applica-
tion named Tencent Yidian. ECSpell (Lv et al.,
2023) is a CSC dataset with three domains, law,
medical, and official document. LEMON (Wu
et al., 2023) is a large-scale multi-domain dataset
with natural spelling errors.

However, the existing CSC datasets have one
major limitation that cannot be ignored, that is, the
modality of these datasets is limited to the single
text modality. The immediate dilemmas posed by
this limitation are twofold. First, all existing CSC
datasets do not cover text in images, while spelling
errors in the real world do not only exist in text but
also more widely in images. The second dilemma is
the inability to handle the faked characters, whereas
humans are more likely to make in daily life. The
existing CSC datasets are all constructed in text
form, so they cannot contain the faked characters
at all. Therefore, to overcome the limitations de-
scribed above, we construct Visual-C3, the first real-
world visual and the largest human-crafted dataset
for the Chinese Character Checking scenario.
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Photo Segmentation

Original Text：他U眼睛XX有神，头
发乌黑透亮，给人一种精神焕发的敢
觉。
Correct Text：他U眼睛炯炯有神，头
发乌黑透亮，给人一种精神焕发的感
觉。

…
… {x, y, w, h}, label

13.95, 19.80, 21.60, 16.11, 他
36.29, 19.07, 19.40, 22.70, U
60.82, 20.53, 23.43, 18.67, 眼

……

Sentence-level annotation

Character-level Annotation

Data Annotation

1,611 photos 10,072 images

Figure 2: The annotation schema. “U” represents the unknown character and “X” represents the faked character.

2.2 OCR Error Correction
OCR error correction is somewhat related to Visual
Chinese Character Checking. Therefore, it is neces-
sary to introduce the related data resources of OCR
error correction. HANDS-VNOnDB3 (Nguyen
et al., 2018) has been presented to promote the
studies on Vietnamese handwritten text recognition.
It has handwritten images that contain 1,146 Viet-
namese paragraphs of handwritten text comprising
7,296 lines. Tanaka et al. (2022) constructed a
dataset based on the historical newspaper database
Trove (Cassidy, 2016; Sherratt, 2021) and public
meeting articles in Australian historical newspa-
pers (Fujikawa, 1990), which contains 719 public
meeting articles including 13,543 lines.

To the best of our knowledge, the existing OCR
error correction datasets noticeably lack Chinese
resources. More importantly, the OCR task is dif-
ferent from what we focus on. When there are
wrong characters in the image, OCR models try to
directly predict the original correct characters, but
we hope that Chinese character checking models
can point out which characters in the image are
wrong and further correct the wrong characters.

3 The Visual-C3 Dataset

3.1 Dataset Construction
Data Collection We cooperate with a Chinese
language teaching and research group in a middle
school in China and take anonymized photos of
their students’ handwritten essays as the raw data 1.
There are two main reasons why we chose the pho-
tos of middle school students’ handwritten essays
1We have signed a legal intellectual property agreement with
the school and paid a data purchase fee of $5 per essay.

as the raw data: (1) Photos of handwritten text are
most consistent with real scenes and they can dis-
play faked and misspelled characters at the same
time, while data in text format cannot represent
faked characters. (2) The average Chinese charac-
ter writing mastery level of middle school students
determines that they will neither make simple mis-
takes that are too low-level nor make no mistakes at
all, which ensures the challenge and usability of our
data set. The entire data collection process lasted
for 3 months, and we finally collected the photos
of 5,692 handwritten essays from 389 students.

Data Preprocessing In order to ensure the qual-
ity of our dataset, we carefully check and filter the
5,692 original photos collected one by one. In par-
ticular, after observing the raw data, we identified
three main categories of situations that we think
may affect the dataset quality: (1) Students exces-
sively daube and modify some characters during
their writing process, seriously affecting the clarity
of the photos and their characters. (2) Some photos
contain the teacher’s red markings for faked and
misspelled characters, which we believe will cause
information leakage in the data sample. (3) Some
photos are affected by many factors such as loca-
tion and light during the shooting process, which af-
fects the clarity of the photos and the completeness
of the content of the essay. After our careful data
cleaning, we finally retained 1,611 high-quality
photos for the next step of annotation.

Annotation Schema To obtain sentence-level
data, we segmented the 1,611 original photos into
10,072 images containing only one semantically
complete sentence, as illustrated in Figure 2. For
the sentence level, we annotate both the original

8658



text and the correct text. Note that the original text
contains faked and misspelled characters. Partic-
ularly, for the faked characters, we marked them
using the symbol “X”. And for some characters
that are difficult to recognize, we will directly mark
them as “U”. At the character level, we annotate
the position information for each character on the
image. Specifically, we annotate the coordinate val-
ues (x, y) representing the top-left corner of each
character, along with the length and width dimen-
sions(w,h), as depicted in Figure 2.

Annotation Workflow Our workflow is divided
into two parts:

(1) For the sentence-level annotation, we arranged
30 annotators and 10 senior annotation experts
who are native Chinese speakers and are in-
structed in the guidelines of annotation in de-
tail. Specifically, each segmented image is
independently annotated by three annotators
and double-checked by one senior expert. The
annotator is responsible for transcribing the
content in the image into the original sentence
containing faked characters represented by the
symbol “X” and misspelled characters, and is
responsible for modifying the original sentence
into a correct sentence. Then, one annotator
expert carefully checks the original/correct sen-
tences for possible wrong or omissive annota-
tions and makes the final decision in case three
annotators have inconsistent correction results.

(2) For the character-level annotation, we em-
ployed 10 annotators and 2 senior experts pro-
fessionally serving image segmentation. There-
fore, each image is annotated by an annotator
using the tool to achieve the specific coordi-
nate position information of each character on
it, and then a senior expert checks the accuracy
of the annotated coordinate information.

To ensure annotation quality, we paid annota-
tors according to their workload. In addition, we
divided the raw data into 10 batches. Then we
randomly select 20% of the data submitted by se-
nior annotation experts for sampling check. If the
check accuracy is lower than 98%, this batch will
be returned for re-annotation. Overall, the entire
annotation process lasted about 4 months.

3.2 Dataset Analysis
Dataset Statistics Visual-C3 consists of 10,072
sentences represented by images and 12,019 wrong

Dataset #Sent Avg.Length #Misspelled #Faked

SIGHAN2013 1,700 60.9 1,567 -
SIGHAN2014 4,499 49.7 5,893 -
SIGHAN2015 3,439 31.1 3,740 -

Visual-C3 10,072 40.4 5,670 6,349

Table 1: Statistics of CSC datasets. Column Sentence
represents the number of samples in this dataset.

characters. We randomly divided the training set,
validation set, and test set according to the ratio of
3:1:1. We counted three attributes, namely aver-
age length, number of misspellings, and number of
faked characters, respectively. As compared with
previous CSC datasets in Table 1, our Visual-C3 is
not only the first dataset containing faked charac-
ters, but its data size is also very competitive.

Dataset Quality Considering that the batch an-
notation method we designed has guaranteed anno-
tation accuracy to a certain extent, we further mea-
sure the agreements between multiple annotators.
In particular, we calculate the Fleiss’ kappa (Moons
and Vandervieren, 2023) to verify the annotator
agreement of labeling the original/correct sentences
of images, the result is 85.20%, which indicates
that our annotation can be regarded as “almost per-
fect agreement” (Landis and Koch, 1977).

3.3 Benchmark Settings
Task Formulation Visual-C3 focuses on Visual
Chinese Character Checking. To fully exploit
Visual-C3 so that it more comprehensively evalu-
ates the model’s Chinese Character Checking capa-
bilities, especially the processing capabilities of the
faked characters, we divide Visual Chinese Charac-
ter Checking into two subtasks based on Visual-C3.

(1) Detection Subtask: The inputs are images
from Visual-C3, and the ideal outputs are cor-
responding text marked with faked and mis-
spelled character positions. The core of the de-
tection subtask is to accurately identify which
characters in the image are faked and which
characters are misspelled. It does not require
the model to know the correct characters corre-
sponding to the faked or misspelled characters.

(2) Correction Subtask: After the detection sub-
task has located which characters in the im-
age, the correction subtask further requires the
model to output a text with no wrong charac-
ters at all, that is, to correct the detected faked
and misspelled characters.
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Figure 3: Illustration of our designed baselines, namely OCR-based method (top) and CLIP-based method (bottom).

Evaluation Metrics For evaluation granularity,
there are two levels, i.e., character and sentence
levels. The sentence-level metric requires that all
the wrong characters in a sentence are successfully
detected and corrected. So the sentence-level met-
ric is more difficult than the character-level metric,
because a sentence may have multiple wrong char-
acters. We calculate the Precision, Recall, and F1
score for the detection and correction subtasks. Be-
sides, to evaluate the model’s capabilities for differ-
ent characters, we also calculate metrics separately
for faked and misspelled characters.

4 Models and Baselines

To reflect the usability of Visual-C3 and provide
reference ideas for future research on Visual-C3,
we design two baselines, namely OCR-based and
CLIP-based methods, as illustrated in Figure 3.

4.1 OCR-based Method

The OCR-based method consists of two modules,
namely the recognition module and the correction
module. The recognition module is responsible for
obtaining text content by identifying the characters
in the input images, while the correction module
corrects based on the output of the recognition mod-
ule and outputs text without incorrect characters.

Recognition Module To recognize the Chinese
characters on the images, we utilize an OCR model
which has the ability to convert images into texts.
Specifically, the input of this module is the im-
age I with n characters and the output is the text
X = (x1, x2, . . . , xn) with faked and unknown
characters. Consistent with the dataset annotation,

the faked character is marked as “X” and the un-
known character is marked as “U”.

In particular, for traditional OCR methods, a
great challenge with Visual-C3 is how to recognize
the faked characters. Therefore, we propose two
strategies to solve this dilemma. First, we heuristi-
cally treat any characters whose recognition mod-
ule output confidence score is below a reasonable
threshold thr as faked characters. Additionally, we
also employ our training datasets with customized
vocabulary to fine-tune the OCR model. After fine-
tuning, the OCR model in the recognition module
will have the ability to recognize faked characters
without any artificially set heuristic thresholds.

Correction Module The correction module is
a sequential multi-class labeling model based on
transformers such as BERT (Devlin et al., 2019).
The input is the sentence X = (x1, x2, . . . , xn)
and the output is a character sequence Y =
(y1, y2, . . . , yn). For a character of the sequence,
its correction probability is defined as:

P (yi = j|X) = softmax(Whi + b)[j] (1)

where Pc(yi = j|X) is the conditional probability
that character xi is corrected as the character j in
the vocabulary, hi denotes the hidden state, W and
b are learnable parameters. It is worth noting that
the vocabulary of the correction module is extended
with the special tokens “U” and “X” to facilitate it
to receive the output of the recognition module.

4.2 CLIP-based Method
The CLIP-based method is divided into three mod-
ules, which are the segmentation module, retrieval
module, and correction module.
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Methods
Detection Correction Detection Correction

(Character-Level) (Character-Level) (Sentence-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1.

OCR-Based Method 3.6 42.2 6.6 2.0 23.5 3.7 0.8 2.8 1.3 0.3 0.9 0.4
+ Fine-tuned Recognition 16.0 56.3 25.0 14.1 49.3 21.9 11.6 23.4 15.5 9.4 19.0 12.6
+ Fine-tuned Recognition/Correction 16.2 55.8 25.1 14.2 49.3 22.0 12.4 24.7 16.6 10.0 20.0 13.4

CLIP-Based Method 9.8 55.7 16.8 8.5 48.3 14.5 5.4 13.5 7.7 4.3 10.6 6.0
+ Fine-tuned Correction 10.1 56.9 17.2 8.7 48.9 14.8 5.5 13.5 7.8 4.7 11.5 6.7

Table 2: Performance of different methods on the misspelled characters of Visual-C3 test set.

Methods
Detection Correction Detection Correction

(Character-Level) (Character-Level) (Sentence-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1.

OCR-Based Method 3.6 36.0 6.5 0.3 2.9 0.5 0.3 0.8 0.4 0.0 0.0 0.0
+ Fine-tuned Recognition 13.1 20.9 16.1 5.9 9.3 7.2 8.6 9.1 8.8 4.7 5.0 4.9
+ Fine-tuned Recognition/Correction 13.1 20.9 16.1 7.1 11.4 8.8 8.6 9.1 8.8 6.1 6.4 6.2

CLIP-Based Method 14.3 15.5 14.9 6.7 7.2 6.9 7.6 8.5 8.0 4.4 4.9 4.6
+ Fine-tuned Correction 14.3 15.5 14.9 9.2 9.9 9.5 7.6 8.5 8.0 5.8 6.4 6.1

Table 3: Performance of different methods on the faked characters of Visual-C3 test set.

Segmentation Module In the segmentation mod-
ule, our objective is to identify and arrange each
character present in the image, following a tradi-
tional left-to-right and top-down ordering scheme.

Specifically, we employ an object detection ap-
proach capable of identifying all characters within
the image. This method enables us to extract the
individual characters present in the image. Specif-
ically, given the image I , we can obtain the coor-
dinates of the upper left corner (LX ,LY ), as well
as the width W and height H of each of the n
character-level sub-images segmented.

While the object detection model effectively
identifies the characters, arranging them in the cor-
rect order poses a challenge. Consequently, we
design a regularization sorting algorithm to estab-
lish the ordered character sequence. Due to page
limits, the details of this algorithm are presented
in Appendix A. Finally, the segmentation module
will get a sequence of character-level images sorted
according to the order of characters in the sentence.

Retrieval Module After obtaining the images of
each character sequentially, we carry out the image-
text retrieval task based on CLIP (Radford et al.,
2021). CLIP usually has a text encoder and an im-
age encoder to obtain representations of texts and
images, and then we can retrieve texts based on
images according to the similarity between their
representations. Particularly, we train the CLIP
model from scratch on Visual-C3, giving it the abil-
ity to retrieve Chinese characters based on images,

especially the ability to identify faked characters.
For training of CLIP, we instruct the text en-

coder to align itself with the image embedding by
maximizing the cosine similarity between paired
image/text embeddings, while simultaneously mini-
mizing the cosine similarity of unpaired image/text
within the batch. We optimize the CLIP model with
the similarity score utilizing the contrastive loss:

L = − 1

n

n∑

j=1

log
exp(sim(ztj , z

t
i)/τ)∑n

k=1 exp(sim(ztj , z
k
i )/τ)

(2)

where zt = [zt1, z
t
2, . . . , z

t
n] represents the latent

representations of texts, while zi = [zi1, z
i
2, . . . , z

i
n]

represents those of images within a mini-batch com-
prising n samples.

Through the retrieval module, we obtain the text
including misspelled and fake characters.

Correction Module The function and implemen-
tation of this part module are the same as the cor-
rection module of the OCR-based method.

5 Experiments and Analyses

5.1 Main Results
The implementation details and hyper-parameter
selection are shown in Appendix B. From Table 2
an Table 3, we have the following observations:

1. When not fine-tuned, the pre-trained OCR
model performs poorly on Visual-C3, which
indicates that existing OCR methods cannot
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work well on our dataset and reflects the chal-
lenge of our dataset. In particular, for the
faked characters, the performance of our pro-
posed baselines is still unsatisfactory even af-
ter fine-tuning. Therefore, studying how to
handle faked characters is very urgent.

2. For the misspelled characters, we find that
the models’ recall is much higher than its
precision. This is because the model cor-
rects a large number of characters, thereby
incorrectly modifying many correct charac-
ters. Therefore, the poor performance of the
BERT-based correction module on the mis-
spelled characters indicates that the text con-
tent of Visual-C3 is very difficult.

3. We are surprised to find that the CLIP-based
method’ performance is not very poor, which
shows that our idea of identifying the faked
characters through retrieval is feasible.

5.2 Performance Analysis

Character Correction Correction

Type (Character-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1.

Misspelled 5.9 18.4 9.0 4.1 7.3 5.2
Faked 0.0 0.0 0.0 0.0 0.0 0.0

Table 4: The performance of only OCR method.

Methods Misspelled Faked Correct Average

Fine-tuned OCR 0.694 0.209 0.944 0.929
Fine-tuned CLIP 0.732 0.155 0.929 0.914

Table 5: The numbers of misspelled, faked, and correct
characters in the test set are 788, 1,223, and 79,141.

Only OCR Method: To investigate whether the
OCR alone method can do corrections, we report
the performance of only OCR method. From Ta-
ble 4, due to OCR only recognizing faked charac-
ters as “X”, faked characters will not be corrected
without the correction module. We can also ob-
serve a low rate of correction of misspelled charac-
ters. Therefore, the OCR module alone is basically
incapable of error correction.

The OCR and CLIP Performance: Table 5 re-
ports the performance of our fine-tuned OCR model
and CLIP model, i.e., their character recognition

Character Correction Correction

Type (Character-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1.

Misspelled 72.7 47.3 57.3 52.7 40.4 45.8
Faked 63.8 63.8 63.8 58.4 58.4 58.4

Table 6: The correction performance upper bounds.

(or retrieval) accuracy. After fine-tuning on Visual-
C3, both the OCR model and the CLIP model have
a certain ability to distinguish the faked characters.
Of course, we have to admit that compared with the
misspelled and correct characters, our fine-tuned
models’ processing ability for the faked characters
is still much inferior. We encourage subsequent re-
searchers to make greater innovations in the model
structure to obtain better performance of the faked
characters on the Visual-C3 dataset.

OCR-Based Method CLIP-Based Method
0

800

1600

2400

3200

4000

4800

5600

6400

7200

8000

Nu
m

be
r o

f c
ha

ra
ct

er
s

389 350
850 886

3606
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Undetected Wrong Characters
Uncorrected Wrong Characters
Detected Correct Characters
Corrected Correct Characters

Figure 4: The numbers of wrong and correct characters
in the test set are 2,011 and 79,141.

Correction Upper Bound: To further measure
the difficulty of the text content of Visual-C3, we
study the performance upper bound of our correc-
tion module. Specifically, we input the annotated
original text into the correction module. Note that
we only report the performance of the fine-tuned
correction module. From Table 6, we know that
BERT’s performance on Visual-C3 is not very high,
and BERT achieves at least a score of 63.4 or more
on sentence-level correction F1 on widely used
SIGHANs (Tseng et al., 2015). This performance
gap indicates that the text content of our dataset is
more complex than the previous CSC datasets and
we think this difficulty stems from the fact that our
dataset is collected from completely real scenes.

5.3 Error Analysis
As shown in Figure 4, we count the cases where
different methods mishandle wrong characters (in-
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Image & Original Text

息。我把食物和水都放进了猫X。就走开了。

OCR: 息。我把食物和水都放进了
猫X。就走开了。

CLIP: 息。我把食物和水都放进
了猫X。就走开了。

Output Result

我飞快地跑进了蚂蚁巢一看，中间有一个
大虫子。蚂蚁们一个一个的给他进食。我X然

OCR: 我飞快地跑进了蚂蚁巢一看，
中间有一个大虫子。蚂蚁们一个
一个的给他进食。我突然

CLIP: 我飞快地跑进了蚂蚁巢一
看，中间有一个大虫子。蚂蚁们
一个一个的给他进食。我X然

我的心X之物是一种石X娃娃。

OCR: 我的心X之物是一种石X娃娃

CLIP: 我的心X之物是一种石高娃娃

OCR: 我来的时候，我看见了师
陆四人，在一个阳凉的树下面，
这把我都惊呆了！

CLIP: 我来的时候，我看见了师
性四人，在一个X凉的树下面，
这把我都惊呆了：

我来的时候，我看见了师X四人，
在一个阴凉的树下面，这把我都惊呆了！

Figure 5: Some cases from our designed baselines. Other cases from multimodal LLMs are presented in Appendix C.

(a) The ink is not clear. (b) The photo angel is inappropriate. (c) The light and shadow is uneven.

Figure 6: Representatives of hard samples from the Visual-C3 dataset.

cluding misspelled and faked characters) and cor-
rect characters. We notice that whether it is the
OCR-based or CLIP-baed method, they tend to de-
tect or correct a large number of correct characters
wrongly (it should be emphasized that the propor-
tion of correct characters that are mishandled is not
high). Based on our observations, we think that
this kind of error mainly comes from the recogni-
tion module of the OCR-based method or the seg-
mentation and retrieval modules of the CLIP-based
method. Especially for the CLIP-based method,
although we innovatively propose the method of
image and text retrieval to identify the faked char-
acters in images, the pipeline paradigm of first
segmenting the sentence-level image into small
character-level images and then retrieving will re-
sult in a certain degree of error accumulation. For
the OCR-based method, the accuracy of the recog-
nition module also determines the performance ceil-
ing of the entire method to a certain extent.

5.4 Case Study

Model Cases: From Figure 5, we know that after
fine-tuning on Visual-C3, both the OCR model and
our proposed CLIP-based model can recognize the

faked characters in images. We also run advanced
multimodal LLMs on Visual-C3, as shown in Ap-
pendix C. For future studies on Visual-C3, we think
there are two ideas that can improve model perfor-
mance. First, how can we make the model better
handle complex characters with many strokes, such
as “突” in the second case and “膏” in the third
case? Second, it is crucial to improve the model
to distinguish between the faked characters and
misspelled characters with similar strokes. For ex-
ample, in the fourth case, the model should detect
the character in the image as a faked character,
but it instead gives a “陆” with similar strokes as
the output, which would lead to a decrease in the
model’s faked character detection performance.

Dataset Challenges: During constructing the
Visual-C3 dataset, some hard samples are observed
by our annotators, as shown in Figure 6. For the
part of hard samples, we do not exclude them from
our dataset because we think that the situations
represented by these samples are exactly what the
model would encounter when deployed in real sce-
narios. Therefore, compared with previous related
datasets, the fact that the data comes entirely from
the real world is a major advantage of Visual-C3.
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6 Conclusion

In this paper, we pay attention to the faked charac-
ters, which have never been focused on in previous
works. To empower machines to automatically pro-
cess the faked characters, we construct Visual-C3,
a large-scale visual Chinese Character Checking
dataset with faked and misspelled characters. Fur-
thermore, we design two baseline methods with
different ideas. In particular, we first propose the
idea of using image-text retrieval to detect the faked
characters in the images. Experimental results and
detailed analyses indicate that our proposed base-
lines are effective and Visual-C3 is challenging and
of great research value.

Limitations

We conduct experiments on Visual-C3 employing
two proposed baselines. Due to hardware resource
limitations, we only use the base-level pre-trained
weights to initialize each module in our baseline
methods. In addition, because the collection and
annotation of the dataset cost a lot of money, we do
not have enough financial budget to fully test the
performance of multimodal LLMs such as GPT-4v
on our dataset. Of course, the main contribution
of our work is to provide new research directions
and data resources. Our designed baselines are also
mainly to verify the usability of the dataset itself
and to provide model design ideas for subsequent
researchers to refer to. Therefore, We believe that
using larger scale models to obtain better perfor-
mance can be left as future work.

Ethics Statement

In this paper, we present the human-annotated
Visual-C3, which focuses on real-world writing
assistance scenes. We have described the details
of the collection, preprocessing, and annotation of
our dataset in the main text of our paper. It is worth
noting that all data in our dataset has obtained au-
thorization from its providers and is desensitized
before annotation to ensure that the privacy of the
data providers would not be leaked. Besides, the
Chinese Character Checking task itself comes from
very common and important application require-
ments in daily life and is designed to be convenient
for human daily life. Therefore, neither the task on
which our work focuses nor the dataset presented
poses potential harm to human society.
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A Regularization Sorting Algorithm

The pseudo-code is shown in Algorithm 1.

Algorithm 1 Regularization Sorting

Input: LX , LY , W , H
Output: Sorted L̃X , L̃Y , W̃ , H̃

1: L̃X ← ∅, L̃Y ← ∅, W̃ ← ∅, H̃ ← ∅
2: repeat
3: Calculate the average value M̄ within the

range of α for the minimum values of LY

4: Treat the index i of characters that are
within a distance of β from the mean M̄

5: Sort i according to horizontal coordinate
from small to large, it is put into X̃

6: Take sorted coordinates according to i into
L̃X , L̃Y , W̃ , H̃

7: Remove the coordinates already taken from
LX , LY , W , H

8: until |LX | ≤ 0
9: return L̃X , L̃Y , W̃ , H̃

B Implementation Details

All our models are implemented using Python (Ver-
sion 3.7.15) and the PyTorch framework (Version
1.12.1). For the OCR-based method, we select the
PaddleOCRv3 of handwriting (Li et al., 2022) to be
the recognition module. If the recognition module
is not fine-tuned, the faked characters will be classi-
fied by the thr of 0.2. We utilize the advanced and
widely used YOLOv8 model 2 to segment sentence-
level images into character-level images. For the
implementation of our CLIP model in the retrieval
module, we initialize the image encoder and text
encoder with the ResNet-50 (He et al., 2016) and
RoBERTa-base (Liu et al., 2019). As for the correc-
tion module, we utilize the BERTBASE (Devlin
et al., 2019) which has 12 transformer layers with
12 attention heads.

Regarding the fine-tuning details, the recogni-
tion module of the OCR-based baseline is trained
over 500 epochs, with a learning rate of 4e-5 and
a batch size of 50. For the CLIP-based baseline,
the detection module is trained for 2,000 epochs,
employing a learning rate of 5e-5 and a batch size
of 256. Additionally, the correction module is fine-
tuned for 10 epochs, using a learning rate of 5e-5
and a batch size of 4.

The details of the informed consent signed in our
data construction process are shown in Figure 8.
2https://github.com/ultralytics/ultralytics

C Running Cases of Multimodal LLMs

To further reflect the challenge of Visual-C3, we
also select advanced and popular multimodal LLMs
to run on Visual-C3 to observe the performance of
multimodal LLMs. Specifically, we choose the
most widely studied GPT-4V (Achiam et al., 2023)
and the Qwen-VL-Max 3 (Bai et al., 2023) model
newly released in the Chinese community for exper-
iments. Limited by the price of GPT-4V services
and the access method of Qwen-VL-Max, we only
test and observe them using a small number of sam-
ples in Visual-C3. Our input text prompt for these
two models is “首先我们分别定义错字：因为
一些偏旁部首搭配错误产生的一些字典中不存
在的字；别字：因为音近或形似产生的一些字
典中存在的字。现在请你识别我给你的手写图
片，请告诉我图中哪些字是错字，哪些字是别
字？(First, we define the faked characters: some
characters that do not exist in the dictionary due to
incorrect strokes of some radicals; misspelled char-
acters: some characters that exist in the dictionary
due to similar sounds or similar shapes. Now please
identify the handwritten image I give you. Please
tell me which characters in the image are faked and
which characters are misspelled characters?)”

From Figure 7, we can see that multimodal
LLMs such as GPT-4V and Qwen-VL-Max en-
counter great difficulties on Visual-C3. For GPT-
4V, we find that it has almost no ability to correctly
recognize Chinese characters from images, and in-
stead gives responses that have nothing to do with
the content of the images. Nevertheless, GPT-4V
is not without its merits. We see that it still under-
stands our definitions of the faked and misspelled
characters in the text prompt, and tries to detect
the faked characters at a more fine-grained level of
strokes and radicals. We guess that the reason for
the poor performance of GPT-4V is mainly due to
its lack of OCR capabilities for Chinese characters.
On the other hand, for Qwen-VL-Max, we know
that it does have excellent Chinese OCR capabili-
ties, but unfortunately, it believes that there are no
faked characters in all images because of its lack of
processing capabilities for the faked characters. In
addition, even if Qwen-VL-Max recognizes most
of the content in the image, it cannot correctly de-
tect the misspelled characters in the image due to
its lack of Chinese semantic understanding.

In summary, even in the era of LLMs, our pro-

3The Qwen-VL-Max model was just introduced and available
on Jan 18, 2024 at https://github.com/QwenLM/Qwen-VL.
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Image & Original Text

息。我把食物和水都放进了猫X。就走开了。

GPT-4V: 这幅图中包含一个错字和一个别字。错字是“掉”字，因

为它的偏旁部首搭配错误，正确的偏旁部首应该是“辶”而不是
“忄”。别字是“靈”字，这个字本身存在于字典中，但在这个上
下文中，正确的字应该是“領”字，因为它们音近。

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "息" 和 "扔"。

Output

我飞快地跑进了蚂蚁巢一看，中间有一个
大虫子。蚂蚁们一个一个的给他进食。我X然

我的心X之物是一种石X娃娃。

我来的时候，我看见了师X四人，
在一个阴凉的树下面，这把我都惊呆了！

GPT-4V: 这段手写字中有一个错字“猪”写成了“䝉”，这是一个

错字。这段手写字中也有一个别字，“大家”写成了“大夹”，
“夹”是一个别字。

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "蚂"、"巢"、"

虫" 和 "给"。

GPT-4V: 这句话中的“细”字是别字，正确的应该是“悉”字，因
为它与“细”字发音相近。这句话没有错

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "石" 和 "膏"。

GPT-4V: 错字：“发”写错了，应该是“法”，“要”写错了，应

该是“邀”。别字：“可以”的“以”误写成“已”，“一下”的
“下”误写成“夏”。

Qwen-Vl-Max: 图片中所有的字都是正确的，没有需要更正的地方。

Figure 7: Cases from GPT-4V and Qwen-VL-Max.

posed Visual-C3 is still a very challenging dataset
worthy of further research, because Visual-C3 com-
prehensively requires multimodal LLMs to have ex-
cellent image OCR capabilities, fine-grained stroke
perception capabilities, and text semantic under-
standing ability.
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知情同意书 

研究项目名称 面向真实场景的多模态中文拼写纠错技术研究 

研究目的 

本研究旨在构建一个面向真实场景的高质量大规模多模态中文拼写纠错数据集，提出具

备“错字”描述能力的中文拼写纠错数据集，为社区提供更优质的训练标注资源。通过本研

究，我们希望改进中文拼写纠错技术，提高其在实际应用中的准确性和有效性。 

研究程序 

参与者将被要求提供自己的作文照片，这些照片将用于构建拼写纠错数据集。具体程序

如下： 
1. 参与者将拍摄并上传自己的手写的作文照片。 
2. 研究团队将对这些照片进行处理和标注，以识别和纠正拼写错误。 
3. 数据将被用于训练和评估拼写纠错模型。 

受益 

参与本研究带来的受益包括： 
1. 技术进步： 您的参与将有助于改进中文拼写纠错技术，推动相关领域的发展。 
2. 个人反馈： 参与者可能会收到关于其作文拼写错误的反馈，有助于提高个人写作水

平。 

风险和不适 

参与本研究可能会带来以下风险和不适： 
由于数据用于公开研究，存在信息暴露的风险，我们会尽可能将个人信息抹去。以上，

望悉知。 

自愿参与 

您的参与是完全自愿的。您有权在任何时候退出研究，而无需提供任何理由，且不会受

到任何惩罚或损失。退出研究后，您的数据将不再被使用，并将从我们的数据库中删除。 

同意声明 

我已阅读并理解上述信息。我明白我的参与是自愿的，我有权在任何时候退出研究。我

同意参与本研究。 
 

参与者签名：_________________________  
日期： _________________________ 

Informed Consent 
Research Project：Name Research on Multimodal Chinese Spelling Error 

Correction Techniques for Real Scenarios 

Research Purpose 
This study aims to construct a high-quality large-scale multi-modal Chinese spelling 

correction dataset for real scenarios, and to propose a Chinese spelling correction dataset with 
the ability to describe “faked” character, in order to provide the community with better training 
annotation resources. Through this study, we hope to improve the accuracy and effectiveness of 
Chinese spelling correction techniques in practical applications. 
Research Process 

Participants will be asked to provide photographs of their compositions, which will be used 
to construct a spelling correction dataset. The specific process is as follows: 

1. participants will take and upload photos of their handwritten compositions. 
2. the research team will process and label these photos to identify and correct spelling 

errors. 
3. the data will be used to train and evaluate spelling correction models. 

Benefits 
1. technological advances: your participation will help improve Chinese spelling correction 

technology and advance the field.  
2. Personal Feedback: Participants may receive feedback on the spelling errors in their 

essays, which will help improve their writing skills. 
Risks and discomforts 

Participation in this study may entail the following risks and discomforts: 
As the data is used for public research, there is a risk of information exposure, and we will 

erase personal information as much as possible. We hope to be informed of the above. 
Voluntary participation 

Your participation is completely voluntary. You have the right to withdraw from the study at 
any time without providing any reason and without penalty or loss. Upon withdrawal from the 
study, your data will no longer be used and will be deleted from our database. 
Statement of Consent 

I have read and understand the above information. I understand that my participation is 
voluntary and that I have the right to withdraw from the study at any time. I agree to participate 
in this study. 
 

Participant Signature :_________________________  
Date ：_________________________ 

Figure 8: The Chinese and English versions of the data collection informed consent.
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