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Abstract

Large language models (LLMs) have shown
strong arithmetic reasoning capabilities when
prompted with Chain-of-Thought (CoT)
prompts. However, we have only a limited
understanding of how they are processed
by LLMs. To demystify it, prior work
has primarily focused on ablating different
components in the CoT prompt and empirically
observing their resulting LLM performance
change (Madaan and Yazdanbakhsh, 2022;
Wang et al., 2023; Ye et al., 2023). Yet, the
reason why these components are important
to LLM reasoning is not explored. To fill
this gap, in this work, we investigate ‘“neuron
activation” as a lens to provide a unified
explanation to observations made by prior
work. Specifically, we look into neurons within
the feed-forward layers of LLMs that may have
activated their arithmetic reasoning capabilities,
using Llama2 (Touvron et al., 2023) as an
example. To facilitate this investigation, we
also propose an approach based on GPT-4
to automatically identify neurons that imply
arithmetic reasoning. Our analyses revealed
that the activation of reasoning neurons in the
feed-forward layers of an LLM can explain the
importance of various components in a CoT
prompt, and future research can extend it for a
more complete understanding.!

1 Introduction

Arithmetic reasoning is one of the emergent prop-
erties in large language models (LLMs), which is
necessary for them to tackle tasks that require mul-
tiple steps to arrive at the correct answer. In recent
years, Chain-of-Thought (CoT) has become a popu-
lar prompting strategy to elicit reasoning? in LLMs
(Wei et al., 2022). Despite its successes, there is

'The source code for our implementation is
available at https://github.com/Dakingrai/
neuron-analysis-cot-arithmetic-reasoning.

2Our work focuses on “arithmetic reasoning”. For ease of
presentation, we use “reasoning” interchangeably with it.
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little understanding of what makes it effective and
how LLMs utilize it to facilitate reasoning.

To address this concern, a line of research has
focused on decomposing the CoT prompt into vari-
ous components and performing ablation studies on
them to ascertain the significance of each compo-
nent on the LLM reasoning performance (Madaan
and Yazdanbakhsh, 2022; Wang et al., 2023; Ye
et al., 2023). Although these studies have yielded
several insightful observations on the effect of in-
put on LLM’s reasoning performance, they do not
shed light on how these inputs are being processed
internally by LLMs to perform reasoning.

On the other hand, there is a growing body of
research in the field of mechanistic interpretabil-
ity (Elhage et al., 2021; Wang et al., 2022a) that
specifically examines the internals of LLMs to un-
derstand their mechanism. In this vein, Stolfo et al.
(2023) studied the internal mechanism of LLMs to
perform arithmetic calculation, suggesting that at-
tention heads facilitate information traversal, while
the feed-forward layer (FF) handles information
processing to produce accurate answers for a given
computation. However, Stolfo et al. (2023) only
studied the mechanism for a single mathematical
computation and doesn’t study arithmetic reason-
ing in full scope. In parallel, some other research
demonstrated that LLMs consist of neurons that
can be associated with human-interpretable con-
cepts, which play a crucial role in various capabili-
ties of LLMs (Geva et al., 2022; Dai et al., 2021;
Gurnee et al., 2024). Specifically, Geva et al. (2022)
showed that neurons in the FF layer of a trans-
former model (Vaswani et al., 2017) form key-value
pairs that facilitate next-token prediction by pro-
moting concepts in the vocabulary space. However,
none of the prior work has applied the intuition to
understand LLM reasoning.

Motivating by the need to form a deeper under-
standing of how CoT prompts elicit reasoning in
LLMs and observing the pivotal role of neurons
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within the FF layers of LLMs (Geva et al., 2022), in
this work, we propose to investigate the activation
of FF neurons in LLMs as a lens to interpret their
arithmetic reasoning capabilities. Particularly, we
aim to use neuron activation to provide a unified
explanation of observations that were only empir-
ically made by prior work (Madaan and Yazdan-
bakhsh, 2022; Wang et al., 2023; Ye et al., 2023),
as listed in Table 1.

To this end, we first propose an approach that
leverages LLMs (e.g., GPT-4 (OpenAl, 2023)) to
automatically search for neurons that are related to
arithmetic reasoning (e.g., arithmetic addition, log-
ical connections, etc.). Prior work trying to search
for concept-relevant neurons relies on human anal-
ysis (Geva et al., 2022; Elhage et al., 2022). For
example, Geva et al. (2022) proposed to manually
examine a neuron’s top promoted tokens and deter-
mine if the neuron promotes the given pre-defined
concept or not. However, this manual approach
becomes impractical for LLMs with a large num-
ber of layers and numerous neurons in each layer.
Our approach instead decides whether a given neu-
ron expresses a certain concept automatically by
prompting the GPT-4 with its top promoted tokens
and make a judgment on its represented concept.
Our experimental results demonstrate the high ef-
fectiveness of utilizing GPT-4 for this purpose. Sub-
sequently, we apply our proposed approach to iden-
tify FF neurons in Llama2-7B that promote several
concepts relevant to arithmetic reasoning, listed in
Table 3.

Leveraging the identified reasoning neurons, we
performed a series of analyses on observations
made by prior work (Madaan and Yazdanbakhsh,
2022; Wang et al., 2023; Ye et al., 2023), including
the importance of textual explanation, equations,
arithmetic diversity, and the negligible impact of
incorrect labels in CoT prompts for elicitating rea-
soning in LLMs. Specifically, we analyzed the acti-
vation patterns of the identified reasoning neurons,
such as their activation frequency and strength, to
gain insights into these observations. Our results
reveal that examining the activation of FF neurons
in response to different CoT prompts can provide
valuable insights into why certain CoT prompts
are more effective in eliciting arithmetic reason-
ing capabilities in LLMs. We then conclude the
paper with a discussion of future work that can
complement the proposed neuron activation analy-
sis with other approaches to form a more complete

understanding of LLM reasoning.

2 Background and Related Work

2.1 Prior Work towards Understanding the
CoT Reasoning of LLMs

Prior studies attempted to understand the arithmetic
reasoning in LLMs by decomposing the Chain-
of-Thought (CoT) prompt into different semantic
components and evaluating their importance via ab-
lation studies. We present a summary of the major
findings from prior work in Table 1. For example,
to understand whether equations matter in the few-
shot CoT prompt, Ye et al. (2023) experimented
with a CoT variant where all equations (e.g., “21 -
15 = 6”) were eliminated and only the calculation
results (e.g., “6”) was presented. By observing the
resulting LLM performance change, one can empir-
ically gauge the importance of equations in a CoT
prompt. While previous studies have highlighted
the significance of various components (e.g., tex-
tual explanation, equations, etc.) within the CoT
prompt, the underlying reason behind these obser-
vations remains unanswered. This thus motivates
us to study the underlying inner mechanism that is
responsible for LLM reasoning.

2.2 Interpreting Neurons of LLMs

Many prior interpretability works have studied neu-
rons to understand the inner mechanism of LLMs
and have led to the discovery of many interesting
types of neurons such as knowledge neurons (Dai
etal., 2021), skill neurons (Wang et al., 2022b), sen-
timent neurons (Radford et al., 2017), concept neu-
rons (Geva et al., 2022), universal neurons (Gurnee
et al., 2024), and many others related to linguistic
and grammar features (Durrani et al., 2022; Sajjad
et al., 2022). Furthermore, the activation patterns of
these neurons have been found to significantly influ-
ence the behavior of LLMs (Geva et al., 2022). To
discover the targeted neurons, probing is the most
widely used approach, which involves training a
simple classifier (probe) on the representations of
neurons using a human-annotated dataset (Gurnee
et al., 2023; Belinkov, 2022). Another popular ap-
proach specific to transformer-based LLMs is the
projection of neuron representations to the vocab-
ulary space, introduced by Geva et al. (2022), and
has been widely adopted (Dar et al., 2022; Belrose
et al., 2023; Ghandeharioun et al., 2024).
However, to the best of our knowledge, none
of the prior work has applied neuron activation to



Research Questions Examples in CoT Prompts Prior Work Findings
Does equation matter? w Equation: Let’s think step by step. First there are 15 trees. Then there were 21  Wang et al. (2023); Yes
(RQO3) trees after some more were planted. So there must have been 21 - 15 = 6 trees. The Ye et al. (2023);
answer is 6. Madaan and
w/o Equation: Let’s think step by step. First there are 15 trees. Then there were 21 Yazdanbakhsh
trees after some more were planted. So there must have been 6 trees. The answer is 6. (2022)
Does textual w Textual Explanation: Let’s think step by step. First Leah had 32 chocolates and ~ Wang et al. (2023); Yes
explanation matter?  her sister had 42 chocolates. So in total they had 32 + 42 = 74 chocolates. Then they Ye et al. (2023);
(RQ4) ate 35 chocolates. So there must be 74 - 35 = 39 chocolates. The answer is 39. Madaan and
w/o Textual Explanation: 32 + 42 = 74. 74 - 35 = 39. The answer is 39. Yazdanbakhsh
(2022)
Does the diversity of ~ AddOnly: Let’s think step by step. First there are 3 cars. Then 2 more cars arrive. So Ye et al. (2023) Yes
arithmetic operators  there must be 3 + 2 = 5 cars. The answer is 5.
matter? (RQ5) MultOnly: Let’s think step by step. First a farmer has 5 cows. Then each cow has 4
legs. So the cows have 5 x 4 = 20 legs in total. The answer is 20.
Does incorrect Correct Label: Let’s think step by step. First there are 15 trees. Then there were 21  Wang et al. (2023); No
reasoning or gold trees after some more were planted. So there must have been 21 - 15 = 6 trees. The Ye et al. (2023)
label not matter? answer is 6.
(RQ6) Incorrect Label: Let’s think step by step. First there are 15 trees. Then there were 21
trees after some more were planted. So there must have been 21 - 15 =1 trees. The
answer is 1.
OOD Label: Let’s think step by step. First there are 15 trees. Then there were 21 ~ Wang et al. (2023); Yes

trees after some more were planted. So there must have been 21 - 15 = Dawson trees.

Ye et al. (2023)

The answer is Dawson.

Table 1: Summary of shared findings from prior works. Our reproduced results are shown in Table 2. (Note: The ACL
publication contains an unintentional mistake where we implicitly reported that the OOD label doesn’t matter, which we have

corrected here.)

understand LLM reasoning. Our work draws inspi-
ration from Geva et al. (2022) but extends it for a
unified explanation of observations in CoT prompt-
ing. To this end, we also proposed an automatic
approach based on GPT-4 for neuron discovery.
Relevant to our work, Stolfo et al. (2023) have
also attempted to understand arithmetic reasoning
by interpreting their neuron behaviors. However,
the majority of their study focused on coarser units
such as the entire attention or FF layer. Further-
more, their investigation solely focused on how
LLMs execute arithmetic calculations whereas the
(multi-step) reasoning process is under-explored.

2.3 Concept Promotion via Neuron Activation
of Geva et al. (2022)

Our work builds upon the findings of Geva et al.
(2022), which shows the role of the feed-forward
(FF) layer in the construction of an LLM’s predic-
tion — (a) each FF layer induces additive updates to
token representations, which can be further decom-
posed into weighted collections of sub-updates; (b)
both the token representation and sub-updates of
the FF layer can be projected at any stage to a dis-
tribution over the output vocabulary. Through the
vocabulary space projection, the authors found that
the sub-updates of an FF layer often encode human-
interpretable concepts. Next, we briefly describe

Geva et al. (2022)’s findings; more details should
refer to the original paper.

Consider an auto-regressive transformer-based
LLM consisting of L layers, which predicts the
next token by projecting its last-layer hidden state
onto a vocabulary V via an embedding matrix E €
R4Vl where d denotes the embedding size and
|V| represents the vocabulary size. We denote the
FF component in the [-th layer as FF'. Given a
token sequence X = (z1,...,2|x|) as input, the
representation of each token x; at layer [ (denoted
as l’i € R%) is updated by FF! as follows:

# = al + FF(a}) (1)
The updated representation :Ei then goes through
the multi-head self-attention at layer [, which re-
sults in xé“ for the next FF layer (i.e., FFHL),
With the residual connection (He et al., 2016), each
FF update can be seen as producing additive up-
dates to the token representation.

In transformers, each FF! is defined with two
parameter matrices K', V! € R4 %4 where d,,
is the intermediate hidden dimension, and a non-
linearity function f:

FF'(z}) = f(K'zh)V! )
Eqn 2 can further be decomposed as:

dm dm

FF'(2}) =Y f(ai- Koy =Y mijo;  (3)
Jj=1 j=1



where k‘é € R? and vé- € R? are the j-th row of
K' and V', respectively, and méj = f(a- k:g)
is a scalar representing the activation coefficient
of vé (i.e., the neuron). Geva et al. (2022) inter-
preted each term in this sum as a set of d,, sub-
updates to the token representation. They also
proposed to project this sub-update to the vocab-
ulary by Evé-. By analyzing the projected vocab-
ulary tokens (typically tokens with top projection
scores), they found that the sub-update often en-
codes human-interpretable concepts. It is important
to note that every vé is a static parameter that is
input-independent, while the coefficient méj de-
pends on the input token z;.

Observing their critical roles and leveraging their
interpretability after projection, Geva et al. (2022)
demonstrated the potential of encouraging non-
toxic language by manipulating the coefficients of
FF neurons in LLMs. This was achieved by identi-
fying FF neurons representing non-toxic language
concepts and then increasing their coefficients. Get-
ting inspired by their findings, our work aims to
explore: Can FF neuron activation be similarly
used to interpret and even control LLM reasoning?
It is important to note that “toxicity”” and “reason-
ing” represent distinct extents of abstraction. While
whether a sentence is toxic or not can be judged by
superficial keyword searching, “reasoning” is more
abstract and can encompass multiple aspects (e.g.,
logical induction, mathematical calculation, etc.),
which thus presents a significant challenge.

3 Neuron Discovery using GPT-4

To facilitate the neuron analysis, we first propose an
approach for discovering neurons that express con-
cepts related to arithmetic reasoning. To achieve
the same goal, Geva et al. (2022) manually exam-
ined the top-scoring vocabulary tokens projected by
each neuron vé and annotated its concept. However,
this manual search approach can become impracti-
cal for LLMs with deep layers and numerous sub-
updates per layer. To overcome this inefficiency,
we propose a method that leverages GPT-4 to auto-
mate the search process.

Our proposed approach involves two steps. First,
for a given LLM, we store the 7" neurons v;’s with
the largest coefficient mi j from each layer [ and at
each generation time step ¢, using a set of examples
& that showcase the LLM’s capability (i.e., arith-
metic reasoning in our case) to provide the prompt.
We only considered the top-1" neurons to narrow

Algorithm 1 Candidate Neuron Collection

1: Input: A set of examples £ implying the capability, a
filtering threshold 7', the target LLM
: Output: A set of candidate neurons A
: Initialize N + {}
for each example in € :
for each decoding step ¢ :
for each layerl =1, ..., L:
{mﬁj,}jT/:ﬁ— FindLargestT({mﬁj}‘;gl,T)

e AR A

Algorithm 2 Neuron Annotation via GPT-4

1: Input: Concept Crame, a set of seed tokens Spame, fil-
tering thresholds P and F', embedding E of LLM, and
candidate neuron set V.

: Output: A subset of neurons R C N representing con-
cept Crame-

: Initialize R <+ {}

: for each neuron v,, € N :

Vp = {ws,...,wp} + GetLargestP(Euv,, P)

if |[Vp N Sname| > F:

if GPT4ConceptQuery(Vp, Chame) :
L | R+ RU{v.}

[\®}

A O

our search to the most activated neurons. This re-
turns a set of candidate neurons /. We present this
step in Algorithm 1.

In the second step, we task GPT-4 to determine
whether each neuron in N promotes a predefined
concept Crgme (e.g., arithmetic addition). How-
ever, employing GPT-4 to classify all neurons in
N still requires a large number of prompts and
may incur significant costs. To address this issue,
we propose to first filter out the irrelevant neurons
by using a set of human-annotated “seed tokens’
(denoted as S,,4me) that are likely to be associated
with the given concept as per human intuition.?
For instance, when searching for neurons that pro-
mote arithmetic addition, relevant tokens may in-
clude “add”, “addition”, “sum”, “+”, and “plus”.
Although a neuron that promotes the given concept
may not invariably promote all the tokens from the
seed tokens, it is quite probable that it promotes
at least some of them. Leveraging this insight, we
filter out neurons that do not consist of at least a
threshold of I seed tokens in their top-P promoted
tokens Vp, obtained by projecting the neuron to
vocabulary space. Finally, we prompt GPT-4 to
inquire whether a neuron from filtered NV promotes
a given concept or not, This step is described in
Algorithm 2, and we include the prompt script in
Appendix A.

>

3Seed tokens are solely utilized to filter out irrelevant neu-
rons. They are not included in the prompt for GPT-4 and do
not influence the neuron annotation process.



CoT Prompt Accuracy
CoT 16.83%
w/o Equation (RQ3) 12.58%
w/o Textual Explanation (RQ4) 13.41%
AddOnly (RQS5) 13.26%
MultOnly (RQ5) 13.13%
Incorrect Label (RQ6) 16.45%
OOD Label (RQ6) 7.58%

Table 2: The accuracy of Llama2-7B on GSM&k test set
based on different CoT prompts.

Neuron Activation Following Geva et al. (2022),
we consider a neuron being activated in a layer [ at
a time step i when the neuron’s coefficient m! ;18
ranked at top 10. The other alternative would be to
define a threshold based on m! ; to determine its ac-
tivation. However, coming up with an appropriate
threshold poses a challenge, as the threshold value
may vary across different layers or even among
the individual neurons. Consequently, we opt to
focus solely on neurons with the top 10 largest
coefficients in our analysis.

4 Experimental Setup

Dataset and Model Setup We conduct our experi-
ment on the GSM8k dataset (Cobbe et al., 2021),
which is widely used for evaluating the arithmetic
reasoning capabilities of LLLMs. It consists of di-
verse grade school math word problems and only
requires basic arithmetic operations to solve, of-
ten involving problem-solving steps ranging from
two to eight. We use Llama2-7B (Touvron et al.,
2023) as our model to investigate the reasoning
capabilities in LLMs. However, we believe that our
findings apply to other transformer-based decoder-
only LLMs as well.

Our experiments are based on the CoT prompts
obtained from Fu et al. (2023), with a slight mod-
ification to ensure a consistent format in multi-
step reasoning which makes further analysis easier.
Each CoT prompt consists of eight exemplars. For
reproducibility purposes, we provide a complete
list of our prompts in the Appendix I.

Before investigating the mechanism of LLM rea-
soning, we have conducted experiments to replicate
and validate observations made by prior work (Ta-
ble 1). For RQ4 and RQ6, different prior work
adopted different ablation designs. We opted for
the most suitable and fair design among them. The
experimental results based on Llama2-7B are pre-
sented in Table 2, which present consistent obser-
vations as prior research. We refer readers to Ap-

pendix B for more details.

Summary of Research Questions (RQs) Lever-
aging the lens of neuron activation, we aim to an-
swer two sets of questions. The first set of ques-
tions (RQs 1-2) tries to understand the underlying
mechanism of LLM reasoning where we initially
find different neurons related to arithmetic reason-
ing and explore the importance of these discov-
ered reasoning neurons for activating reasoning in
LLMs. Built upon this foundational understanding
of LLMs’ reasoning mechanism, the second set of
questions (RQs 3-6) attempts to provide a unified
explanation of observations made by prior work.

5 Understanding the Mechanism of
Reasoning in LL.Ms

5.1 RQI1: Are there neurons or sub-updates
related to the concept of “reasoning”?

To answer this question, we apply the proposed
approach in Section 3 to automatically identify
neurons implying a set of 7 concepts, including
logical connectors, which plays a crucial role in
deciding the reasoning direction, a set of four arith-
metic operations (i.e., add, subtract, multiply, and
division), and others (equals to and calculation),
which are also important to arithmetic reasoning.
Though they may not fully encompass arithmetic
reasoning, these concepts are sufficient for an ini-
tial investigation of neuron activation. The seed
token set Spqume for each concept, the identified
neuron examples, and the expanded concept tokens
found in the identified neurons, are presented in
Table 3. The specific implementation details are
included in Appendix C.

We find a total of 113 neurons associated with
the listed concept in Llama2-7B. We performed
manual validation of the results and didn’t find any
objection. For instance, the “L21N7027” neuron,
corresponding to the 21st layer and 7027-th row of
V21, projects with high coefficients to tokens such
as “+7, “U+4e0e”, “&”, “and”, “U+acfc”, “plus”,
“47, “AND”, “U+3068”, etc., and GPT-4 reasonably
classified it as a neuron that promotes “Arithmetic
Addition”. Notably, we discovered neurons that
group certain concepts using different language
characters. For instance, the “L.21N7027 neuron
promotes tokens like “and” and “+” with their cor-
responding translation for Chinese (U+4e0Oe) and
Japanese (U+3068). Additionally, we also found
some neurons with somewhat polysemantic charac-
teristics, where a single neuron promotes multiple



Concept Seed Tokens Expanded Tokens #of Neurons Exemplar Neurons
Logical {first, so, meaning, {logic, implies, thus, however, 65 L10N9818{then, THEN, Then, then, ..},
Connectors therefore, then, next, accordingly, subsequently, later, L11N3000{therefore, Therefore, accordingly,
(Clogic) hence } corresponding, etc. } donc,..}, L11N7742, L12N1030
Addition {add, addition, +, sum, {added, U+002B, adding, ++, 18 L12N4814{added ,addition ,add,..}, L2IN7027{+
(Clada) plus } increment, total, etc.} ,add ,U+4e0e, U+306,..}, L27N10751{+, plus, -,
minus,..}
Subtraction  {subtract, -, minus, sub } { -=, negative, U+2212, etc. } 2 L19N7900{-= ,- ,minus,2212, ..}, L25N5227
(Osub)
Multiplication {multiply, product, times, { multip, multi, U+00D7, double, 5 L16N10193{multip, double, multip, multiply, ..},
(Chu1) mult, *, x } twice, triple, fold, larger, etc. } L18N4462, L20N6554, L22N 1345, L22N1236
Division {divide, division, div, /, % { div, divided, divisions, U+00F7, 2 L20N10457{div ,divided ,division ,U+00F7,.. },
(Cuiv) } partition, partitions, etc. } L26N1378{div, Div, div, Div, division,.. }
Equals to { =, total, equals, equal, { equality, identical, same, exactly, 6 L14N7597{identical, difference, differences,
(Ceq) equivalent } contain, exact, etc. } equal,..}, L1I8N7531, L18N1850, L20N3177,
L20N5535, L24N154
Calculation {formula, equation, {rewrite, sum, application, ratio, 14 L11N815{equation, formula, Formula, diagram,.. },
(Cea1) calculation, algorithm, percentage, eqn, rate, etc. } L7N7176, L8N3689, L13N2019, L15N3958

expression, computation }

Table 3: List of concepts related to arithmetic reasoning along with their seed tokens and the count of discovered
neurons in Llama2-7B. We also list the expanded tokens, promoted by the discovered neurons and their exemplar
neurons. For some exemplar neurons, we also show its top-scored vocabulary tokens enclosed within braces.

concepts. For instance, “L27N10751” promotes
tokens related to both addition (+, plus, +=, ..) and
subtraction (-, minus, -+, ..).

Activation Pattern of Reasoning Neurons Our
further investigation found out intriguing activation
pattern of reasoning neurons throughout an LLM’s
reasoning process. For example, in Figure 2 of
Appendix D, we showed that the logical connector
neurons are often activated at the beginning of a
generated sentence, whereas arithmetic neurons are
mostly activated in response to arithmetic symbols
and numbers. Once a neuron is activated, it remains
activated for a few subsequent time steps. This
persistence implies a lasting impact of activated
neurons on text generation in its proximity.

5.2 RQ2: Are the discovered neurons
important for eliciting the reasoning
capability of LLMs?

To validate the importance of our discovered neu-
rons and assess their faithfulness in promoting vari-
ous reasoning concepts, we perform random noise
ablation (Meng et al., 2022) of the discovered neu-
rons. If these neurons are critical to LLM reasoning,
the corrupted LLM should exhibit a decrease in per-
formance. Specifically, for all reasoning neurons in
FF, we added Gaussian noise to the neurons, chang-
ing Eqn 3 to FF!(2}) = 2?21 mﬁj(vé + Noise).
As a baseline, we also corrupted the same number
of random neurons for comparison. Subsequently,
we run the Llama2-7B with corrupted reasoning
neurons and random neurons separately. We re-

LLM Variant Accuracy
No corruption 16.83%
w/ corrupted reasoning neurons 4.54%
w/ corrupted random neurons 11.37%

Table 4: Llama2-7B’s performance before and after
corruption of reasoning neurons vs random neurons.

port the few-shot CoT performance of each LLM
variant on the GSM8k test set in Table 4.

We observe a substantial performance decrease
of 12.29% when the discovered reasoning neurons
are corrupted, in contrast to a decrease of only
5.47% observed when random neurons are cor-
rupted. The results thus show the essential role
of the discovered reasoning neurons in facilitat-
ing effective reasoning by LLMs, indicating their
necessity for eliciting reasoning in LLMs.* In ad-
dition, the performance drop when corrupting ran-
dom neurons implies that some of these neurons
may also play an important role (e.g., for context
understanding). As we will show in Table 5, these
neurons reveal non-zero coefficients on average.

*We define a mechanism (e.g., reasoning neuron activation)
to be a “necessity” for a model capability (e.g., arithmetic
reasoning) if the absence of the mechanism results in the
model’s inability to demonstrate the capability. A relevant
concept is “sufficiency”, which is defined when the model’s
capability can be attributed to it (DeYoung et al., 2019; Tuan
et al., 2021; Rai et al., 2023). We include further discussions
in the Limitations section.
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Figure 1: Correlation between prompt accuracy and the
LLM’s average coefficient on the discovered reasoning
neurons (blue stars) and its average count of reasoning
tokens (orange diamonds).

5.2.1 Correlation between the reasoning
performance of LLMs and the activation
of their reasoning neurons

Given that the identified neurons make critical con-
tributions to an LLLM’s arithmetic reasoning, a nat-
ural question is: Does an LLLM’s reasoning perfor-
mance correlate positively with how their reasoning
neurons are activated? To answer this question, we
performed an experiment in the zero-shot CoT set-
ting (Kojima et al., 2022). We specifically selected
a zero-shot CoT setting for this analysis because it
is unbiased due to the lack of demonstration. In our
experiment, we select four zero-shot CoT prompts
with varying levels of accuracy on the GSMSK test
set, sourced from Yang et al. (2023). The prompts
include “Let’s think step by step”, “Take a deep
breath and work on this problem step-by-step”,
“Break this down”, and “A little bit of arithmetic
and a logical approach will help us quickly arrive
at the solution to this problem”. Their respective
accuracies are 7.05%, 4.47%, 11.06%, and 5.83%
in Llama2-7B. In Figure 1, we plot their accuracy
along with the average coefficient of their reasoning
neurons per time step during the output generation.
The result confirms our hypothesized positive cor-
relation. It also reveals the potential of predicting
an LLM’s reasoning performance by examining the
activation of their reasoning neurons, without need-
ing human-annotated labels. We leave systematic
explorations of this potential to the future.
Additionally, we examine if the same correlation
can be observed superficially at the word level, be-
cause, if the word-level statistics present the same
correlation, it could be a more convenient approach
of probing into an LLM’s reasoning performance
than neuron activation. To respond to this question,
we similarly examine the correlation between the
count of reasoning tokens in the LLM generation,

using a combination of the human-annotated seed
tokens and the GPT-4-extracted expanded tokens
listed in Table 3, and their accuracy on the GSM8k
test set. Our result is presented in Figure 1. Intrigu-
ingly, we observe no positive correlation between
the two factors, which thus highlights the impor-
tance of performing neuron-level analysis, as the
latter offers direct insights into the functioning of
LLMs that may not be visible from simply analyz-
ing their superficial text generation.

6 Understanding Prior Observations via
the Lens of Neuron Activation

In this section, we revisit the major findings from
prior work and use the activation of FF neurons in
an LLM to explain them. For each research ques-
tion (RQ), our analysis will be based on how each
CoT prompt variant triggers different neuron activa-
tion patterns. These observations are summarized
in Table 5, where the number of total or unique
activated neurons is counted across the encoding
steps of each CoT prompt, and the reported coeffi-
cient is an average per neuron. To show a baseline,
we also report the average coefficient of randomly
sampled neurons.

6.1 RQ3: Why do equations matter?

Prior works (Wang et al., 2023; Ye et al., 2023;
Madaan and Yazdanbakhsh, 2022) have shown that
equations play an important role in eliciting reason-
ing in LLMs. Looking into its activation pattern,
we found the CoT prompt without equations (de-
noted as “w/o Equation”) activates fewer reasoning
neurons overall, 842 activations, compared to the
CoT prompt with equations (CoT), 1119 activa-
tions. Furthermore, we observed a decrease in both
the number of activated neurons for individual con-
cepts and their corresponding average coefficients
across all categories. This shows that equations
play an important role in activating the reasoning
neurons which are deemed to be important for arith-
metic reasoning. As a result, the presence of equa-
tions can help elicit arithmetic reasoning in LLMs.

Interestingly, we also note that although there
were no equations or arithmetic operators in the
“w/o Equation” prompt, neurons associated with
arithmetic operations (i.e., Cyqd, Csub> Conuis Cdiv)
were still activated. This indicates that even in the
absence of explicit equations in the CoT prompt,
LLMs are capable of recognizing the necessity of
performing arithmetic operations, which explains



Prompt Type Logical Addition Subtraction Multiplication Division Equals to Calculation Reasoning Random
Connectors (Cada) (Coup) (Crut) (Caiv) (Ceq) (Ceal) Neurons Neurons
(Clogic) (Total)
CoT | (226,35,2.62) | (599,15,2.54)  (87.2,2.38) (98, 4, 3.075) (28,2,219) | (19,4,2.27) (62.6,1.37) | (1119,68,2.51) | 115
w/o Equation (207, 36, 2.60) (449, 13, 2.18) (41, 2,2.09) (67,4,2.94) (19,2, 1.71) (11, 3,2.14) (48,6, 1.45) (842, 66, 2.29) 1.53
(RQ3)
w/o Textual (85,28, 1.50) | (450,13,2.94)  (86,2,2.34) (73,4, 2.95) (51,2, 2.46) (11, 3, 2.68) (27,6,1.03) | (783,58,2.62) 1.45
Explanation (RQ4)
AddOnly (RQS) | (286,32,2.55) | (651,14,3.04)  (97,2,2.62) (173, 4, 2.24) (13,1,1.66) | (40,5,2.24) (90,8,1.25) | (1350,66,2.65) |  1.39
MultOnly (RQ5) | (212,25,237) | (322,11,237)  (97,2,1.82) (229,5,2.7) (36.1,1.87) | (28,4,279)  (127,10,137) | (1051,58,2.17) | 15
Incorrect Label (221,35,2.60) | (601, 15,2.52) (97,2,2.41) (103, 4, 2.86) (28,2,2.10) (24, 4,2.26) (65, 6, 1.35) (1139, 68, 2.47) 1.45
(RQ6)
OOD Label (RQ6) ‘ (240, 41,2.53) ‘ (543,15, 2.62) (92, 2,2.20) (97,4,2.94) (26,2,2.21) ‘ (23,4,2.02) (66,7, 1.39) ‘ (1087, 75, 2.50) ‘ 1.50

Table 5: For each prompt variant, we present (count of activated neurons, count of unique activated neurons, average
coefficient) for each concept or total. We also present the average coefficient of random neurons as a baseline.

the 12.58% retained accuracy in Table 2.

6.2 RQ4: Why do text explanations matter?

The importance of textual explanations as found
in prior work (Wang et al., 2023; Ye et al., 2023;
Madaan and Yazdanbakhsh, 2022) is also consis-
tent with our observation. We found that the CoT
prompt without textual explanations activates rea-
soning neurons fewer times, 783 activated neurons,
compared to the CoT prompt with explanation,
1119 activated neurons. Specifically, we observe
a significant decrease in the activation of neurons
associated with logical connectors (Cjgi.) and a
slight decrease in the activation of neurons associ-
ated with arithmetic operations (particularly Cy44).
This shows the utility of textual explanations not
only in activating neurons associated with logical
connectors, crucial for determining the reasoning
direction but also in activating neurons associated
with arithmetic operations.

6.3 RQS5: Why does arithmetic diversity in
exemplars matter?

Ye et al. (2023) showed that arithmetic diversity
in exemplars is important for arithmetic reason-
ing, i.e. CoT prompts that consist of all arithmetic
operations in their demonstrations yield better per-
formance than the ones that do not. Our results
in Table 5 indicate that the performance decline is
likely caused by the bias introduced by the partial
operators. We observe that the AddOnly prompt
activates a higher number of C,44 neurons (651
vs 599) and C,,,,,; neurons (173 vs 98) when com-
pared to CoT, but fewer Cy;,, neurons with a lower
average coefficient. Similarly, we found that Mul-
tOnly activates a significantly higher number of
Cna neurons when compared to the CoT prompt
(229 vs 98), but significantly fewer C, 44 neurons
(322 vs 599). This shows that although both Ad-

dOnly and MultOnly activate the neurons related
to arithmetic reasoning, they exhibit a bias toward
emphasizing specific arithmetic operations, which
explains their degraded performance.

6.4 RQ6: Why does incorrect reasoning or
gold label not matter?

Prior work (Wang et al., 2023; Min et al., 2022)
shows that incorrect labels in the few-shot exem-
plars do not matter, as long as the labels come from
the same distribution. Consistent with our previous
findings, we observed a similar reasoning neuron
activation pattern for CoT prompts with correct
and incorrect labels. However, despite a 9.25% de-
crease in accuracy for the “OOD Label” prompt, it
still exhibited a similar reasoning neuron activation
pattern compared to the patterns of CoT.

To understand this phenomenon, we conducted
the second analysis. In the prior work, Geva et al.
(2022) found that LLMs refresh their token rep-
resentations by accumulating sub-updates (Sec-
tion 2.3). Therefore, two CoT prompts with similar
performance presumably should reveal similar sub-
updates per layer in the corresponding step, and
vice versa. To validate it, we looked into the neu-
ron activation for each prompt in the encoding steps
where the labels were manipulated (e.g., the posi-
tions of “1” and “Dawson” in Table 1), as other
input tokens are the same in all the three prompts.
We then plotted the overlap of activated neurons
per layer between CoT and “Incorrect Labels” or
between CoT and “OOD Label” in Figure 4 of Ap-
pendix E. Note that here we consider all activated
neurons, no matter if they are discovered as rea-
soning neurons or not. We observe a substantial
overlap of 63.05% on average in the former case
while merely 14.91% in the latter. The observation
is consistent with our hypothesis, showing that the



activation of FF neurons can be used to explain the
performance of CoT prompting.

The two observations (i.e., inconsistent reason-
ing neuron’s activation pattern based on Table 5 but
consistent sub-update pattern based on the overlap
analysis) thus imply that the activation of reason-
ing neurons are necessary but not sufficient to elicit
reasoning in LLMs. In fact, our qualitative anal-
ysis showed that in the case of providing OOD
labels, the LLM still engages in reasoning, and
their reasoning paths are similar to those prompted
by correct labels (see examples in Appendix F),
which explains the activation of their reasoning
neurons. However, this reasoning is biased by the
use of OOD tokens as variables, leading to messy
variable references and an increasing amount of
incorrect reasoning as the reasoning proceeds. We
include a further discussion in Limitations.

7 Conclusions

Our work is among the first in applying neuron
activation analysis to understanding LLMs in arith-
metic reasoning. Our results offer valuable insights
into the role of neurons and their utility in under-
standing the internal mechanism of LLMs. We thus
expect this work to pave the way for future research
on LLM interpretability.

Limitations

Sufficiency vs Necessity We show that neuron
activation is a necessary condition for LLM to elicit
reasoning capability through random noise ablation
study in RQ2. However, another crucial question to
raise is, does neuron activation represent all about
LLM reasoning? In other words, is an analysis of
neuron activation sufficient to completely explain
the LLM reasoning capability? As discussed in Sec-
tion 6.4, although CoT with incorrect OOD labels
has lower accuracy than CoT with correct labels
(16.83% vs 7.58%), they show a similar number of
reasoning neuron activations (1119 vs 1087) and
similar average coefficients (2.51 vs 2.50). This
indicates that the activation of reasoning neurons is
necessary but not sufficient to elicit the reasoning
ability of LLMs. Despite its efficacy in explaining
RQs in this work, the analysis of neuron activa-
tion is inherently limited by its focus on analyzing
neurons individually, without considering the inter-
action among neurons or other LLM components
(e.g., attention modules); as a result, it may not be
able to explain complicated model behaviors that

result from the interactions among different com-
ponents in an LLM. For instance, to understand
in-context learning within CoT, analyzing neurons
in isolation may prove insufficient. Instead, as
explored by Olsson et al. (2022), it requires study-
ing attention heads and their circuits, which are
sub-networks of neurons. Despite this limitation,
through our study, we show that analysis of neuron
activation can play an important role. Therefore,
future work should study it together with other
approaches such as circuit analysis (Olsson et al.,
2022; Wang et al., 2022a), top-down approach (Zou
et al., 2023; Meng et al., 2022), etc., to provide a
more complete picture of LLMs’ inner mechanism
for reasoning.

Limitations of pre-defined concepts Although
we employ seven concepts introduced in Sec-
tion 5.1 to study arithmetic reasoning in LLMs,
they may not represent the full scope of arithmetic
reasoning. Hence, our study is also limited to the
scope of these seven concepts. Furthermore, the
activation of these neurons may only indicate the
appearance of these concepts during an LLM’s rea-
soning process, but this can be easily “faked” (e.g.,
prompting an LLM to produce a sequence of con-
cept tokens pretending to be performing reasoning).
As a result, the coefficient of reasoning neurons as
a metric is more helpful when the prompts to LLMs
are valid. Thus, it is important to exercise caution
when drawing conclusions from the analysis.

Generalization Our analysis in this paper was
performed on only Llama2-7B. Therefore, there is
a concern about whether the insights we observed
generalize to other LLMs. To answer this ques-
tion, we conducted a preliminary study based on
Llama3-8B (Meta, 2024). In Table 7, we present
the discovered reasoning neurons when employing
our proposed neuron discovery algorithm in Sec-
tion 3. From the results, we confirm that reasoning
neurons do exist in various LLMs. However, during
the RQ2 investigation, we have found that Llama3-
8B behaved very differently to Llama2-7B. Specifi-
cally, it is highly sensitive to random noise ablation
(Meng et al., 2022). Even adding a small noise to
ablate a few random neurons (approximately 10-
20) can drastically decrease its performance from
45.23% to less than 2.00%. We believe this sensi-
tivity is due to the model activations being thrown
off-distribution by the addition of the noise (Chan
et al., 2022). This observation suggests that dif-



ferent approaches may be needed to evaluate the
mechanism of different LLMs. More systematic
studies should be conducted to investigate these
limitations in the future.

Ethics Statement

We do not anticipate any severe ethical issues from
using the proposed approach. We use fully open-
sourced datasets and will open-source our results
and dataset as well. On the other hand, we stress
the positive impact of our work, as it contributes
to interpreting the black box of LLMs. Forming
a clear understanding of the inner mechanism of
LLMs is crucial for their safe and trustworthy ap-
plications. With our investigation of neuron activa-
tion for understanding LLMs, we hope to inspire
more researchers to extend the research of LLM
interpretability. It is also our plan to connect neu-
ron activation with the present societal concerns
around LLM safety (e.g., analyzing an LLM’s rea-
soning process and detecting potential vulnerabili-
ties through their neuron activation patterns).
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A Prompt for Neuron Annotation with
GPT-4

To implement the GPT4ConceptQuery function in
Algorithm 2, we query GPT-4 using the following
prompt: “A neuron in language model promotes
the following set of words: wy, .., wp. Is this neu-
ron promoting Cpame? First, answer in Yes or No
format and provide an explanation.” The function
returns “Yes” when GPT-4 considers the neuron (as
represented by their projected vocabulary tokens)
to represent the target concept Chame. We addi-
tionally prompt GPT-4 to provide an explanation as
it empirically motivates more precise results from
GPT-4.

B Additional Details of Replicating
Observations of Prior Work

Before investigating the mechanism of LLM rea-
soning, we first conduct experiments to replicate
and validate observations made by prior work (Ta-
ble 1). The experimental results based on Llama?2-
7B are presented in Table 2. We successfully repli-
cated all the results of the prior work.

Although some research questions (RQs) were
common in prior work, the experiment design
could differ. In these cases, we opted for a
more suitable or fair experiment design among
them. Specifically, for RQ4, “Does textual expla-
nation matter?”’, we follow the specification of Ye
et al. (2023) instead of Madaan and Yazdanbakhsh
(2022). Madaan and Yazdanbakhsh (2022) ablated
the text and rewrites the multiple equations into a
single equation to evaluate the importance of the
text. We find it unfair to compare the importance
of equations in the few-shot exemplar as single
problem-solving steps rather than multiple steps.
In our experiments, we only remove text while
retaining all the equations from our original CoT
instead of restructuring them into singular equa-
tions. Similarly, for RQ6, “Does correct reasoning
or gold label matter?", Ye et al. (2023) proposed to
manipulate only the labels of the equation. On the
other hand, Wang et al. (2023) proposed to manipu-
late other components such as operators and textual
explanations as well. We follow the specification

of Ye et al. (2023) instead of Wang et al. (2023) for
its simplicity and ease of analysis.

C Additional Implementation Details for
Neuron Discovery (RQ1)

In Algorithm 1, we randomly select 20 examples
from the GSM8k (Cobbe et al., 2021) test set as £
and set K = 20. Additionally, we perform simple
greedy decoding on Llama2-7B that consists of 7
billion parameters using a single NVIDIA A100
GPU for 6-7 hours to save the candidate neurons
using Algorithm 1. Subsequently, we employ Al-
gorithm 2 to identify associated neurons for each
concept, with thresholds P = 20 and F' = 2 where
we prompt GPT-4 ~ 1300 times to obtain the rea-
soning neurons listed in Table 3.

D Reasoning Neurons Activation
Dynamics

To better understand the activation pattern of identi-
fied reasoning neurons in Section 5.1, we plot their
activation throughout an LL.M’s reasoning text for
a randomly selected example, as shown in Figure 3
and Figure 2. Our goal is to discern the activation
sites of these reasoning neurons and utilize this
information to understand the role of these reason-
ing neurons in each reasoning step or process. To
this end, we first divide the LLM’s reasoning text
into four sections to simplify the observation - (1)
Beginning of a sentence (BOS) (2) Equations (3)
Numbers (4) Other texts. The activation showed a
clear pattern of activation for both neurons related
to arithmetic operations and logical connections.
In Figure 3, the heightened activation of arithmetic
neurons, encompassing those involved in addition,
subtraction, multiplication, and division, within
equations is evident. Conversely, Figure 2 demon-
strates increased activation of logical connection
neurons at the beginning of sentences (BOS). These
observations underscore the specific roles played
by different neurons in the reasoning process.

E Neuron Activation Overlap between
CoT with Correct Labels and Incorrect
or OOD Labels

The neuron activation overlap between CoT prompt
with correct labels and incorrect or OOD labels,
discussed in Section 6.4 is shown in Figure 4.
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Figure 4: Overlap of neuron activation when the LLM
is prompted with CoT and “Incorrect Labels” or “O0OD
Labels”.

F Example Predictions for CoT with
OOD labels

We list the example prediction for CoT with OOD
labels as discussed in Section 6.4 is listed in Ta-
ble 12.

G Implementation Details

We use models, Llama2-7B (Touvron et al., 2023)
and GPT-4 (OpenAl, 2023), and the GSMSK
dataset (Cobbe et al., 2021) that are consistent with
their intended use. For each experiment in our
analysis (RQs 2-6), we perform simple greedy de-
coding on Llama2-7B which consists of 7 billion
parameters using a single NVIDIA A100 GPU for
6-7 hours.



Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her friends
every day with four. She sells the remainder at the farmers’ market daily for $2 per fresh duck egg. How much in dollars does
she make every day at the farmers’ market?

Let’s think step by step

First Janet’s ducks lay 16 eggs per day.

Then she eats 3 for breakfast every day.

So she has 16 - 3 = Dylan eggs left.

Then she bakes muffins for her friends every day with 4.

So she has Dylan - 4 = Dylan eggs left.

Then she sells the remainder at the farmers’ market daily for $2 per fresh duck egg.

So she has Dylan - 4 = Dylan eggs left.

So she makes $2 * Dylan = Dylan dollars.

The answer is Dylan.

Question: Two trains leave San Rafael at the same time. They begin traveling westward, both traveling for 80 miles. The next
day, they travel northwards, covering 150 miles. What’s the distance covered by each train in the two days?

Let’s think step by step

First two trains leave San Rafael at the same time.

Then they begin traveling westward, both traveling for 80 miles.

So they travel 80 miles each.

Then the next day, they travel northwards, covering 150 miles.

So they travel 150 miles each.

So they travel 80 + 150 = Dylan miles each.

The answer is Dylan.

Table 6: Example prediction for CoT prompts with out-of-distribution (OOD) labels

H Neuron Discovery on Llama3-8B

We apply our neuron discovery approach, intro-
duced in Section 3, to automatically discover neu-
rons for a pre-defined set of seven concepts. We
find a total of 112 neurons associated with the listed
concept in Llama3-8B as listed in Table 7.

I CoT Prompts for Reproducibility

We list all the CoT prompts used in our analysis,
RQs 1-6. The CoT prompts (Correct) is listed in
Table 8, CoT prompt w/o equation is listed in Ta-
ble 9, CoT prompt w/o text is listed in Table 10,
AddOnly prompt is listed in Table 13, MultOnly
prompt is listed in Table 14, CoT prompt with in-
correct labels is listed in Table 11, and CoT prompt
with OOD labels is listed in Table 12.



Concept Seed Tokens Expanded Tokens #of Neurons Exemplar Neurons (Llama2-8B)
(Llama2-8B)

Logical {first, so, meaning, {logic, implies, thus, however, 54 L11N10716therefore, Therefore, thus,
Connectors therefore, then, next, accordingly, subsequently, later, L11N3000{then, entonces, Then,..}

(Clogic) hence } corresponding, etc. }

Addition {add, addition, +, sum, {added, U+002B, adding, ++, 20 L15N2531{sum ,-total ,total, ..},

(Cadd) plus } increment, total, etc.} L17N11677{aggregate, cumulative, u+5408, Sum,

)

Subtraction {subtract, -, minus, sub } { -=, negative, U+2212, etc. } 6 L18N10635{minus, _minus, plus, ..},
(Csub) L19N13312{subtract, Subtract, subtraction, ..}
Multiplication {multiply, product, times, { multip, multi, U+00D7, double, 6 L17N1738{times ,multiplied ,times, ..}, LISN11474,

(Cru1) mult, *, x } twice, triple, fold, larger, etc. } L18N5099, L21N8702, L22N9035
Division {divide, division, div, /, % { div, divided, divisions, U+00F7, 8 L14N8572{dividing, este, imo, .. },
(Cyiv) } partition, partitions, etc. } L17N1507{recip, reciprocal, Division, .. }
Equals to { =, total, equals, equal, { equality, identical, same, exactly, 8 L22N12005{=, =, =true, +=, ..}, L25N8438,
(Ceq) equivalent } contain, exact, etc. } L25N14241, L26N2189, L26N9086, L.27N4442
Calculation {formula, equation, {rewrite, sum, application, ratio, 10 L16N4877{formula, formulas, Formula, CALC, ..},
(Cea1) calculation, algorithm, percentage, eqn, rate, etc. }

expression, computation }

L15N9238, L17N10902, L21N237, L21N10940

Table 7: List of concepts related to arithmetic reasoning along with their seed tokens and the count of discovered
neurons in Llama3-8B. We also list the expanded tokens, promoted by the discovered neurons and their exemplar
neurons. For some exemplar neurons, we also show its top-scored vocabulary tokens enclosed within braces.



Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees. How many
trees did the grove workers plant today?

Let’s think step by step

First there are 15 trees.

Then there were 21 trees after some more were planted.

So there must have been 21 - 15 = 6 trees.

The answer is 6.

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
Let’s think step by step

First there are 3 cars.

Then 2 more cars arrive.

So there must be 3 + 2 = 5 cars.

The answer is 5.

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
Let’s think step by step

First Leah had 32 chocolates and her sister had 42 chocolates.

So in total they had 32 + 42 = 74 chocolates.

Then they ate 35 chocolates.

So there must be 74 - 35 = 39 chocolates.

The answer is 39.

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?
Let’s think step by step

First Jason had 20 lollipops.

Then he had 12 after giving some to Denny.

So he gave Denny 20 - 12 = 8 lollipops.

The answer is 8.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
Let’s think step by step

First Shawn has 5 toys.

Then he got 2 toys each from his mom and dad.

So he must have 5 + 4 =9 toys.

The answer is 9.

Question: There were nine computers in the server room. Five more computers were installed each day, from monday to thursday.
How many computers are now in the server room?

Let’s think step by step

First there were 9 computers.

Then for each of 4 days, 5 more computers were added.

So 5 * 4 =20 computers were added.

So there must be in total 9 + 20 = 29 computers.

The answer is 29.

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf balls did he have at the end of Wednesday?
Let’s think step by step

First Michael started with 58 golf balls.

Then he lost 23 on Tuesday.

So he had 58 - 23 = 35 golf balls.

Then he lost 2 more on Wednesday.

So he must have 35 - 2 = 33 golf balls.

The answer is 33.

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
Let’s think step by step

First Olivia has 23 dollars.

Then she bought five bagels for 3 dollars each.

‘We know 5 bagels for 3 dollars each will be 5 * 3 = 15 dollars.

So she has 23 - 15 = 8 dollars left.

The answer is 8.

Table 8: Full prompt for CoT prompting for arithmetic reasoning.



Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees.
How many trees did the grove workers plant today?

21-15=6.

The answer is 6.

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
3+2=5.
The answer is 5.

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
32+42="74.

74 - 35 =39.

The answer is 39.

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?
20-12=8.
The answer is 8.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
5+4=0.
The answer is 9.

Question: There were nine computers in the server room. Five more computers were installed each day, from monday to thursday. How many
computers are now in the server room?

5 *4=20.

9+420=29.

The answer is 29.

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf balls did he have at
the end of Wednesday?

58 -23=35.

35-2=33.

The answer is 33.

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
5*3=15.

23-15=8.

The answer is 8.

Table 9: Full prompt for w/o text CoT prompting for arithmetic reasoning.



Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees.
How many trees did the grove workers plant today?

Let’s think step by step

First there are 15 trees.

Then there were 21 trees after some more were planted.

So there must have been 6 trees.

The answer is 6.

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
Let’s think step by step

First there are 3 cars.

Then 2 more cars arrive.

So there must be 5 cars.

The answer is 5.

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
Let’s think step by step

First Leah had 32 chocolates and her sister had 42 chocolates.

So in total they had 74 chocolates.

Then they ate 35 chocolates.

So there must be 39 chocolates.

The answer is 39.

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?
Let’s think step by step

First Jason had 20 lollipops.

Then he had 12 after giving some to Denny.

So he gave Denny 8 lollipops.

The answer is 8.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
Let’s think step by step

First Shawn has 5 toys.

Then he got 2 toys each from his mom and dad.

So he must have 9 toys.

The answer is 9.

Question: There were nine computers in the server room. Five more computers were installed each day, from monday to thursday. How many
computers are now in the server room?

Let’s think step by step

First there were 9 computers.

Then for each of 4 days, 5 more computers were added.

So 20 computers were added.

So there must be in total 29 computers.

The answer is 29.

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf balls did he have at
the end of Wednesday?

Let’s think step by step

First Michael started with 58 golf balls.

Then he lost 23 on Tuesday.

So he had 35 golf balls.

Then he lost 2 more on Wednesday.

So he must have 33 golf balls.

The answer is 33.

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
Let’s think step by step

First Olivia has 23 dollars.

Then she bought five bagels for 3 dollars each.

We know 5 bagels for 3 dollars each will be 15 dollars.

So she has 8 dollars left.

The answer is 8.

Table 10: Full prompt for w/o equation CoT prompting for arithmetic reasoning.



Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees.
How many trees did the grove workers plant today?

Let’s think step by step

First there are 15 trees.

Then there were 21 trees after some more were planted.

So there must have been 21 - 15 =1 trees.

The answer is 1.

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
Let’s think step by step

First there are 3 cars.

Then 2 more cars arrive.

So there must be 3 + 2 =3 cars.

The answer is 3.

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
Let’s think step by step

First Leah had 32 chocolates and her sister had 42 chocolates.

So in total they had 32 + 42 = 12 chocolates.

Then they ate 35 chocolates.

So there must be 12 - 35 = 45 chocolates.

The answer is 45.

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?
Let’s think step by step

First Jason had 20 lollipops.

Then he had 12 after giving some to Denny.

So he gave Denny 20 - 12 = 2 lollipops.

The answer is 2.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
Let’s think step by step

First Shawn has 5 toys.

Then he got 2 toys each from his mom and dad.

So he must have 5 + 4 = 6 toys.

The answer is 6.

Question: There were nine computers in the server room. Five more computers were installed each day, from monday to thursday. How many
computers are now in the server room?

Let’s think step by step

First there were 9 computers.

Then for each of 4 days, 5 more computers were added.

So 5 * 4 =22 computers were added.

So there must be in total 9 + 22 = 23 computers.

The answer is 22.

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf balls did he have at
the end of Wednesday?

Let’s think step by step

First Michael started with 58 golf balls.

Then he lost 23 on Tuesday.

So he had 58 - 23 = 14 golf balls.

Then he lost 2 more on Wednesday.

So he must have 14 - 2 = 23 golf balls.

The answer is 23.

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
Let’s think step by step

First Olivia has 23 dollars.

Then she bought five bagels for 3 dollars each.

We know 5 bagels for 3 dollars each will be 5 * 3 = 23 dollars.

So she has 23 - 23 = 9 dollars left.

The answer is 9.

Table 11: Full prompt for Incorrect CoT prompting for our RQ3 experiment.



Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees.
How many trees did the grove workers plant today?

Let’s think step by step

First there are 15 trees.

Then there were 21 trees after some more were planted.

So there must have been 21 - 15 = Dawson trees.

The answer is Dawson.

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
Let’s think step by step

First there are 3 cars.

Then 2 more cars arrive.

So there must be 3 + 2 = Russel cars.

The answer is Russel.

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
Let’s think step by step

First Leah had 32 chocolates and her sister had 42 chocolates.

So in total they had 32 + 42 = Cedric chocolates.

Then they ate 35 chocolates.

So there must be Cedric - 35 = Hendricks chocolates.

The answer is Hendricks.

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?
Let’s think step by step

First Jason had 20 lollipops.

Then he had 12 after giving some to Denny.

So he gave Denny 20 - 12 = Edison lollipops.

The answer is Edison.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
Let’s think step by step

First Shawn has 5 toys.

Then he got 2 toys each from his mom and dad.

So he must have 5 + 4 = Kaylin toys.

The answer is Kaylin.

Question: There were nine computers in the server room. Five more computers were installed each day, from monday to thursday. How many
computers are now in the server room?

Let’s think step by step

First there were 9 computers.

Then for each of 4 days, 5 more computers were added.

So 5 * 4 = Mcgowan computers were added.

So there must be in total 9 + Mcgowan = Damarion computers.

The answer is Damarion.

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf balls did he have at
the end of Wednesday?

Let’s think step by step

First Michael started with 58 golf balls.

Then he lost 23 on Tuesday.

So he had 58 - 23 = Jemima golf balls.

Then he lost 2 more on Wednesday.

So he must have Jemima - 2 = Astrid golf balls.

The answer is Astrid.

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
Let’s think step by step

First Olivia has 23 dollars.

Then she bought five bagels for 3 dollars each.

‘We know 5 bagels for 3 dollars each will be 5 * 3 = Gallagher dollars.

So she has 23 - Gallagher = Baily dollars left.

The answer is Baily.

Table 12: Full prompt for Out-of-distribution (OOD) CoT prompting for arithmetic reasoning.



Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
Let’s think step by step

First there are 3 cars.

Then 2 more cars arrive.

So there must be 3 + 2 = 5 cars.

The answer is 5.

Question: Paddington has 40 more goats than Washington. If Washington has 140 goats, how many goats do they have in total?
Let’s think step by step

First Paddington has 40 more goats than Washington.

We know Washington has 140 goats.

So Paddington has 40 + 140 = 180 goats.

So they have 180 + 140 = 320 goats in total.

The answer is 320.

Question: Christina has 3 snakes. 1 snake is 2 feet long. Another snake is 16 inches long. The last snake is 10 inches long. How many
inches are all of her snakes combined?

Let’s think step by step

First Christina has 3 snakes.

Then 1 snake is 2 feet long.

We know 1 foot is 12 inches.

So 2 feetis 12 + 12 = 24 inches.

Then another snake is 16 inches long.

Then the last snake is 10 inches long.

So all of her snakes combined are 24 + 16 + 10 = 50 inches.
The answer is 50.

Question: Bush and Matt are brothers. Bush is younger than Matt by 3 years. This year Bush will be 12 years old. What will be Matt’s
age 10 years from now?

Let’s think step by step

First Bush is younger than Matt by 3 years.

We know Bush will be 12 years old this year.

So Matt will be 12 + 3 = 15 years old this year.

Then Matt’s age 10 years from now will be 15 + 10 = 25 years old.

The answer is 25.

Question: Jeremy listened to five more songs yesterday than today. Yesterday, he listened to nine songs. How many songs did Jeremy listen
to in two days?

Let’s think step by step

First Jeremy listened to 9 songs yesterday.

Then he listened to 5 more songs yesterday than today.

So he listened to 9 + 5 = 14 songs today.

So he listened to 9 + 14 = 23 songs in two days.

The answer is 23.

Question: Jar A has 28 marbles. Jar B has 12 more marbles than jar A. Jar C has as many marbles as jar B. How many marbles are there altogether?
Let’s think step by step

First Jar A has 28 marbles.

Then Jar B has 12 more marbles than jar A.

So Jar B has 28 + 12 = 40 marbles.

Then Jar C has as many marbles as jar B.

So Jar C has 40 marbles.

So there are 28 + 40 + 40 = 108 marbles altogether.

The answer is 108.

Question: Marion received 20 more turtles than Mia at the animal rescue center. If Mia received 40 turtles, how many turtles
did they receive together?

Let’s think step by step

First Marion recieved 20 more turtles than Mia.

We know Mia received 40 turtles.

So Marion received 20 + 40 = 60 turtles.

So together they received 60 + 40 = 100 turtles.

The answer is 100.

Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he have now?
Let’s think step by step

First Shawn has 5 toys.

Then he got 2 toys each from his mom and dad.

So he must have 5 + 4 =9 toys.

The answer is 9.

Table 13: Full prompt for AddOnly CoT prompting for arithmetic reasoning.



Question: Super Clean Car Wash Company cleans 80 cars per day. They make $5 per car washed. How much money will they make in 5 days?
Let’s think step by step

First Super Clean Car Wash Company cleans 80 cars per day.

Then they make 5 dollars per car washed.

So they make 80 x 5 = 400 dollars per day.

So they make 400 x 5 = 2000 dollars in 5 days.

The answer is 2000.

Question: A farmer has 5 cows. Each cow has 4 legs. How many legs do the cows have in total?
Let’s think step by step

First a farmer has 5 cows.

Then each cow has 4 legs.

So the cows have 5 x 4 = 20 legs in total.

The answer is 20.

Question: Sam watches two movies each day. Each movie is 2 hours long. How many minutes does Sam spend watching movies in 5 days?
Let’s think step by step

First Sam watches two movies each day.

Then each movie is 2 hours long.

‘We know 1 hour is 60 minutes.

So 2 hours is 60 x 2 = 120 minutes.

So Sam spends 120 x 2 = 240 minutes watching movies each day.

So Sam spends 240 x 5 = 1200 minutes watching movies in 5 days.

The answer is 1200.

Question: Carla has 3 bags. Each bag has 5 apples. How many apples does Carla have in total?
Let’s think step by step

First Carla has 3 bags.

Then each bag has 5 apples.

So Carla has 3 x 5 = 15 apples in total.

The answer is 15.

Question: James takes 20 units per semester at community college. If each unit costs $50 how much does he pay for 2 semesters?
Let’s think step by step

First James takes 20 units per semester at community college.

Then each unit costs 50 dollars.

So he pays 20 x 50 = 1000 dollars per semester.

So he pays 1000 x 2 = 2000 dollars for 2 semesters.

The answer is 2000.

Question: In a jar that has 50 ants, the number of ants in the jar doubles each hour. How many ants will be in the jar after 5 hours?
Let’s think step by step

First there are 50 ants in the jar.

Then the number of ants in the jar doubles each hour.

So there will be 50 x 2 = 100 ants in the jar after 1 hour.

So there will be 100 x 2 = 200 ants in the jar after 2 hours.

So there will be 200 x 2 = 400 ants in the jar after 3 hours.

So there will be 400 x 2 = 800 ants in the jar after 4 hours.

So there will be 800 x 2 = 1600 ants in the jar after 5 hours.

The answer is 1600.

Question: Mark loves to see shows in theaters. He decided to visit the theater at least once a week. One performance lasts 3 hours. The price
of the ticket depends on the time spent in the theater and stands at $5 for each hour. How much will Mark

spend on visits to the theater in 6 weeks?

Let’s think step by step

First Mark decided to visit the theater at least once a week.

Then one performance lasts 3 hours.

We know the price of the ticket depends on the time spent in the theater and stands at 5 dollars for each hour.

So the price of the ticket for one performance is 5 x 3 = 15 dollars.

So Mark will spend 15 x 6 = 90 dollars on visits to the theater in 6 weeks.

The answer is 90.

Question: A sixty bulb watt uses 60 watts of power each day. If Allyn has 40 such bulbs in his house and pays an electricity bill of twenty
cents per power watt used, calculate Allyn’s total monthly expenses on electricity in June.

Let’s think step by step

First a sixty bulb watt uses 60 watts of power each day.

Then Allyn has 40 such bulbs in his house.

So Allyn has 40 x 60 = 2400 watts of power each day.

Then Allyn pays an electricity bill of twenty cents per power watt used.

So Allyn pays 2400 x 0.2 = 480 dollars per day.

So Allyn pays 480 x 30 = 14400 dollars per month.

The answer is 14400.

Table 14: Full prompt for MultOnly CoT prompting for arithmetic reasoning.



