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Abstract

Embodied Instruction Following (EIF) is a cru-
cial task in embodied learning, requiring agents
to interact with their environment through ego-
centric observations to fulfill natural language
instructions. Recent advancements have seen
a surge in employing large language models
(LLMs) within a framework-centric approach
to enhance performance in embodied learning
tasks, including EIF. Despite these efforts, there
exists a lack of a unified understanding regard-
ing the impact of various components—ranging
from visual perception to action execution—on
task performance. To address this gap, we
introduce OPEx, a comprehensive framework
that delineates the core components essential
for solving embodied learning tasks: Observer,
Planner, and Executor. Through extensive eval-
uations, we provide a deep analysis of how
each component influences EIF task perfor-
mance. Furthermore, we innovate within this
space by deploying a multi-agent LLM commu-
nication strategy on a TextWorld counterpart,
further enhancing task performance. Our find-
ings reveal that LLM-centric design markedly
improves EIF outcomes, identify visual percep-
tion and low-level action execution as critical
bottlenecks, and demonstrate that augmenting
LLMs with a multi-agent framework further
elevates performance.1

1 Introduction

Embodied learning, particularly through tasks like
Embodied Instruction Following (EIF) (Shridhar
et al., 2020a), stands at the forefront of artificial
intelligence research. EIF, where agents must inter-
pret natural language instructions to navigate and
act within their environment using egocentric ob-
servations, epitomizes the challenge of integrating
cognitive understanding with physical action. This
intersection is crucial for developing autonomous
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1Code is available at GitHub.

agents capable of nuanced interaction with com-
plex, real-world environments, marking a signif-
icant stride towards more advanced and versatile
AI systems. As the research community harnesses
advancements in deep learning, we edge closer to
this ambition (Baker et al., 2022; Min et al., 2021;
Inoue and Ohashi, 2022; Huang et al., 2022a).

Traditional approaches to Embodied Instruction
Following (EIF) often rely on expert-generated an-
notations, a process that can be both expensive and
challenging to scale for real-world applications. In
contrast, Large Language Models (LLMs), such as
those cited in recent studies (Inoue and Ohashi,
2022; OpenAI, 2023; Wei et al., 2022a; Driess
et al., 2023; Touvron et al., 2023; Huang et al.,
2022a,b; Liang et al., 2022; Wang et al., 2023a;
Shinn et al., 2023; Song et al., 2023), have emerged
as a potent alternative, showcasing exceptional ca-
pabilities in natural language understanding and
generation. These models, enriched by extensive
textual datasets, demonstrate significant common-
sense reasoning abilities. As a result, there’s a
growing trend towards leveraging LLM-centric ar-
chitectures for embodied learning tasks including
EIF, which promise to simplify planning and exe-
cution tasks through a few-shot learning paradigm.
However, despite their potential, the implementa-
tion of EIF systems introduce a variety of designs
and components across different studies (Min et al.,
2021; Inoue and Ohashi, 2022; Song et al., 2023;
Blukis et al., 2022; Wang et al., 2023a; Zhu et al.,
2023). There remains a notable gap in systemati-
cally understanding how these disparate elements
influence overall task performance, underscoring
the need for a thorough analysis of LLM-centric
methods within the context of EIF.

In addressing the complexities of Embodied In-
struction Following (EIF), we introduce OPEx, a
novel framework designed to systematically out-
line the essential components for mastering embod-
ied learning tasks. OPEx is segmented into three
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core parts: Observer, Planner, and Executor. The
Observer component is tasked with processing and
interpreting sensory inputs, primarily visual, to con-
struct an actionable understanding of the agent’s
immediate environment. The Planner dynamically
devises strategic plans as subtasks to complete the
tasks based on perceptual inputs, effectively bridg-
ing the gap between perception and action. Lastly,
the Executor is responsible for implementing these
plans with a skill library, which translates several
re-useable skills into precise, context-aware actions
within the environment, ensuring the agent’s inter-
actions are both relevant and goal-oriented. This
tripartite structure provides a clear delineation of
roles within the system, facilitating a granular anal-
ysis of how each contributes to the overarching
performance of EIF tasks.

To understand the impact of each OPEx compo-
nent on performance in EIF tasks, we conducted an
in-depth analysis. By experimenting with different
versions of the Observer, Planner, and Executor
components, we assessed how each contributes to
and influences overall success. This approach al-
lowed us to identify the key attributes and design
choices that enhance the system’s ability to tackle
complex embodied tasks, providing clear insights
into optimizing embodied learning agents.

To further unlock the potential of LLMs in em-
bodied learning, we eliminate the influence of vi-
sual perception and low-level action execution of
the system utilizing a pure-text counterpart environ-
ment (Shridhar et al., 2020b) and further adopt a
multi-agent LLM communication strategy, splitting
the instruction-following challenge into distinct rea-
soning and grounding roles handled by a reasoner
agent and an actor agent, respectively. This ap-
proach simplifies the task into decision-making pro-
cesses, where both agents utilize world knowledge
obtained from an explorer. This explorer gathers in-
sights either through direct interaction with the en-
vironment or from human contributions, thereby en-
riching the collaborative problem-solving capabili-
ties of the reasoner and actor with more grounded
and informed decision-making.

Our experimental evaluation was conducted us-
ing the ALFRED (Shridhar et al., 2020a) and ALF-
World (Shridhar et al., 2020b) benchmarks, pro-
viding a comprehensive testing ground for our ex-
tensive evaluation. The core analysis of our ex-
periments underscores significant advancements:
the LLM-centric approach notably enhances perfor-

mance in EIF tasks. We pinpoint visual perception
and low-level action execution as pivotal bottle-
necks. Moreover, our results affirm that incorpo-
rating a multi-agent LLM communication strategy
into an LLM-centric task solver significantly boosts
overall task performance on AFLWorld, showcas-
ing the effectiveness of our proposed methodology
in addressing the complexities of embodied learn-
ing tasks.

2 Task Formulation

We benchmark our method with ALFRED (Shrid-
har et al., 2020a) and its TextWorld counterpart
ALFWorld (Shridhar et al., 2020b). Both con-
tain a set of environments associated with long-
horizon household tasks specified by natural lan-
guage instructions. The language instruction L =
{Lhigh, Llow} consists of instructions at two differ-
ent levels: a high-level instruction goal Lhighthat
summarizes the task and a sequence of low-level
instructions Llowthat depict the specific actions re-
quired. At the time step t, ALFRED also provides
a visual egocentric observation Vt (text observation
Lt if on ALFWorld) represents the world state Wt.

Given the language instruction L and an initial
observation V0 (L0 if on ALFWorld), the agent’s
objective is to generate an execution trajectory
T = ⟨V0, a0, V1, a1, . . . , VT , aT ⟩, where at is the
action taken by the agent at time step t, and Vt+1

is the observation of the world state Wt+1 caused
by that action. The action space A can be catego-
rized into two classes: navigation actions AN and
interaction actions AI , respectively2. In practice,
we follow the setting of FILM (Min et al., 2021),
where the navigation actions AN are constrained to
discrete values, and a pixel-wise interaction mask
of the target object must be specified for interac-
tion actions AI . There are seven types of household
tasks, of which each episode is terminated either
if an agent meets the goal conditions specified in
L (success) or reaches the maximum number of
steps (fail). See Appendix. A for a task example in
ALFRED.

3 Methodology

We first provide an overview of the proposed LLM-
centric framework (OPEx) in Figure 1. OPEx con-
sists of six components: (1) A semantic mapping

2AN ∈ { RotateRight, RotateLeft, MoveAhead, LookUp,
LookDown}, AI ∈ { PickupObject, PutObject, OpenObject,
CloseObject, ToggleObjectOn, ToggleObjectOff, SliceObject}.
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LLM

Role:
Observer

Role:
Planner

Role:
Executor

Observer input
———————

Setup: You are a helpful assistant helping …. 
Please output the description of the environment 
with the header 'Observation:'.

Room type: Kitchen.
Task description: Explore the room to have a 
general idea of the environment.
Previously found objects: None. (From semantic 
map)
Objects seen in current observation: None. (From 
RGB image)
Holding object: None.
Error message: None.

RGB image
from Simulator

Semantic
Map

Observer output
———————

Observation: You are in a kitchen. There are no 
objects currently in your view. You are not holding 
any objects.

Executor input
———————

Observation: You are in a kitchen. There are no 
objects currently in your view. You are not holding 
any objects.
Found objects: None.
Objects seeing in current observation: None.
Previous steps: steps=[]
Current objective: Explore the room to have a 
general idea of the environment.

Executor output
———————

Thought: I will explore the room to have a general 
idea of the environment.
Action: Play[Explore,None]

Planner input
———————

Setup: You are an intelligent planner for a 
household robot agent …. Please output the task 
type starting with the header ‘Task type:’. …. Please 
output the plan starting with the header ‘Plan’ and 
…. At the end of your plan, say 
’<END_OF_PLAN>’.

Task: put a washed bowl away in a kitchen 
cabinet.

Planner output
———————

Task type: 
PICK_CLEAN_THEN_PLACE_IN_RECEP
Thought: To complete the task, the robot needs 
to….
Plan:
0. Explore the room to have a general idea of the 
environment.
1. Find a bowl in the room.
   …
6. Put the bowl in the cabinet.
<END_OF_PLAN>

Semantic
mapping

Extract
objects 

informatioin

Skill library
Explore, LookAround, NavigateTo, 
RequireReplan,
…

Action policy
Skill Explore  —> 
(Produced by action planner) LookDown_15, 
MoveAhead, …, RotateRight

Skill NavigateToObject—> 
(Produced by action planner) MoveAhead,  …, 
RotateLeft, MoveAhead, MoveAhead

…

Perform actions to 
the environment

Feed Observer’s 
output to Executor

Feed Planner’s 
output to Executor

Feed output to action 
policy to obtain 
executable actions

Executor 
input 
contains 
information 
from 
Observer, 
Planner, 
and skill 
library.

Output action(s)

The OPEx framework
Planner: decompose a task into sub-tasks.
Observer: collect information from environment and prior 
experience.
Executor: produce actions based on Planner’s plan and 
Observer’s observation guidance.

Figure 1: Overview of our OPEx framework.

module to transform the egocentric visual obser-
vation into a semantic map; (2) An LLM-based
planner to decompose the specified language task
instruction L into subtasks S = [S0, S1, ..., Sn];
(3) An LLM-based observer to gather information
from the environment and depict the partially ob-
served world state Wt at the current time step t
as natural language description OL

t ; (4) An LLM-
based executor to receive the world state descrip-
tion OL

t and select skill from a set of pre-defined
skills to complete the current subtask Si; (5) A skill
library SL = {sl0, sl1, ...} to store the skills ma-
nipulating the agent in the simulated environment
(e.g, NavigateTo, LookAround, and Explore); (6) A
deterministic action policy to convert the skills into
low-level actions (e.g., RotateRight).

Semantic Mapping Module The semantic map-
ping module primarily consists of two perception
models: an instance segmentation model and a
depth prediction model. These models work to-
gether to generate a 2D semantic map, Mt, from
a top-down perspective, which includes explored
areas, obstacles, and detected objects. Specifically,
at each time step t, the semantic mapping mod-

ule receives the egocentric visual observation Vt

of the world state Wt as input, which is then pro-
cessed into a depth map and instance segmenta-
tion using a UNet (Ronneberger et al., 2015) and a
MaskRCNN (He et al., 2017) (or ZoeDepth (Bhat
et al., 2023) for depth prediction and SOLQ (Dong
et al., 2021) for instance segmentation as stronger
perception models). Following FILM (Min et al.,
2021), we use the implementation from (Blukis
et al., 2022) for UNet-based depth estimation and
(Shridhar et al., 2020b) for MaskRCNN-based in-
stance segmentation, respectively. Then, a point
cloud is constructed from the depth prediction and
instance segmentation. Finally, the point cloud is
binned into a voxel representation and then trans-
formed into the 2D semantic map Mt by summing
over the height of the voxel representation, which
is updated and aggregated over time steps. Due
to the inherent difficulty in achieving a flawless
perceptual model, the resulting semantic map Mt

often includes noise. This noise has the potential
to exacerbate the challenges associated with locat-
ing navigational targets and subsequently affect the
performance. To address such kind of issues, we
introduce a supplementary semantic map denoted
as M ′

t , which aggregates the information from Mt

over successive time steps. The intuition resembles
a form of majority voting: when an object is rec-
ognized as a fridge across more viewpoints than
as a wall, its likelihood of being a fridge over a
wall should be proportionally increased. The two
semantic maps work in a cascading manner: when
the agent tries to identify an object from the maps,
the initial search is conducted within M ′

t . Mt is
only utilized if the object cannot be located within
M ′

t .

LLM-based Planner The goal of the LLM-
based planner is to decompose a specified lan-
guage instruction L into a sequence of subtasks
S = [S0, S1, ..., Sn]. In practice, we utilize Chain-
of-Though (CoT) (Wei et al., 2022b) to prompt
GPT-4 (OpenAI, 2023) with in-context learning.
The corresponding prompt examples are demon-
strated in the Appendix.

Example Selector We have collected a set of
prompt examples from 10 episodes within the train-
ing split for each of the 7 task types, amounting
to a total of 70 episodes. As shown in (Liu et al.,
2022b), choosing which in-context examples to
add to the prompt can impact the overall perfor-
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mance. Therefore, we further apply an example
selector to provide the LLM-based planner with the
most relevant examples by ranking the examples
based on the similarity of the input test case and
the examples. In practice, we employ the example
selector from LangChain (Chase, 2022), which first
ranks the examples based on the corresponding em-
beddings3 that have the greatest cosine similarity
with the inputs, then select top-K examples for
in-context learning.

LLM-based Observer The goal of the LLM-
based observer is to extract information from the en-
vironment feedback and the agent state, and present
it in the form of a natural language description OL

t

in a zero-shot manner. The rationale behind the de-
sign of the LLM-based observer is twofold: (1) to
gather and render the state of the environment, en-
abling the tracking of environment dynamics across
time steps and facilitating dynamic planning and
acting; and (2) to summarize the information into a
task-centric description, thereby safeguarding the
LLM-based executor against distractions and hal-
lucinations. The LLM-based observer is querying
GPT-3.5-turbo with the prompt format shown in
the Appendix.

LLM-based Executor Given the current subtask
Si, the language description of the world state OL

t

at time step t, the goal of the LLM-based executor
is to complete the subtask Si by iteratively ma-
nipulating the agent in the environment with a set
of pre-defined skills from a skill library SL. In
contrast to the LLM-based planner, which predomi-
nantly depends on the reasoning prowess of LLMs,
the LLM-based executor is tasked with active en-
gagement within the environment and acquiring an
understanding of the environment dynamics (for
instance, in ALFRED, objects can be cleaned by
placing them into a sink basin and toggling on the
faucet) from the feedback. To this end, inspired
by ReAct (Yao et al., 2022), we prompt the LLM-
based executor (a GPT-4 model) to generate both
reasoning traces and action plans (composed of
skills in SL), allowing for greater synergy between
the two: reasoning traces help the model induce,
track, and update action plans as well as handle
exceptions, while actions allow it to interface with
and gather additional information from the environ-
ment. The input for LLM-based Executor’s prompt

3We adopt the text-embedding-ada-002 embeddings pro-
vided by OpenAI.

template is generally composed of the language-
based observation OL

t , found objects, objects de-
tected in the current view, short-term memory of
the action plan for the current subtask, which is
cleared once the current subtask is finished, and
the current subtask Si. The LLM-based executor is
required to generate both the reasoning traces (the
“Thought” part in the Executor’s output) and the
action plans. The action space of the LLM-based
executor is {Play, Finish}, where the action Play
is utilized to interact with the environment or re-
quest re-planning of the current plan S, and the
action Finish is used for finishing the action plan-
ning for the current subtask Si. The action Play
receives two arguments as the inputs: [SLi, ST ]
(e.g., Play[NavigateToObject, Table]), where SLi

is the pre-defined skill in the skill library, and ST
is the target argument for SLi.

Skill Library We design a skill library to em-
power the LLM-based executor with the following
capabilities: (1) reasoning over language to track
progress, handle exceptions or adjust the plan ac-
cording to the situation; (2) acting to support the
reasoning and collect information about the envi-
ronment dynamics by controlling the agent. Apart
from all the interaction actions AI , we have de-
signed several additional skills, including Navigate-
ToObject, Explore, LookAround, and RequireRe-
plan. The NavigateToObject skill empowers the
LLM-based executor with the capability to set the
landmark-based navigation goal, it takes a found
object in the room as the skill action target ST .
The Explore skill enhances the LLM-based execu-
tor’s ability to guide the agent in room exploration
by sampling navigation goals from traversable ar-
eas, and it requires no skill action target. It is worth
noting that we have an initial exploration heuristic
for the first four calls of the Explore skill, we set the
four corners of the room with a higher exploration
priority. The RequireReplan provides the LLM-
based executor with the capability to dynamically
adjust the plan, improving the robustness to excep-
tions and producing more probability for it to learn
from the environment dynamics. The LookAround
skill enables the LLM-based executor to manipu-
late the agent to look around the environment to
get a more comprehensive observation of the room.

Deterministic Action Policy Given the current
instruction specified by the action plan [SLi, ST ]
from the LLM-based executor, the deterministic
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action policy of OPEx outputs a navigation or in-
teraction action based on a set of heuristics, which
is quite similar to that of FILM. Both policies gen-
erally follow the following procedure: if the tar-
get object is observed in the semantic map, the
closest instance is selected as the final navigation
goal. Otherwise, the final navigation goal is set
as the exploration navigation goal. After goal de-
termination, the agent employs the Fast Marching
Method (Sethian, 1996) to navigate towards the
navigation goal. Additionally, when the target ob-
ject is within the agent’s egocentric visual range,
the policy will try to conduct the interaction or
adjust the position to prepare for the interaction
action. The deterministic action policy of OPEx
mainly differs from that of FILM in three aspects.
Firstly, the deterministic action policy of OPEx is
equipped with a slice replay heuristic, which tracks
the location of successful execution of SliceOb-
ject for easier going back. Secondly, instead of
directly setting the location of the target object as
the navigation goal, we sample a traversable lo-
cation based on the distance to the target object
as the navigation goal (noted as “traversable goal
heuristic”). Thirdly, instead of directly utilizing the
semantic map Mt to determine whether the target
object is found and get the navigation goal for that
object, we adopt the additional semantic map M ′

t

to achieve this in the first place. If the target is
not found in M ′

t , the original semantic map Mt is
then utilized. We prioritize M ′

t as it is supposed to
be more robust to the errors from the perception
models.

Prior Knowledge Integration Due to the lack
of prior knowledge of the specific environment,
OPEx frequently fails even on ALFWorld where
the impact of perception and action modules are
ablated. For instance, OPEx may continuously
fail for trying to pick up objects across various
episodes due to the lack of the knowledge that
agent can not directly hold more than 1 object
in ALFRED. Furthermore, a system with a sin-
gle agent trying to handle planning and grounding
simultaneously often struggles to learn the opti-
mal timing for switching between planning and
grounding. To bridge the gap, we propose improv-
ing OPEx by splitting the reasoning and ground-
ing issues with a multi-agent LLM communica-
tion strategy and marrying it with the world knowl-
edge, which is obtained from an explorer by in-
teracting with the environment or collecting hu-

man contributions. Specifically, we first deploy
the agent to explore the ALFWorld environment
and collect action-observation sequences {AOi},
where AOi = [L0, a0,L1, a1, ...,LT ]. Then an
LLM-based module or human is required to ob-
serve the action-observation sequences and sum-
marize the world knowledge learned from {AOi}
as prior knowledge candidates {Pj}. After that,
an LLM-based filter is applied on {Pj} to elimi-
nate contradictory and duplicated world knowledge,
which results in the final set of world knowledge
{P ′

i}. Finally, the world knowledge {P ′
i} is inte-

grated into the prompt templates of the multi-agent
LLM communication strategy, where a reasoner
depicts general plans solving the task and the ac-
tor ground the plans as executable actions in the
environment.

4 Experiments and Discussion

4.1 Experiment Setup

Evaluation Splits The ALFRED benchmark con-
sists of training, valid, and test sets. Both valid and
test sets are composed of seen and unseen splits,
where the unseen splits consist of rooms that do
not appear in the training set. Following (Yao et al.,
2022), we evaluate our methods on 134 unseen
evaluation games for the ALFWorld benchmark.

Evaluation Metrics Following (Shridhar et al.,
2020a; Min et al., 2021), we report four evalua-
tion metrics on AFLRED: (1) Success Rate (SR);
(2) Goal Condition (GC), the ratio of goal condi-
tions completed at the end of an episode; (3) path
length weighted SR (PLWSR), the SR weighted by
(path length of the expert trajectory)/(path length
taken by the agent); (4) path length weighted GC
(PLWGC), the GC weighted by the same factor.
Following (Yao et al., 2022), we report SR on ALF-
World.

Compared Methods The compared methods on
ALFRED include LAV (Nottingham et al., 2021),
where the raw language and visual inputs are trans-
formed into structured forms, with a separate “ac-
tion prediction module” predicting the low-level
actions; HLSM (Blukis et al., 2022), a hierarchi-
cal approach that uses semantic voxel map state
representation as a long-term memory to solve
long-horizon tasks; LGS-RPA (Murray and Cak-
mak, 2022), which utilizes a Djikstra-based de-
terministic planner for navigation action genera-
tion and introduces landmark-guided search along

626



Method Test Seen Test Unseen
PLWGC GC PLWSR SR PLWGC GC PLWSR SR

ALFRED (High-level goal instructions only)
LAV (Nottingham et al., 2021) 13.18 23.21 6.31 13.35 10.47 17.27 3.12 6.38
HLSM (Blukis et al., 2022) 11.53 35.79 6.69 25.11 8.45 27.24 4.34 16.29
LGS-RPA (Murray and Cakmak, 2022) 24.49 41.71 16.65 33.01 20.01 38.55 12.92 27.80
EPA (Liu et al., 2022c) 3.47 44.14 2.56 39.96 3.91 39.54 2.92 36.07
LLM-Planner (Song et al., 2023) - 24.57 - 15.33 - 22.89 - 13.41
FILM (Min et al., 2021) 14.17 36.15 10.39 25.77 13.13 34.75 9.67 24.46
OPEx-S 20.13 54.27 13.64 43.51 18.46 53.82 12.57 41.27
ALFRED (High-level goal instructions + Low-level step-by-step instructions)
Seq2Seq (Shridhar et al., 2020a) 6.27 9.42 2.02 3.98 4.26 7.03 0.08 3.90
MOCA (Singh et al., 2020) 22.05 28.29 15.10 22.05 9.99 14.28 2.72 5.30
E.T. (Pashevich et al., 2021) 34.93 45.44 27.78 38.42 11.46 18.56 4.10 8.57
LWIT (Nguyen et al., 2021) 23.10 40.53 43.10 30.92 16.34 20.91 5.60 9.42
FILM (Min et al., 2021) 15.06 38.51 11.23 27.67 14.30 36.37 10.55 26.49
OPEX-S 24.61 55.25 17.29 44.55 21.58 54.28 15.39 42.25

Table 1: Main Results on the test splits of ALFRED benchmark.

with the reinforced pose adjustment for naviga-
tion goal searching and interaction action prepa-
ration respectively; EPA (Liu et al., 2022c), a
neural-symbolic approach with symbolic planning;
LLM-Planner (Song et al., 2023), which simply
prompts LLMs for task decomposition; FILM (Min
et al., 2021), which builds 2D semantic map and
performs exploration with a semantic search pol-
icy; MOCA (Singh et al., 2020), which factorizes
the task into interactive perception and action pol-
icy streams; EpisodicTransformer(E.T.) (Pashevich
et al., 2021), which is an end-to-end method uti-
lizing multimodal transformer to encode the multi-
modal inputs; LWIT (Nguyen et al., 2021), which
proposes a two-stage approach to select and in-
terpret the given low-level instructions into prim-
itive actions. It is worth noting that there are also
several works on the leaderboard reporting high
performance that are not included in the compari-
son (Inoue and Ohashi, 2022; Shridhar et al., 2020a;
Chen et al., 2023), this is mainly because we focus
on systematically outlining and evaluating the es-
sential components for mastering EIF tasks, while
we cannot find the description or available open-
source resources of these works when we conduct
the experiments. On the ALFWorld benchmark,
apart from the variants of OPEx, we also introduce
ReAct (Yao et al., 2022) for comparison to demon-
strate the effectiveness of the proposed method.

4.2 Experimental Results

The main results are illustrated in Table 1. When
contrasting OPEx with the baseline FILM, it be-
comes evident that OPEx exhibits substantial im-
provement across two distinct environmental set-

tings, encompassing both the goal condition (GC)
and the success rate (SR). Notably, OPEx utilizes
in-context learning on less than 10% data used
for FILMs’ planner (Language Processor) training,
while OPEx still significantly outperforms FILM.
The observation that OPEx achieves 17.74% and
16.78% absolute gain in SR on test seen and unseen
split respectively empirically demonstrates the ef-
fectiveness of the OPEx framework. However, it is
also worth noting that the OPEx is inferior to FILM
concerning the path length weighted metrics. This
phenomenon could potentially be attributed to the
deliberate choice of assigning a higher maximum
number of failures to OPEx as compared to FILM.
This choice typically leads to the average length of
the resulting episodes. The rationale behind this
decision was to encourage OPEx to undertake a
more extensive exploration, thereby fostering the
acquisition of skills in handling a broader range of
exceptions arising from both uncommon scenarios
and failures. On the other hand, the FILM utilizes
two BERT models trained on the whole training set
with the template assumption to conduct the task
decomposition, while the LLM-based planner can
achieve this goal with only a bunch of examples.
This phenomenon shows that OPEx works with a
much lower demand for in-domain data, making
it more feasible in real-world scenarios, where the
data collection could be more time-consuming and
expensive. Furthermore, the FILM outputs low-
level navigation and interaction actions solely with
a deterministic policy, while OPEx introduces an
LLM-based executor accompanying the determin-
istic policy to release LLMs’ potential for robust
language grounding and exception handling in the
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embodiment environment. Overall, the main re-
sults empirically demonstrate that it could be feasi-
ble to develop embodied experts with low demand
for in-domain data by mining LLMs’ potential for
grounded planning and acting.

4.3 Ablation Study and Analysis

To further investigate the bottleneck of the system
and the influence of different modules, we conduct
several additional ablation studies.

Influence of perception models We first con-
duct controlled experiments on the valid unseen
split of the AFLRED dataset to study the influ-
ence of perception models. The corresponding re-
sults are illustrated in the first section of Table 2,
where OPEx-S denotes the OPEx with stronger per-
ception models (fine-tuned ZoeDepth (Bhat et al.,
2023) for depth prediction and SOLQ (Dong et al.,
2021) for instance segmentation), OPEx-P denotes
the OPEx with perfect ground-truth depth predic-
tion and instance segmentation. The performance
gain from the improvement of perception models
is very significant, indicating there is much room
for improvement regarding the perception models
in ALFRED.

Influence of action policies As shown in the sec-
ond section of Table 2, we design and conduct
another set of controlled experiments to study the
influence of distinct deterministic action heuristics
introduced. It can be seen from the table that set-
ting the navigation goal inside the traversable area
brings the most significant performance improve-
ment, while slice replay brings marginal improve-
ment. Besides, introducing the additional semantic
map for robust landmark-based navigation goal
searching brings moderate performance gain.

Influence of LLM-based modules We first con-
duct controlled experiments on the validation un-
seen split of the dataset to study the influence of
different modules. The corresponding results are
illustrated in Table 2. Significant performance
degradation can be observed when the LLM-based
planner is removed from the OPEx. This is prob-
ably attributed to the fact that the LLM-based ex-
ecutor is required to solely perform implicit long-
term planning and grounded interaction simulta-
neously under this setting. The LLM-based ob-
server is designed to gather information and help
the LLM-based executor to focus on task-relevant
information by summarizing collected information

and filtering out the task-irrelevant counterparts.
However, the ablation study shows that the perfor-
mance gain brought by the LLM-based observer is
marginal. This observation can be caused by sev-
eral possible reasons, including (1) GPT-4’s strong
long text processing capability mitigates the needs
of such kind of LLM-based observer; (2) the col-
lected information from ALFRED is typically not
too large/complex to cause severe distraction or
hallucination of the LLM-based executor; (3) the
observer utilizes zero-shot prompt, better prompts
may need to be designed.

Influence of introduced skills As shown in Ta-
ble 2, we have designed a set of controlled experi-
ments to study the influence of the introduced skills
in the skill library. The LookAround skill yields a
more significant improvement in performance than
the Explore skill. This difference may be attributed
to the fact that initiating with a LookAround action
generally provides a better understanding of the
environment, which enhances subsequent planning
and acting. In contrast, the agent can still navigate
the environment through landmark-based naviga-
tion without the Explore skill. Furthermore, the
introduced skills generally enhance performance
as they substantially reduce the planning horizon
of the LLM-based Executor.

Influence of prior knowledge To further inves-
tigate the role of decision-making modules in EIF
agents, we conduct experiments on ALFWorld to
eliminate the impact of perception models and ac-
tion policies. The corresponding results are il-
lustrated in the fourth section of Tabel 2, where
OPEx-L denotes the OPEx with prior knowledge
learned from the environment and OPEx-H denotes
the OPEx with prior knowledge provided by hu-
mans. The observation that the system performance
grows as the quality of the prior knowledge in-
creases can be empirically explained by the intu-
ition that decomposing EIF tasks via a collaborative
multi-agent LLM communication strategy helps
intra-agent specialization and inter-agent coopera-
tion. Besides, the intuition that the grounded prior
knowledge prevents the agents from repetitive er-
rors and facilitates grounded exception handling
might also contribute to the results. Furthermore,
the performance improvement of ReAct also em-
pirically demonstrates the effectiveness of the pro-
posed method.
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Method Valid Uneen
PLWGC GC PLWSR SR

Influence of perception models
OPEx 13.48 48.61 9.08 35.91
OPEx-S 16.52 51.28 11.38 40.80
OPEX-P 23.72 66.17 17.43 59.43
Influence of action policies
OPEx-S 16.52 51.28 11.38 40.80
-semantic map M ′

t 12.37 45.41 8.06 36.17
-slice replay 12.64 45.25 8.35 37.39
-traversable goal 11.77 43.49 7.09 34.50
Influence of LLM-based modules
OPEx-S 16.52 51.28 11.38 40.80
-Planner 8.10 40.16 5.72 30.57
-Observer 13.41 45.62 8.58 37.76
Influence of introduced skills
OPEx-S 16.52 51.28 11.38 40.80
-LookAround 12.56 45.37 8.26 37.76
-Explore 13.29 47.32 8.44 38.25
Influence of prior knowledge (On ALFWorld)
ReAct - - - 66
OPEx - - - 73
OPEx-L - - - 78
OPEx-H - - - 84

Table 2: Ablation Studies of OPEx. OPEx-S denotes the
OPEx with stronger perception models, OPEx-P denotes
the OPEx with perfect ground-truth depth prediction
and instance segmentation, OPEx-L denotes the OPEx
with prior knowledge learned from the environment,
and OPEx-H denotes the OPEx with prior knowledge
provided by humans.

Method SR GC PLWSR PLWGC
OPEx 38.12 46.13 9.03 13.45
FILM 0.00 12.18 0.00 2.78

Table 3: Performance comparison with the baseline
trained on same amount of data.

Low demand for in-domain data To assess the
efficiency of in-domain data usage, we conducted
experiments comparing OPEx with the baseline
FILM. The FILM is trained on identical data used
for in-context learning of OPEx. The correspond-
ing results are presented in Table 3. Our findings
indicate that OPEx markedly outperforms FILM
across all evaluation metrics in the unseen vali-
dation split. Empirically, this suggests that OPEx
requires significantly less in-domain data compared
to FILM. This controlled study underscores the po-
tential of addressing embodied tasks through an
LLM-based framework. This framework achieves
low in-domain data demand EIF by integrating
feedback mechanisms, closed-loop grounded plan-
ning, and action, harmonized with the reasoning
and common sense capabilities of Large Language
Models (LLMs). Moreover, it also prompts our

Error mode FILM OPEx
Goal object not found 26.07 27.36
Interaction failures 8.54 12.80
Collisions 11.00 9.84
Object in closed receptacle 16.16 11.61
Language processing error 24.54 -
Others 13.69 38.39

Table 4: Error mode analysis of OPEx on the valid
unseen split.

further exploration into the trade-off between in-
domain data efficiency and inference overhead, in-
spiring future directions, such as devising agents
that adeptly integrate both common sense and in-
domain knowledge in a data-efficient manner.

Error mode analysis We conduct the error mode
analysis of OPEx on the valid unseen split. The cor-
responding statics are shown in Table 4. While our
approach to calculating the statistics may vary from
that of FILM, we have also incorporated FILM’s
statistics from the original paper (Min et al., 2021)
for reference. Since we conduct the task decom-
position with the LLM-based planner, which does
not follow the template assumption, we don’t have
statistics on language processing errors. As shown
in the table, the goal object not found error typi-
cally accounts for a great ratio of all kinds of error,
indicating both FILM and OPEx suffer from im-
perfect perception models. Besides, the interactive
exploration of the LLM-based executor and the de-
terministic heuristics probably brings a lower error
rate of collisions and the error caused by the target
object in a closed receptacle.

5 Related Work

LLM-based Agents Significant progress has
been made for LLM-based agents, which mainly
focus on the following three aspects. LLM-centric
Planning utilizes LLMs to generate plans in dy-
namic environments. It can be further categorized
into methods planning without feedback (Huang
et al., 2022a; Fan et al., 2022; Yao et al., 2022;
Huang et al., 2022b; Xiang et al., 2023; Lin et al.,
2023) and approaches planning with feedback from
environment, human, and model (Wang et al.,
2023a; Zhu et al., 2023; Shinn et al., 2023; Wang
et al., 2023c; Rana et al., 2023; Guan et al., 2023;
Kim et al., 2023). LLM-oriented Memory stores in-
formation from the environment and boosts agents’
capabilities of experience accumulation and self-
evolving to facilitate future actions. (Significant-
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gravitas et al., 2023; Shinn et al., 2023; Wang et al.,
2023a; Majumder et al., 2023; Wang et al., 2023b)
LLM-centric Action Policy grounds the plans made
by the agent into feasible action space (Huang et al.,
2022a; Schick et al., 2023) Notably, our LLM-
centric agent differs from Voyager (Wang et al.,
2023a) and GITM (Zhu et al., 2023) by mitigating
the instruction grounding problem with dynami-
cally adjusted plans from various granularity based
on task-centric feedback from the environment.

Instruction Following in Embodied Environ-
ment Prior work on EIF in embodied environ-
ments can be categorized into two classes: Super-
visely trained end-to-end or modular-based meth-
ods that are eager for supervision signals from train-
ing data and hard to generalize due to the lack of
abstraction and reasoning abilities (Shridhar et al.,
2020a; Suglia et al., 2021; Pashevich et al., 2021;
Blukis et al., 2022; Singh et al., 2020; Liu et al.,
2022a; Min et al., 2021; Sharma et al., 2021), and
LLM-based methods that utilizes LLMs’ reasoning
capability (Inoue and Ohashi, 2022; Song et al.,
2023). Different from Prompter (Inoue and Ohashi,
2022) and LLM-Planner (Song et al., 2023), which
introduce LLMs only for target location finding
and dynamic task decomposition, our method is an
LLM-centric framework and decouples reasoning
tasks for decision masking problem with multiple
LLM-based roles, where the LLMs build the plan,
adjust the plan, and ground the plan into struc-
tured action spaces. Besides, our method evolves
based on the feedback, providing promising future
research directions, including human-in-the-loop
learning, multi-source feedback mixing and refin-
ing, etc.

6 Conclusion

We introduce OPEx, an LLM-centric framework
tailored for Embodied Instruction Following (EIF),
and undertake extensive evaluations to dissect the
influence of its distinct components. Building on
this foundation, we further improve OPEx by inte-
grating world knowledge with a multi-agent LLM
communication strategy to further harness LLMs’
potential in addressing EIF challenges. Our com-
prehensive analysis reveals that an LLM-centric
design significantly enhances EIF performance,
pinpointing visual perception and low-level ac-
tion execution as crucial bottlenecks. Additionally,
our findings demonstrate that integrating a multi-
agent LLM communication mechanism within

LLMs markedly boosts their effectiveness, offering
promising directions for future research in embod-
ied learning.

Limitations

While our study introduces the OPEx framework
and an LLM communication mechanism for solv-
ing EIF tasks, it is not without its limitations. First,
the reliance on large language models (LLMs) and
the complexity of the multi-agent system intro-
duces challenges in interpretability and computa-
tional efficiency. These models demand consid-
erable resources by extensively communicating
with ChatGPT, which might limit their applicabil-
ity in resource-constrained environments. Second,
our experiments are conducted within the confines
of the ALFRED and ALFWORLD benchmarks,
which, while comprehensive, may not encompass
all possible real-world scenarios an embodied agent
might encounter. Third, the integration of visual
perception and action execution as identified bottle-
necks suggests that further refinement in these areas
is necessary to achieve truly seamless and adaptive
embodied AI systems. Future work should aim to
address these limitations, exploring more efficient
model architectures, broader applicability across
diverse environments, and enhanced methods for
achieving naturalistic human-agent interaction.

Ethical Concerns

We do not foresee an immediate ethical or soci-
etal impact resulting from our work. However, as
an LLM application, we acknowledge that OPEx
could in some way be affected by various types of
hallucinations introduced by the LLMs. We there-
fore urge researchers and practitioners to use our
proposed framework in a mindful way, especially
when deploying such LLM-centric agents in real-
world applications.
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Pick & Place Stack & PlacePick Two & 
Place

Clean & PlaceHeat & Place Cool & Place

Examine 
in Light

EIF task types in ALFRED

One task example

Task arguments
Item(s): Ladle  Receptacle: Table  Scene #: 27

One expert annotation
High-level instruction: Place a clean ladle on a table

Low-level 
instruction:

Ego-centric
RGB input:

Turn around 
and veer left to 
the white table.

Pick up the ladle 
on the table, 
behind the tomato.

Turn right and 
walk to the sink

Wash the ladle 
in the right 
sink basin.

Turn left and 
walk back to 
the white table.

Place the ladle on 
the table in front 
of the white mug.

Low-level 
instruction:

Ego-centric
RGB input:

t = 28 t = 61 t = 74

t = 83 t = 117 t = 164

Figure 2: Example of a Clean & Place task in ALFRED.

A Task Example in ALFRED

As shown in Figure 2, the ALFRED bench-
mark (Shridhar et al., 2020a) contains a set of
environments associated with long-horizon house-
hold tasks specified by natural language instruc-
tions. As shown in Figure 2, the language instruc-
tion L = {Lhigh, Llow} consists of instructions at
two different levels: a high-level instruction goal
Lhighthat summarizes the task and a sequence of
low-level instructions Llowthat depict the specific
actions required. At the time step t, ALFRED also
provides a visual egocentric observation Vt repre-
sents the world state Wt. There are seven types
of household tasks in ALFRED, namely Pick &
Place, Stack & Place, Pick Two & Place, Clean &
Place, Heat & Place, Cool & Place, and Examine in
Light. An episode is terminated either if an agent
meets the goal conditions specified in L (success)
or reaches the maximum number of steps (fail).

B Full Results on AFLRED

The experiment on ALFRED under two different
settings are illustrated in Table 5.

C Prompt Examples

In this section, we provide three prompt examples
for the LLM-based planner, LLM-based observer,
and LLM-based executor respectively.

LLM-based Planner. In Figure 3, we present
an illustrative prompt example of the LLM-based
planner. The high-level instruction for this
instance is "place a washed bowl into a kitchen
cabinet." The prompt for the LLM-based planner
is constructed to establish the planning task and
define the desired output format. Specifically, the
input provided to the planner is: "Task: place
a washed bowl into a kitchen cabinet." The
resulting output encapsulates both the reasoning
stages and the path of reasoning undertaken
by the LLM-based planner. Given that the
foundation of the planner’s reasoning prowess
lies in its comprehension, we initially expect it
to demonstrate a fundamental understanding of
the task. This is manifested through the presen-
tation of the task’s Task type (in this instance,
"PICK_CLEAN_THEN_PLACE_IN_RECEP").
Subsequently, drawing inspiration from the
concept of Chain-of-Thought Prompting, we
introduce a two-step requirement. Firstly, the
planner is prompted to generate its Thought
process in achieving the task, followed by the
presentation of the ultimate Plan to accomplish
the specified task.

LLM-based Observer. Fig. 4 demonstrates two
prompt examples for the LLM-based observer.
Similar to the prompt design of the LLM-based
planner, the prompt for the LLM-based observer
also starts with a setup that establishes the obser-
vation task. The input to the observer is a set of
information collected from the environment, in-
cluding Room type: indicating which kind of the
room the agent is currently in (kitchen, living room,
bedroom, or bathroom), Task description: spec-
ifying the current subtask (which is generated by
the LLM-based planner) to complete, Previously
found objects: storing all the objects detected by
the agent from the start of the episode to current
time step, Objects seen in current observation:
pointing out the objects detected in the agent’s cur-
rent egocentric view, Holding object: tracking the
object that is currently holden by the agent, and Er-
ror message: tracking the error that causes action
failures to facilitate exception handling capability
of agent. Since successful action in the simulator
typically results in the RGB change of the egocen-
tric observation, we can detect action failures by
comparing the egocentric observations before and
after the execution of the action. If one kind of
action failure is detected, then the error message of
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Method Test Seen Test Unseen
PLWGC GC PLWSR SR PLWGC GC PLWSR SR

High-level Goal Instruction + Low-level step-by-step instructions
Seq2Seq (Shridhar et al., 2020a) 6.27 9.42 2.02 3.98 4.26 7.03 0.08 3.90
MOCA (Singh et al., 2020) 22.05 28.29 15.10 22.05 9.99 14.28 2.72 5.30
E.T. (Pashevich et al., 2021) 34.93 45.44 27.78 38.42 11.46 18.56 4.10 8.57
LWIT (Nguyen et al., 2021) 23.10 40.53 43.10 30.92 16.34 20.91 5.60 9.42
FILM (Min et al., 2021) 15.06 38.51 11.23 27.67 14.30 36.37 10.55 26.49
OPEx 22.08 54.81 14.52 44.03 15.27 54.18 13.48 41.85
High-level goal instructions only
LAV (Nottingham et al., 2021) 13.18 23.21 6.31 13.35 10.47 17.27 3.12 6.38
HLSM (Blukis et al., 2022) 11.53 35.79 6.69 25.11 8.45 27.24 4.34 16.29
LGS-RPA (Murray and Cakmak, 2022) 24.49 41.71 16.65 33.01 20.01 38.55 12.92 27.80
EPA (Liu et al., 2022c) 3.47 44.14 2.56 39.96 3.91 39.54 2.92 36.07
LLM-Planner (Song et al., 2023) - 24.57 - 15.33 - 22.89 - 13.41
FILM (Min et al., 2021) 14.17 36.15 10.39 25.77 13.13 34.75 9.67 24.46
OPEx-S 20.13 54.27 13.64 43.51 18.46 53.82 12.57 41.27

Table 5: Main Results on the test splits of ALFRED benchmark.

the corresponding action failure will be gathered by
the LLM-centric observer. The designing purpose
of the LLM-based observer is not only to gather
information but also to serve as an “information
gate” that filters out task-irrelevant information and
effectively organizes the task-relevant information
for better grounded planning and acting.

LLM-based Executor. A prompt example of
completing “Explore the room to have a general
idea of the environment” is illustrated in Fig. 5.
Specifically, the prompt of the LLM-based execu-
tor also starts with a setup establishing the execu-
tion task and indicating the desired output format.
Afterward, the setup is followed by the input to the
LLM-centric executor, which consists of Observa-
tion: presenting the current language description
of the word state generated by the LLM-based ob-
server, Found objects: tracking all the objects
detected by the agents, Objects seeing in current
observation: noting the objects detected from cur-
rent egocentric visual observation, Previous steps:
tracking the steps taken for the current subtask, and
Current objective: specifying the current subtask
to complete. Inspired by ReAct, we require the
LLM-based executor to generate not only the fi-
nal skill action plan Action but also the reasoning
paths Thought in the first place.

Setup: You are an intelligent planner for a household robot agent in a simulated 
environment. There are 7 types of household tasks, including: 
‘PICK_TWO_OBJ_AND_PLACE’, 
‘PICK_CLEAN_THEN_PLACE_IN_RECEP’, ‘PICK_AND_PLACE_SIMPLE’, 
‘PICK_HEAT_THEN_PLACE_IN_RECEP’, ‘LOOK_AT_OBJ_IN_LIGHT’, 
‘PICK_AND_PLACE_WITH_MOVABLE_RECEP’, and 
‘PICK_COOL_THEN_PLACE_IN_RECEP’.
Let‘s first understand the task. Then simply answer which type of task the robot is 
completing. Please output the task type starting with the header ’Task type:‘. After 
that, you will first devise a thought of how to complete the task, then create a step-
by-step plan based on all the information to solve the problem. 
Please output the thought starting with the header ’Thought:‘ followed by the 
thought. 
Please output the plan starting with the header ’Plan:‘ and then followed by a 
numbered list of steps. At the end of your plan, say ’<END_OF_PLAN>’.

Task: put a washed bowl away in a kitchen cabinet.
Task type: PICK_CLEAN_THEN_PLACE_IN_RECEP
Thought: To complete the task, the robot needs to find a bowl, a sink basin for 
washing the bowl, and a cabinet to set the bowl in. The most efficient way is to first 
find and pick a bowl, then find a sink basin to wash the bowl,  and finally find a 
cabinet to put the bowl in.
Plan:
0. Explore the room to have a general idea of the environment.
1. Find a bowl in the room.
2. Pick up the bowl.
3. Find a sink basin.
4. Wash the bowl in the sink basin.
5. Find a kitchen cabinet.
6. Put the bowl in the cabinet.
<END_OF_PLAN>

Figure 3: Prompt example of the LLM-based Planner.
Setup is fixed for all the input test cases, Task is the
input to the LLM-based planner that varies for distinct
input test cases, Task type, Tought, and Plan are the
content required to be generated by the LLM-based
planner. The same color mode applies to other figures.
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Setup: You are a helpful assistant helping a robot agent with household tasks in a 
room simulated by the ALFRED game environment. You'll be given the type of the 
room, a description of the task, a list of found objects, a list of objects in the current 
observation, the object held by the robot agent, and the error message of the last 
interaction action.
Your goal is to provide the robot agent with a brief task-centered description of the 
current state so that it can focus on task-relevant information and not be distracted 
by irrelevant and hallucinatory information. Please output the description of the 
environment with the header 'Observation:'.

Room type: Kitchen.
Task description: Explore the room to have a general idea of the environment.
Previously found objects: Shelf, SaltShaker.
Objects seen in current observation: Shelf.
Holding object: None.
Error message: None.
Observation: You are currently in a kitchen. The main object in the room is a 
shelf. You have previously found a shelf and a salt shaker. You are not currently 
holding any objects.

Room type: Kitchen.
Task description: Explore the room to have a general idea of the environment.
Previously found objects: Knife, SinkBasin, Cabinet, CoffeeMachine, 
CounterTop, Drawer, Fridge, GarbageCan, Microwave, Shelf, SaltShaker.
Objects seen in current observation: None.
Holding object: None.
Error message: None.
Observation: You are in a kitchen. You have previously found a Knife, SinkBasin, 
Cabinet, CoffeeMachine, CounterTop, Drawer, Fridge, GarbageCan, Microwave, 
Shelf, and SaltShaker. There are no objects currently in your observation. You are 
not holding any objects. 

Figure 4: Prompt example of the LLM-based Observer.

Setup: You are controlling a robot agent in a 3D environment with the function 
tool named 'Play'. 
The tool accepts a command as input and returns the observation of the 
environment after the command is executed by the agent.
A valid command is a string of two words separated by a comma. The first word is 
the name of the action, and the second word is the target of the action.
Valid action names are: {ALL_VALID_ACTION_STR}.
Valid targets are: {ALL_VALID_DETECTOR_STR}.
For example, 'pick up the sliced apple' is not a valid command, but 
'PickupObject,AppleSliced' is.
You will control the agent to complete a task specified by 'Current objective'.

Observation: You are currently in a kitchen. The main object in the room is a 
shelf. You have previously found a shelf and a salt shaker. You are not currently 
holding any objects.
Found objects: Shelf, SaltShaker
Objects seeing in current observation: Shelf
Previous steps: steps=[]
Current objective: Explore the room to have a general idea of the environment.
Thought: I will explore the room to have a general idea of the environment.
Action: Play[Explore,None]

Observation: You are in a kitchen. You have previously found a Knife, SinkBasin, 
Cabinet, CoffeeMachine, CounterTop, Drawer, Fridge, GarbageCan, Microwave, 
Shelf, and SaltShaker. There are no objects currently in your observation. You are 
not holding any objects.
Found objects: Knife, SinkBasin, Cabinet, CoffeeMachine, CounterTop, Drawer, 
Fridge, GarbageCan, Microwave, Shelf, SaltShaker
Objects seeing in current observation: None
Previous steps: steps=[(Action: Play[Explore,None], Thought: I will explore the 
room to have a general idea of the environment.)]
Current objective: Explore the room to have a general idea of the environment.
Thought: I have successfully completed the current objective by doing one round 
of exploration. More objects are found. I will finish here.
Action: Finish[yes] 

Figure 5: Prompt example of the LLM-based Executor.
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