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Abstract

The widespread use of large language mod-
els (LLMs) has sparked concerns about the po-
tential misuse of AI-generated text, as these
models can produce content that closely resem-
bles human-generated text. Current detectors
for AI-generated text (AIGT) lack robustness
against adversarial perturbations, with even mi-
nor changes in characters or words causing
a reversal in distinguishing between human-
created and AI-generated text. This paper in-
vestigates the robustness of existing AIGT de-
tection methods and introduces a novel detec-
tor, the Siamese Calibrated Reconstruction Net-
work (SCRN). The SCRN employs a recon-
struction network to add and remove noise from
text, extracting a semantic representation that is
robust to local perturbations. We also propose a
siamese calibration technique to train the model
to make equally confident predictions under
different noise, which improves the model’s ro-
bustness against adversarial perturbations. Ex-
periments on four publicly available datasets
show that the SCRN outperforms all baseline
methods, achieving 6.5%-18.25% absolute ac-
curacy improvement over the best baseline
method under adversarial attacks. Moreover,
it exhibits superior generalizability in cross-
domain, cross-genre, and mixed-source scenar-
ios. The code is available at https://github.
com/CarlanLark/Robust-AIGC-Detector.

1 Introduction

Large Language Models (LLMs) such as GPT-4
(Achiam et al., 2023) have shown great promise in
producing text that closely mimics human language
(Wang et al., 2023b; Chiang and Lee, 2023; Park
et al., 2023). However, concerns about the misuse
of AI-generated text (AIGT) have arisen in vari-
ous areas, including the spread of fake news (Han-
ley and Durumeric, 2023), academic dishonesty
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Figure 1: An example of adversarial perturbation to a
RoBERTa-based AIGT detector.

(Perkins et al., 2023), and gender bias (Wan et al.,
2023). To tackle these issues, various AIGT detec-
tion methods have been developed, using statistical
features from language models and text features
from different model architectures and training ap-
proaches (Solaiman et al., 2019; Gehrmann et al.,
2019; Mitchell et al., 2023; Guo et al., 2023).

Current AI-generated text (AIGT) detectors can
effectively identify AI-generated text but strug-
gle with minor adversarial perturbations, such as
word substitutions or character swapping (Peng
et al., 2023; Cai and Cui, 2023). Small changes
that do not change the original text’s meaning can
cause these detectors to fail. Figure 1 shows a
concrete example: a RoBERTa-based AIGT de-
tector can be fooled into classifying AI-generated
text as human-written by simply abbreviating "Cal-
ifornia" to "Calif." This example underscores the
limitations of relying solely on token-level features.
Therefore, developing robust AIGT detection meth-
ods that rely on high-level features is crucial to
counteract adversarial perturbation attacks.

To address these challenges, we introduce
the Siamese Calibrated Reconstruction Network
(SCRN), which consists of an encoder, a recon-
struction network, and a classification head. The
model first converts input texts into token represen-
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tations, then introduces random Gaussian noise to
simulate a perturbation attack. The reconstruction
network, acting as a denoising auto-encoder (Vin-
cent et al., 2008), aims to remove this noise and
recover the original representations. The classifi-
cation head processes these denoised features to
produce the final result. During training, we opti-
mize both classification and reconstruction losses,
encouraging the model to learn representations that
are resilient to random input perturbations.

Empirically, we observe that a model trained for
robustness against random perturbations may not
necessarily be robust against adversarial perturba-
tions. To address this issue, we introduce a training
technique called siamese calibration. During train-
ing, the model generates two classification results
using two independent sets of random noise. The
training procedure aims to minimize the symmet-
ric Kullback–Leibler (KL) divergence between the
two output probability distributions. Since KL di-
vergence is sensitive to changes in probabilities at
all confidence levels, the model can incur a signifi-
cant loss even when it makes consistently correct
predictions but with varying confidence levels due
to different noise. This stronger constraint forces
the model to make equally confident predictions
regardless of the noise. In experiments, we find that
this approach encourages the model to rely more
on high-level contextual features, thereby signifi-
cantly enhancing its robustness against adversarial
attacks.

Our contributions are as follows:
(1) We introduce a reconstruction network that

enhances the model’s robustness by promoting the
learning of resilient representations under token-
level perturbations.

(2) We propose a siamese calibration technique
that trains the model to make predictions with con-
sistent confidence levels for various random per-
turbations, which improves its robustness against
adversarial attacks.

(3) We establish a comprehensive benchmark for
assessing the robustness of AIGT detection meth-
ods against a range of adversarial perturbations, in-
cluding word-level and character-level substitution,
deletion, insertion, and swapping. This benchmark
encompasses a wide variety of detectors, such as
metric-based and model-based detectors, trained us-
ing different methods. We evaluate these detectors
on four publicly available datasets to test their ro-
bustness in in-domain, cross-domain, cross-genre,
and mixed-source scenarios.

(4) Our experiments on the benchmark show
that SCRN significantly outperforms all baselines
in terms of robustness, achieving higher accuracy
under adversarial perturbation attacks. Specifically,
our method improves over the best baseline method
by 11.25, 18.25, 14.5, and 15.75 absolute points of
accuracy under attack in in-domain, cross-domain,
cross-genre, and mixed-source scenarios, respec-
tively.

2 Related Work

In recent years, Large Language Models (LLMs)
like GPT-2 (Radford et al., 2019) and GPT-3
(Brown et al., 2020) have shown impressive per-
formance in various natural language generation
tasks (Kamalloo et al., 2023; Wang et al., 2023b;
Cheng et al., 2023b; Chiang and Lee, 2023; Park
et al., 2023; Qin et al., 2023). However, the advent
of more advanced models such as GPT-4 (Achiam
et al., 2023) has raised concerns about the poten-
tial misuse of AI-generated texts (AIGT) in areas
like fake news (Hanley and Durumeric, 2023; Zhou
et al., 2023), academic cheating (Perkins et al.,
2023; Foltynek et al., 2023), and ingroup bias (Wan
et al., 2023; Gallegos et al., 2023). This highlights
the importance of robust detection mechanisms to
ensure the security and reliability of applications
using LLMs.

To differentiate between human-written and AI-
generated texts, various AIGT detection methods
have been developed (Gehrmann et al., 2019; Ip-
polito et al., 2020; Uchendu et al., 2021; Guo et al.,
2023; Mitchell et al., 2023). These methods fall
into two categories: metric-based and model-based.
Metric-based methods use a language model to
generate scores for the text and create statistical
features from them, such as probability score (So-
laiman et al., 2019), rank score (Mitchell et al.,
2023), and entropy score (Gehrmann et al., 2019).
Model-based methods, on the other hand, employ
neural network architectures and supervised learn-
ing to train detectors end-to-end using labeled text.
For example, OpenAI trained a RoBERTa model
to detect GPT-2-generated text (Solaiman et al.,
2019), while (Guo et al., 2023) developed a Chat-
GPT detector based on question-answer text from
various domains.

However, research shows that both metric-based
and model-based detectors are susceptible to adver-
sarial perturbations (Cai and Cui, 2023; Peng et al.,
2023), such as synonym replacement (Ren et al.,
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2019; Jin et al., 2020). This means that minor word
changes can lead to incorrect classification of AI-
generated texts in various fields, including news,
education, and finance.(Peng et al., 2023) While ro-
bust methods have been introduced in related areas
like sentiment analysis (Wang et al., 2023c) and
speech recognition (Cheng et al., 2023a), a compre-
hensive analysis of the resilience of AIGT detectors
against adversarial perturbations remains lacking.
In this work, we aim to explore the robustness of
existing detectors against adversarial perturbations,
both in-domain and out-of-domain.

3 Siamese Calibrated Reconstruction
Network

3.1 Model Architecture
Encoder Given a dataset D = {(x, y)}, where
x = (w1, w2, ..., wn) is the input text with n tokens
and y denotes the binary label (human or AI), we
use a pre-trained RoBERTa (Liu et al., 2019) as the
encoder to obtain the text representation:

[h1, h2, ..., hn] = RoBERTa(w1, w2, ..., wn)

where hi ∈ Rd are the encoded tokens.

Reconstruction Network To make the detector
more robust to text perturbations, we simulate an
actual perturbation by adding random noise to each
hi, then utilize a reconstruction network to remove
the noise. To inject noise, we split the token repre-
sentation into a semantic term and a perturbation
term, where the former retains the semantic mean-
ing and the latter contains noise. This approach is
inspired by (John et al., 2019), which separates the
text representation into semantic and style terms to
control text style.

Specifically, for the i-th token representation
hi ∈ Rd, we use an MLP encoder to map it to
a lower-dimensional latent space:

zi = MLP(enc)(hi)

where zi ∈ Rdz is the i-th latent representation.
We define a semantic term z

(s)
i and a perturbation

term z
(p)
i based on zi as follows:

z
(s)
i = W (s)zi + b(s)

z
(p)
i = W (p)zi + b(p)

Here, W (s) ∈ Rdz×dz ,W (p) ∈ Rdz×1, b(s) ∈
Rdz , b(p) ∈ R are trainable parameters.

Then we combine the two terms to define a noisy
latent representation:

z̃i = z
(s)
i + ϵ · z(p)i · I

where ϵ ∼ N (0, 1) is a standard Gaussian noise
and I ∈ Rdz is a scalar vector with each entry equal
to 1.

To control the numerical scale of latent represen-
tations, we introduce a regularization term:

Lreg(x)=
1

n

n∑

i=1

(
∥z(s)i ∥22+|z(p)i |

2
−α·log(|z(p)i |)

)

Here, the first two terms serve to penalize the large
numerical scale of the latent representations, while
the third term aims to prevent the noise scale from
decreasing to zero. The hyperparameter α allows
for adjusting the degree of penalty applied.

Finally, an MLP decoder is applied to reconstruct
the original token representation based on the noisy
latents:

h
(re)
i = MLP(dec)(z̃i)

where h
(re)
i ∈ Rd represents the reconstructed i-th

token representation. The reconstruction error is
the mean square error between the reconstructed
representation and the original one:

Lmse(x) =
1

n

n∑

i=1

||h(re)i − hi||22

The final reconstruction loss is the sum of the recon-
struction error and the regularization term, where
β is a hyperparameter.

Lre = − 1

|D|
∑

x∈D
(Lmse(x) + β · Lreg(x))

Classification Head After obtaining the recon-
structed token representations, we use a max pool-
ing layer to extract the feature of the final classifi-
cation:

h(cls) = MaxPooling([h(re)1 , ..., h(re)n ]).

Then we predict the label ŷ using a MLP classifier.
The classification loss is the standard cross-entropy
loss, denoted by Lcls.
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Figure 2: The architecture of SCRN. The input is first encoded by a pre-trained RoBERTa encoder. Then the
representation is mapped to a lower-dimensional space by the Re-Encoder to construct the semantic term and
the perturbation term, based on which the representation is reconstructed by the Re-Decoder. The denoised
representation is used to predict class distributions. Finally, a discrepancy loss is minimized to calibrate the class
distributions of two parameter-shared branches.

3.2 Siamese Calibration

The reconstruction loss helps the detector learn ro-
bust representations against random perturbations,
but it does not guarantee robustness against tar-
geted adversarial perturbations. Empirically, we
find that the model, optimized with both reconstruc-
tion and classification losses, remains vulnerable
to adversarial attacks.

To address this issue, we propose a siamese cal-
ibration training strategy. This strategy aims to
minimize the symmetric Kullback-Leibler (KL)
divergence between the outputs of two inference
branches, each subjected to independent random
noises, given the same input. Specifically, let
P (x, ϵ) be the predicted class distribution for input
x with noise ϵ. The symmetric divergence is then
defined as the average of DKL(P (x, ϵ)||P (x, ϵ′))
and DKL(P (x, ϵ′)||P (x, ϵ)), where ϵ and ϵ′ are in-
dependent copies of random noise, and DKL repre-
sents the Kullback–Leibler (KL) divergence. Un-
like the cross-entropy loss, which is negligible for
correct predictions with high confidence, the sym-
metric divergence is sensitive to all confidence lev-
els. For instance, consider the correct label is AI.
If the first branch predicts AI with a probability
of 0.99 and the second branch predicts AI with a
probability of 1− δ perturbated by a different ran-
dom noise, where δ < 0.01, the cross-entropy loss
for both branches is less than 0.01, providing little
incentive for further optimization. However, the

symmetric divergence between these two distribu-
tions can approach infinity as δ → 0. We define
the siamese calibration loss, denoted as Lsc, as
the symmetric divergence across all training inputs
x ∈ D. This loss specifically penalizes inconsistent
confidence levels, imposing a stricter requirement
than the cross-entropy loss. By minimizing this
loss, the detector is encouraged to focus on high-
level contextual features that are less susceptible to
token perturbations.

For training the SCRN model, we make a
weighted summing over the above three losses:

Lall = λ1(Lcls + L′
cls) + λ2(Lre + L′

re) + λ3Lsc

where Lcls,L′
cls are classification losses of two

branches, Lre,L′
re are reconstruction losses, and

Lsc is siamese calibration loss. λ1, λ2, λ3 are hy-
perparameters.

Siamese calibration is only applicable during
training. During inference, the detector generates
a single copy of random noise and produces a sin-
gle prediction. Training with siamese calibration
significantly enhances the model’s prediction con-
sistency during inference. Analysis in Appendix
A.7 shows that the fluctuation in inference robust-
ness between two independent branches becomes
negligible after implementing siamese calibration.
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Scenarios Train Set Test Set Num. Train Num. Test Num. Attack

In-domain HC3 train HC3 test 76,905 8,544 400
Cross-domain HC3 train TruthfulQA 76,905 1,634 400
Cross-genre HC3 train GhostBuster 76,905 6,000 400
Mixed-source SeqXGPT-Bench train SeqXGPT-Bench test 10,800 1,200 400

Table 1: Statistics of datasets for different AIGT detection scenarios.

4 Experiments

4.1 Experimental Setup

Datasets To assess the robustness of AIGT
detectors to adversarial perturbations, we
conduct experiments on four public datasets:
HC3(Guo et al., 2023), TruthfulQA(He et al.,
2023), Ghostbuster(Verma et al., 2023), and
SeqXGPT-Bench(Wang et al., 2023a). These
datasets encompass a wide range of AIGT
scenarios, including in-domain, cross-domain,
cross-genre, and mixed-source. The datasets and
number of samples used for training and evaluating
AIGT detectors are listed in Table 1. For dataset
details, see Appendix A.1.

Metrics Following the approach of (Wang et al.,
2023c), we assess model accuracy and robustness
using four metrics: (1) Original Accuracy (OA%
↑) measures the model’s raw accuracy without ad-
versarial perturbations. (2) Accuracy Under Attack
(AUA% ↑) quantifies the model’s accuracy on ad-
versarially perturbed text. (3) Attack Success Rate
(ASR% ↓) indicates the percentage of test samples
successfully fooled by the attacker. (4) Average
Number of Queries (ANQ ↑) represents the aver-
age number of adversarial attack queries on test
samples, with higher values indicating a more ro-
bust model. The symbols ↑ and ↓ denote that higher
and lower values are better, respectively. Addition-
ally, we report traditional Precision, Recall, and
micro-F1 scores when no attack is performed.

Adversarial Perturbations In our experiments,
adversarial perturbations are conducted by three
attack methods: PWWS (Ren et al., 2019), Deep-
Word-Bug (Gao et al., 2018), and Deep-Word-
Bug (Gao et al., 2018). These methods involve
various types of adversarial perturbations including
character-level and word-level substitution, dele-
tion, and insertion. More details can be found in
Appendix A.2

Baselines To create a comprehensive benchmark,
we do our best to select a wide range of de-

tector methods. These include metric-based de-
tectors such as Log-Likelihood(Solaiman et al.,
2019), Log-Rank(Mitchell et al., 2023), En-
tropy(Gehrmann et al., 2019), GLTR(Gehrmann
et al., 2019), and SeqXGPT(Wang et al.,
2023a), along with model-based detectors like
Bert(Devlin et al., 2019), Roberta(Liu et al.,
2019), Deberta(He et al., 2020), and ChatGPT-
Detector(Guo et al., 2023). We also implemented
recent methods for enhancing classification robust-
ness in other NLP tasks, such as Flooding(Ishida
et al., 2020), RDrop(Wu et al., 2021), Ran-
MASK(Zeng et al., 2023), and RMLM (Wang
et al., 2023c). Details can be found in Appendix
A.3.

Experiment Settings To ensure a fair compari-
son of the AIGT detectors, all models were trained
on 8 * 32GB NVIDIA V100 GPUs and evaluated
on a single 32GB NVIDIA V100 GPU, using the
same environment. We utilized the base versions of
pre-trained Bert, RoBERTa, and DeBERTa models
as employed in the compared detectors. The im-
plemented methods were based on their officially
released code, and for the ChatGPT-Detector, we
utilized the provided model weight. The hyperpa-
rameters of SCRN and more information can be
found in Appendix A.4.

4.2 In-domain Robustness

In the in-domain scenario, where the test data
comes from the same domain as the training data
(HC3), our SCRN model demonstrates superior ro-
bustness against various types of adversarial per-
turbations from three attack methods. As illus-
trated in Table 3, SCRN achieves a notable im-
provement in Accuracy Under Attack (AUA), with
a 6.5-11.25 absolute increase compared to the best
baseline detector. The AUA values for SCRN re-
main high, exceeding 91.25 under all three attack
methods, only marginally lower than its original
accuracy without any attacks. Table 3 also re-
veals that evasion attacks (tricking the model into
classifying AI-generated answers as human, de-
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Methods P.(AI) R.(AI) P.(H.) R.(H.) F.(Overall)

Log-Likelihood 95.43 95.61 97.98 97.90 97.18
Log-Rank 96.30 95.87 98.11 98.31 97.54
Entropy 89.90 87.69 94.41 95.47 93.00
GLTR 96.84 95.76 98.06 98.57 97.68
SeqXGPT 97.92 100.0 100.0 99.03 99.33
Bert 98.28 100.0 100.0 99.20 99.45
Roberta 99.45 100.0 100.0 99.74 99.80
Deberta 99.74 100.0 100.0 99.88 99.92
ChatGPT-Detector 99.03 99.15 99.61 99.56 99.58
Flooding 99.67 100.0 100.0 99.85 99.89
RDrop 99.67 99.96 99.98 99.85 99.88
RanMASK 87.73 100.0 100.0 93.58 95.67
RMLM 96.15 100.0 100.0 96.00 98.00
SCRN 99.78 100.0 100.0 99.90 99.93

Table 2: Results of in-domain AIGT detection without
attack. P.(AI) and R.(AI) denote Precision and Recall
for AI-generated text as positive samples, while P.(H.)
and R.(H.) indicate Precision and Recall for human-
created text as positive samples.

noted by AI→Human) are easier than obfuscation
attacks (tricking the model into classifying human-
generated answers as AI, denoted by Human→AI)
on HC3. This is likely because human-generated
answers are diverse (Ma et al., 2023), making it
challenging to perturb them all to resemble AI-
generated responses.

In the absence of adversarial perturbation, all
detectors except RanMASK demonstrate high per-
formance, as illustrated in Table 2. RanMASK’s
lower accuracy can be attributed to its masking of
30% of the text during both training and inference,
resulting in significant information loss.

4.3 Cross-domain Robustness

In the cross-domain setting, where the test data
(TruthfulQA) and training data (HC3) come from
different domains but share the same genre (ques-
tion answering), SCRN significantly outperforms
other baseline models. As Table 4 and Table 6
demonstrates, SCRN achieves a notable improve-
ment, with at least a +18.25 increase in absolute
Accuracy Under Attack (AUA). Although abso-
lute accuracy tends to be lower in cross-domain
scenarios, SCRN’s margin of lead is even more
pronounced.

4.4 Cross-genre Robustness

In the cross-genre setting, the test data
(Ghostbuster) is from a different genre than the
training data (HC3). Specifically, Ghostbuster
comprises news articles, essays, and creative writ-
ings, while HC3 is a question-answering dataset. As
shown in Table 5 and Table 7, SCRN outperforms

all baseline models in overall Accuracy Under
Attack (AUA) and Attack Success Rate (ASR).

We observe that SCRN’s AUA is lower
than some baselines under obfuscation attacks
(Human→AI). However, SCRN is substantially
more robust under evasion attacks (AI→Human),
achieving 71% AUA, while baseline models’ scores
are near zero. This indicates that in the cross-genre
setting, minor perturbations on AI-generated con-
tent can easily lead to a “Human” prediction by
baseline models, as they are not trained on AI-
generated content like news articles, essays, and
creative writings. As a by-product, obfuscation at-
tack against these models become very hard. Prac-
tically speaking, defending against evasion attacks
is more important. SCRN demonstrates balanced
robustness, underscoring its generalizability.

It is also noteworthy that RMLM, a model ob-
tained through adversarial training, shows good ro-
bustness in the in-domain setting but fails in cross-
domain and cross-genre settings. This suggests that
merely augmenting the training set with adversar-
ial data is insufficient to enhance the model’s ro-
bustness against out-of-distribution samples (Wang
et al., 2022).

4.5 Mixed-source Robustness
Tables 8 and 9 present the results on the
SeqXGPT-Bench dataset, which comprises AI-
generated content from various LLMs in mixed-
source scenarios. Notably, SCRN shows excellent
performance both with and without attacks.

Specifically, model-based detectors like SCRN
significantly outperform metric-based detectors in
the absence of an attack. However, the accuracy of
all models decreases with the PWWS attack. Com-
pared to the best-performing baseline, RMLM, our
SCRN achieves a notable improvement of 15.75
in Accuracy Under Attack (AUA), consistent with
other settings.

4.6 Ablation Study
In this section, we perform an ablation study to eval-
uate the effectiveness of our key design choices. To
assess the impact of siamese calibration, we train
the SCRN model without it, denoted as SCRN-
SC. Table 10 shows that the detector’s robustness
significantly worsens across all four AIGT scenar-
ios. Notably, the accuracy under attack (AUA) of
SCRN-SC is lower than the baseline RoBERTa de-
tector (SCRN-SC-R) in the in-domain setting. This
decline may be attributed to SCRN-SC’s inclusion

6010



AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 96.00 0.00 100.00 957.42 100.00 99.00 1.00 1223.54 98.00 49.50 49.49 1090.48
Log-Rank 96.50 0.00 100.00 974.20 99.00 98.50 0.51 1233.61 97.75 49.25 49.62 1103.90
Entropy 86.00 0.00 100.00 962.97 95.00 79.00 16.84 1112.75 90.50 39.50 56.35 1037.86
GLTR 95.00 0.00 100.00 986.10 99.00 83.50 15.66 1136.52 97.00 41.75 56.96 1061.31
SeqXGPT 99.50 11.00 88.94 1368.07 100.00 100.00 0.00 1224.88 99.75 55.50 44.36 1296.47
BERT 100.00 1.50 98.50 1070.74 99.50 98.50 1.01 1211.18 99.75 50.00 49.87 1140.96
RoBERTa 100.00 38.50 61.50 1332.60 100.00 99.50 0.50 1223.76 100.00 69.00 31.00 1278.18
DeBERTa 100.00 3.00 97.00 1170.89 100.00 99.50 0.50 1223.53 100.00 51.25 48.75 1197.21
ChatGPT-Detector 98.00 0.00 100.00 1074.98 100.00 99.50 0.50 1224.60 99.00 49.75 49.75 1149.79
Flooding 100.00 23.00 77.00 1422.60 100.00 100.00 0.00 1225.00 100.00 61.50 38.50 1323.81
RDrop 99.50 67.50 32.16 1585.15 100.00 100.00 0.00 1225.12 99.75 83.75 16.04 1405.08
RanMASK 100.00 50.00 50.00 1562.84 100.00 100.00 0.00 1245.97 100.00 75.00 25.00 1404.40
RMLM 100.00 73.50 26.50 1561.35 100.00 98.50 1.50 1216.52 100.00 86.00 14.00 1388.94
SCRN 100.00 94.50 5.50 1665.53 100.00 100.00 0.00 1225.02 100.00 97.25 2.75 1445.28

D
ee

p-
W

or
d-

B
ug

Log-Likelihood 96.00 0.00 100.00 109.20 100.00 100.00 0.00 306.24 98.00 50.00 48.98 207.72
Log-Rank 96.50 0.00 100.00 110.93 99.00 99.00 0.00 308.03 97.75 49.50 49.36 209.48
Entropy 86.00 0.00 100.00 108.82 95.00 92.50 2.63 295.70 90.50 46.25 48.90 202.26
GLTR 95.00 0.00 100.00 114.79 99.00 98.50 0.51 306.09 97.00 49.25 49.23 210.44
SeqXGPT 99.50 8.00 91.96 139.96 100.00 100.00 0.00 306.16 99.75 54.00 45.86 223.06
BERT 100.00 12.50 87.50 152.30 99.50 98.50 1.01 282.92 99.75 55.50 44.36 217.61
RoBERTa 100.00 53.00 47.00 293.59 100.00 100.00 0.00 302.58 100.00 76.50 23.50 298.08
DeBERTa 100.00 32.00 68.00 171.36 100.00 100.00 0.00 295.56 100.00 66.00 34.00 233.46
ChatGPT-Detector 98.00 13.50 86.22 161.07 100.00 100.00 0.00 301.62 99.00 56.75 42.68 231.34
Flooding 100.00 35.00 65.00 175.48 100.00 100.00 0.00 275.71 100.00 67.50 32.50 225.59
RDrop 99.50 60.50 39.20 367.74 100.00 100.00 0.00 306.09 99.75 80.25 19.55 336.92
RanMASK 100.00 59.00 41.00 332.98 100.00 100.00 0.00 315.78 100.00 79.50 20.50 324.38
RMLM 100.00 66.00 34.00 377.24 100.00 100.00 0.00 308.91 100.00 83.00 17.00 343.08
SCRN 100.00 87.50 12.50 437.50 100.00 100.00 0.00 305.93 100.00 93.75 6.25 371.72

Pr
ut

hi

Log-Likelihood 96.00 1.00 98.96 9000.48 100.00 100.00 0.00 9519.34 98.00 50.50 48.47 9259.91
Log-Rank 96.50 1.00 98.96 10084.75 99.00 99.00 0.00 9557.18 97.75 50.00 48.85 9820.96
Entropy 86.00 0.00 100.00 7920.77 95.00 90.50 4.74 9085.92 90.50 45.25 50.00 8503.35
GLTR 95.00 1.00 98.95 10321.49 99.00 95.00 4.04 9507.22 97.00 48.00 50.52 9914.36
SeqXGPT 99.50 1.00 98.99 10505.46 100.00 100.00 0.00 9609.78 99.75 50.50 49.37 10057.62
BERT 100.00 21.00 79.00 17460.63 99.50 98.00 1.51 9502.22 99.75 59.50 40.35 13481.42
RoBERTa 100.00 57.00 43.00 20431.19 100.00 100.00 0.00 9561.62 100.00 78.50 21.50 14996.40
DeBERTa 100.00 34.50 65.50 17338.08 100.00 99.50 0.50 9606.24 100.00 67.00 33.00 13472.16
ChatGPT-Detector 98.00 36.50 62.76 18563.57 100.00 99.50 0.50 9591.88 99.00 68.00 31.31 14077.72
Flooding 100.00 68.50 31.50 20823.59 100.00 100.00 0.00 9540.92 100.00 84.25 15.75 15182.26
RDrop 99.50 69.00 30.65 20132.45 100.00 99.50 0.50 9516.64 99.75 84.25 15.54 14824.54
RanMASK 100.00 68.50 31.50 21052.49 100.00 98.00 2.00 9748.31 100.00 83.25 16.75 15400.40
RMLM 100.00 71.50 28.50 20949.12 100.00 98.00 2.00 9373.92 100.00 84.75 15.25 15161.52
SCRN 100.00 82.50 17.50 21122.83 100.00 100.00 0.00 9540.20 100.00 91.25 8.75 15331.52

Table 3: Results of in-domain AIGT detection under different adversarial attack methods.

P.(AI) R.(AI) P.(H.) R.(H.) F.(Overall)

Log-Likelihood 95.88 76.99 80.78 96.67 86.71
Log-Rank 94.86 72.21 77.57 96.08 83.92
Entropy 97.56 48.84 65.88 98.78 72.06
GLTR 87.61 71.85 76.14 89.84 80.69
SeqXGPT 95.03 88.86 89.54 95.35 92.10
Bert 99.54 80.05 83.32 99.63 89.74
Roberta 82.77 87.03 86.32 86.32 84.45
Deberta 97.99 89.35 90.21 98.16 93.75
ChatGPT-Detector 97.94 92.90 93.25 98.04 95.47
Flooding 84.19 88.00 87.44 83.48 85.73
RDrop 90.43 87.88 88.21 90.70 89.29
RanMASK 86.54 85.80 85.92 86.66 86.23
RMLM 97.61 80.05 83.09 98.04 88.96
SCRN 98.71 83.97 86.05 98.90 91.38

Table 4: Results of cross-domain AIGT detection on
SeqXGPT-Bench dataset without attack.

of random noise during inference, which, without

P.(AI) R.(AI) P.(H.) R.(H.) F.(Overall)

Log-Likelihood 92.60 75.03 79.01 94.00 84.38
Log-Rank 95.58 63.43 72.64 97.07 79.68
Entropy 72.45 75.03 74.11 71.47 73.24
GLTR 96.36 53.77 67.94 97.97 74.63
SeqXGPT 86.32 84.37 84.71 86.63 85.50
Bert 89.82 59.10 69.52 93.30 75.48
Roberta 83.07 83.43 83.36 83.00 83.22
Deberta 79.51 90.67 89.14 76.63 83.57
ChatGPT-Detector 86.46 69.40 69.08 90.70 74.42
Flooding 83.75 87.60 87.00 83.00 85.29
RDrop 77.05 94.43 92.81 71.87 82.93
RanMASK 89.84 68.10 74.32 92.30 79.90
RMLM 89.90 57.83 68.92 93.50 74.87
SCRN 73.61 94.67 92.53 66.07 79.96

Table 5: Results of cross-genre AIGT detection on
SeqXGPT-Bench dataset without attack.

siamese calibration, leads to unstable predictions
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AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S
Log-Likelihood 67.00 0.00 100.00 381.32 97.00 97.00 0.00 89.96 82.00 48.50 40.85 235.64
Log-Rank 72.00 0.00 100.00 374.13 95.50 95.00 0.52 89.63 83.75 47.50 43.28 231.88
Entropy 43.50 0.00 100.00 433.91 98.00 80.00 18.37 83.96 70.75 40.00 43.46 258.94
GLTR 66.50 0.00 100.00 376.47 88.50 56.50 36.16 79.80 77.50 28.25 63.55 228.14
SeqXGPT 93.00 4.00 95.70 397.55 98.50 94.00 4.56 97.64 95.75 49.00 48.83 247.60
BERT 80.00 0.00 100.00 384.23 99.50 99.50 0.00 89.24 89.75 49.75 44.57 236.74
RoBERTa 90.50 6.50 92.82 410.38 75.50 74.00 1.99 99.81 83.00 40.25 51.51 255.10
DeBERTa 91.50 1.00 98.91 381.80 98.00 97.50 0.51 88.78 94.75 49.25 48.02 235.29
ChatGPT-Detector 96.00 1.00 98.96 364.00 98.50 88.50 10.15 85.93 97.25 44.75 53.98 224.96
Flooding 90.00 0.00 100.00 387.93 78.00 74.50 4.49 101.59 84.00 37.25 55.65 244.76
RDrop 89.50 6.00 93.30 429.06 89.00 73.50 17.42 91.10 89.25 39.75 55.46 260.08
RanMASK 89.00 1.00 98.88 406.12 81.00 78.00 3.70 98.26 85.00 39.50 53.53 252.19
RMLM 81.50 5.50 93.25 426.98 98.00 98.00 0.00 91.56 89.75 51.75 42.34 259.27
SCRN 86.50 40.50 53.18 551.20 99.50 99.50 0.00 89.24 93.00 70.00 24.73 320.22

Table 6: Results of cross-domain AIGT detection under PWWS attack. More results refer to Appendix A.9.

AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 62.00 0.00 100.00 2700.46 97.50 96.50 1.03 6077.26 79.75 48.25 39.50 4388.86
Log-Rank 64.50 0.00 100.00 2734.98 97.50 95.50 2.05 6054.48 81.00 47.75 41.05 4394.73
Entropy 77.50 0.00 100.00 2783.14 74.00 34.00 54.05 5352.47 75.75 17.00 77.56 4067.80
GLTR 50.50 0.00 100.00 2696.80 97.50 67.50 30.77 5476.04 74.00 33.75 54.39 4086.42
SeqXGPT 85.50 0.00 100.00 2712.97 88.00 65.50 25.57 5776.35 86.75 32.75 62.25 4244.66
BERT 57.00 0.00 100.00 2692.61 95.50 75.00 21.47 5619.45 76.25 37.50 50.82 4156.03
RoBERTa 82.00 0.00 100.00 2655.43 83.00 59.00 28.92 5522.05 82.50 29.50 64.24 4088.74
DeBERTa 90.00 0.00 100.00 2763.66 77.50 53.50 30.97 5329.64 83.75 26.75 68.06 4046.65
ChatGPT-Detector 58.50 0.00 100.00 2606.75 93.00 73.00 21.51 5827.88 75.75 36.50 51.82 4217.32
Flooding 87.50 0.00 100.00 2733.18 82.50 58.00 29.70 5447.84 85.00 29.00 65.88 4090.51
RDrop 95.00 10.00 89.47 3155.59 73.00 65.00 10.96 5973.84 84.00 37.50 55.36 4564.72
RanMASK 67.00 2.00 97.01 2667.19 87.00 75.00 13.79 5433.82 77.00 38.50 50.00 4050.50
RMLM 58.50 9.50 83.76 3397.99 92.00 72.50 21.20 5440.61 75.25 41.00 45.51 4419.30
SCRN 94.50 71.00 24.87 4419.16 70.50 54.50 22.70 5725.79 82.50 62.75 23.94 5072.48

Table 7: Results of cross-genre AIGT detection under PWWS attack. More results refer to Appendix A.10.

AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 72.00 0.50 99.31 1281.86 62.00 53.50 13.71 1667.91 67.00 27.00 59.70 1474.88
Log-Rank 73.50 0.50 99.32 1286.24 62.50 56.00 10.40 1697.20 68.00 28.25 58.46 1491.72
Entropy 63.00 0.00 100.00 1239.29 55.50 27.50 50.45 1396.39 59.25 13.75 76.79 1317.84
GLTR 76.50 0.00 100.00 1260.99 67.50 19.00 71.85 1285.64 72.00 9.50 86.81 1273.32
SeqXGPT 96.50 65.00 32.64 1867.81 96.00 70.00 27.08 1893.98 96.25 67.50 29.87 1880.90
BERT 90.50 1.00 98.90 1204.52 90.00 59.00 34.44 1815.44 90.25 30.00 66.76 1509.98
RoBERTa 95.50 64.50 32.46 1840.19 93.00 62.50 32.80 1729.72 94.25 63.50 32.63 1784.96
DeBERTa 95.50 54.50 42.93 1764.94 96.00 80.00 16.67 1940.47 95.75 67.25 29.77 1852.70
Flooding 96.00 60.50 36.98 1800.01 95.50 53.00 44.50 1610.45 95.75 56.75 40.73 1705.23
RDrop 96.50 69.00 28.50 1819.95 95.00 70.00 26.32 1815.62 95.75 69.50 27.42 1817.78
RanMASK 94.00 60.00 36.17 1784.11 86.00 71.00 17.44 1715.72 90.00 65.50 27.22 1749.92
RMLM 91.00 69.00 24.18 1879.96 91.50 78.00 14.75 1986.50 91.25 73.50 19.45 1933.23
SCRN 95.00 87.00 8.42 1986.98 96.00 91.50 4.69 2099.91 95.50 89.25 6.54 2043.44

Table 8: Results of mixed-source AIGT detection under PWWS attack. The AI-generated texts are from five
sources: GPT-2, GPT-Neo, GPT-J, LLaMa, and GPT-3. More results refer to Appendix A.11.

under adversarial attacks. These findings under-
score the importance of siamese calibration.

To examine the role of the reconstruction net-
work, we replace it with a simple dropout layer,
resulting in the SCRN-R model. As depicted in
Table 10, SCRN-R experiences a decrease in Ac-
curacy Under Attack ranging from 18.0 to 33.25
across the four scenarios. This decline occurs be-

cause the dropout layer merely omits text informa-
tion without simulating adversarial perturbations,
which involve more complex editing actions such
as substitution, insertion, and deletion.

Regarding the noise of the reconstruction net-
work, completely removing the noise ϵ (SCRN-ϵ)
leads to a significant decrease in the detector’s ro-
bustness, particularly in cross-domain scenarios of

6012



P.(AI) R.(AI) P.(H.) R.(H.) F.(Overall)

Log-Likelihood 64.89 69.00 66.90 62.67 65.80
Log-Rank 65.69 70.83 68.35 63.00 66.87
Entropy 57.26 59.17 57.76 55.83 57.49
GLTR 69.01 73.50 71.66 67.00 70.22
SeqXGPT 95.03 97.39 97.32 94.93 96.15
Bert 86.76 90.67 90.23 86.17 88.50
Roberta 94.77 96.66 96.60 94.67 95.67
Deberta 95.99 95.83 95.84 96.00 95.92
Flooding 94.91 96.33 96.28 94.83 95.58
RDrop 94.63 97.00 96.92 94.50 95.75
RanMASK 78.11 95.17 93.82 73.33 84.06
RMLM 85.34 92.17 91.49 84.17 88.15
SCRN 95.69 96.17 96.15 95.67 95.92

Table 9: Results of mixed-source AIGT detection
on SeqXGPT-Bench dataset without attack. The AI-
generated texts are from five sources: GPT-2, GPT-Neo,
GPT-J, LLaMa, and GPT-3.

29.5 AUA drop. Furthermore, when we dropped
the regularization loss Lreg, although the noise
still existed, it degenerated during the optimiza-
tion of Lmse. The AUA scores of SCRN-Lreg

demonstrated that maintaining a degenerated noise
showed better robustness compared to completely
removing the noise (SCRN-ϵ). However, SCRN-
Lreg performed significantly worse than SCRN,
which highlights the necessity of the regularization
loss Lreg in preserving the noise’s effectiveness
and maintaining the desired robustness.

OA ↑ AUA ↑ ASR ↓ ANQ ↑

In-domain

SCRN 100.0 97.25 2.75 1445.28
-SC 99.25 50.00 49.62 1067.74
-R 99.50 79.25 20.35 1373.16
-ϵ 100.00 92.00 8.00 1432.34
-Lreg 100.00 96.75 3.25 1444.54
-SC-R 100.0 69.00 31.00 1278.18

Cross-domain

SCRN 93.00 70.00 24.73 320.22
-SC 87.00 42.50 51.15 228.30
-R 88.00 36.75 58.24 222.51
-ϵ 82.50 40.50 50.91 280.56
-Lreg 87.25 57.50 34.10 311.72
-SC-R 83.00 40.25 51.51 255.10

Cross-genre

SCRN 82.50 62.75 23.94 5072.48
-SC 86.25 41.75 51.59 4318.61
-R 84.50 35.00 58.58 4359.77
-ϵ 83.00 43.50 47.59 4782.50
-Lreg 79.50 59.50 25.16 4920.92
-SC-R 82.50 29.50 64.24 4088.74

Mixed-source

SCRN 95.50 89.25 6.54 2043.44
-SC 95.00 87.50 7.89 2025.96
-R 96.00 68.00 29.17 1797.31
-ϵ 95.75 77.25 19.32 1932.08
-Lreg 96.00 82.75 13.80 1970.64
-SC-R 94.25 63.50 32.63 1784.96

Table 10: The ablation study on four AIGT scenarios
under PWWS attack.

4.7 More Analysis
We also provide a threshold analysis in Appendix
A.5, a comparison of inference speeds in Appendix
A.6, an analysis of inference fluctuations in Ap-
pendix A.7, and case studies in Appendix A.8.

5 Conclusion

While AI-generated text (AIGT) detection is
promising for various applications, it struggles with
the robustness of current methods against adver-
sarial perturbations. To tackle this, we introduce
the Siamese Calibrated Reconstruction Network
(SCRN). SCRN uses a reconstruction network to
model text perturbations and employs siamese cal-
ibrated training to improve inference robustness.
Experiments demonstrate SCRN’s effectiveness in
defending against adversarial perturbations in four
AIGT scenarios, highlighting its practical utility in
addressing real-world AIGT detection challenges.

Limitations

Although SCRN demonstrates excellent robust per-
formance across all four scenarios, including in-
domain, cross-domain, cross-genre, and mixed-
source AIGT detections, it still has several limi-
tations:

(1) We did not consider the text paraphrasing
attack (Tulchinskii et al., 2024; Macko et al., 2024)
as a form of text perturbation. Our focus was
primarily on adversarial perturbations with minor
modifications, and we regarded paraphrased text
as completely modified. Strictly, if a paraphrased
AI-generated text becomes the same as an existing
human-created text, it should be assigned a human-
created label by the AIGT detector. Future work
may conduct a further more detailed analysis of the
paraphrased text.

(2) Our experiments mainly focused on English
corpora, and while our proposed method is general,
we did not explore its performance on multilingual
corpora. We leave the detailed analysis of multilin-
gual datasets in future work.
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A Appendix

A.1 Datasets

HC3 (Guo et al., 2023): We conducted our in-
domain experiments using the HC3 dataset, which
is a compilation of human and ChatGPT answers
from QA answers across four fields, including me-
dia, wiki, medicine, and finance. The dataset con-
tains both English and Chinese data, but for our
experiments, we focused on the English corpus.
This corpus comprises 26,903 human texts and
58,546 ChatGPT texts. Following the methodol-
ogy described in (Guo et al., 2023), we randomly
partitioned the dataset, allocating 90% for training
and 10% for testing. To evaluate the robustness of
the AIGT detectors against adversarial perturbation
attacks, we randomly selected 200 human-created
samples and 200 AI-generated samples from the
test set.
TruthfulQA (He et al., 2023): To evaluate the

detector robustness in cross-domain scenarios, we
utilized the TruthfulQA dataset. This dataset com-
prises human-created answers and AI-generated an-
swers for 817 questions spanning 38 diverse fields,
such as law, finance, health, and politics. It pro-
vides a suitable environment for assessing the cross-
domain robustness of AI-generated text methods.
In our experiments, we trained all the compared de-
tectors on the HC3 train set and tested them on 817
human-created text and 817 ChatGPT-generated
text of the TruthfulQA dataset. To evaluate the ro-
bustness of the detectors, we randomly selected
200 human-created samples and 200 ChatGPT-
generated samples from TruthfulQA as test sam-
ples.
Ghostbuster (Verma et al., 2023): For evaluat-

ing the detector robustness in cross-genre scenar-
ios, we employed the Ghostbuster dataset. This
dataset consists of 3,000 parallel human-created ar-
ticles and AI-generated articles from student essays,
news articles, and creative writing. Similarly, we
trained all the compared detectors on the HC3 train
set, which compiles QA answers. We then assessed
the detectors on articles from the Ghostbuster
dataset. The robustness of detectors against ad-
versarial attacks is evaluated by randomly select-
ing 200 human-created articles and 200 ChatGPT-
generated articles from Ghostbuster dataset.
SeqXGPT-Bench (Wang et al., 2023a): To assess

the detector robustness under mixed-source AI-
generated texts, we utilized the SeqXGPT-Bench
dataset. This dataset consists of parallel human-

6016

https://aclanthology.org/2023.findings-emnlp.243
https://aclanthology.org/2023.findings-emnlp.243
https://aclanthology.org/2023.findings-emnlp.243
https://aclanthology.org/2023.emnlp-main.73
https://aclanthology.org/2023.emnlp-main.73
https://aclanthology.org/2023.acl-long.482
https://aclanthology.org/2023.acl-long.482
https://aclanthology.org/2023.acl-long.482
https://aclanthology.org/2023.acl-long.155
https://aclanthology.org/2023.acl-long.155
https://aclanthology.org/2023.acl-long.155
https://aclanthology.org/2023.cl-2.5
https://aclanthology.org/2023.cl-2.5


created articles and AI-generated articles from var-
ious sources, including GPT-2, GPT-Neo, GPT-J,
LLaMa, and GPT-3. It encompasses different do-
mains such as news, social media, the web, scien-
tific articles, and technical documents. For our
experiments, we incorporated all 6,000 human-
created texts and randomly selected one parallel
AI-generated text from each of the five different AI
sources, resulting in 6,000 parallel AI-generated
texts from diverse sources. We allocated 90% of the
data for training and reserved the remaining 10% as
the test set. Again, for the adversarial perturbation
evaluation, we randomly chose 200 human-created
samples and 200 AI-generated samples from the
test set.

A.2 Adversarial Perturbations

To evaluate the impact of adversarial perturbations
on the AIGT detectors, we leverage three adversar-
ial attack methods that encompass character-level
and word-level substitution, deletion, and insertion.

PWWS (Ren et al., 2019), a widely utilized ad-
versarial attack method, efficiently performs syn-
onym substitution based on word saliency scores
and maximum word-swap variance.

Deep-Word-Bug (Gao et al., 2018) incorporates
random word-level substitution, swapping, dele-
tion, and insertion, mimicking real-world human
activities.

Pruthi (Pruthi et al., 2019) introduces adversar-
ial perturbations by altering a small number of char-
acters, resembling common typos. It encompasses
character substitution, deletion, and insertion.

A.3 Baselines

To evaluate the performance of our proposed model,
we compared it against several baseline models
that are commonly used in AIGT detection. These
baseline models include:

Log-Likelihood (Solaiman et al., 2019) employs
the average token-level log probability generated
by a language model as a feature. It trains a
machine-learning classifier to determine whether
a human or machine generates the text. A higher
log probability indicates a higher likelihood that
the text is AI-generated.

Log-Rank (Mitchell et al., 2023) utilizes the
logarithm of the probability rank of each token
generated by a decoder-only language model. A
lower rank suggests a higher likelihood that the text
is AI-generated.

Entropy (Gehrmann et al., 2019) computes the
entropy value for each token based on the preceding
text and then averages these scores to create the
final feature.

GLTR (Gehrmann et al., 2019) constructs fea-
tures based on the number of tokens in the top-10,
top-100, top-1000, and top-1000+ ranks according
to the token-level probability rank generated by the
language models. The idea is that AI-generated
tokens are more likely to belong to the head of the
distribution during decoding.

SeqXGPT (Wang et al., 2023a) ensembles log
probability scores from multiple language models
and trains a CNN-based transformer model to de-
tect the AI-generated sentences.

Bert (Devlin et al., 2019) is a widely used lan-
guage model that demonstrates significant advance-
ments in various NLP tasks, including many classi-
fication tasks.

Roberta (Liu et al., 2019) and Deberta (He
et al., 2020) exhibit improved generalization abil-
ity compared to Bert, benefiting from additional
training enhancements.

ChatGPT-Detector (Guo et al., 2023) is a
RoBERTa-based detector tuned on the HC3 dataset,
which achieved state-of-the-art performance on
ChatGPT text detection.

Additionally, we compared our method with re-
cent robust methods that enhance classification ro-
bustness in other NLP tasks:

Flooding (Ishida et al., 2020) alleviates the
model’s overfitting by introducing an additional
threshold into the training loss. This prevents the
loss from decreasing further when it is already
lower than the threshold, resulting in improved
robustness.

RDrop (Wu et al., 2021) leverages dropout lay-
ers to generate similar text representations and then
aligns the outputs to be the same. It reveals better
generalization in several NLP tasks. In our exper-
iments, we use a RoBERTa-base encoder as the
base model.

RanMASK (Zeng et al., 2023) utilizes ensem-
ble inference on several randomly masked text se-
quences copied from the input text. This approach
enhances the model’s robustness, particularly when
encountering input word changes. In our exper-
iments, we follow (Zeng et al., 2023) to use a
RoBERTa-base encoder as the base model and set
the mask percentage to 30%.

RMLM (Wang et al., 2023c) is an adversarial
training method that adds extra adversarial samples
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to the training data. It aims to defend the adversar-
ial text attack by corrupting the adversarial text and
then correcting the abnormal contexts. We follow
the settings in their paper to train a BERT-based
AIGT detector in our experiments.

A.4 Experiment Settings

We employed the RoBERTa-base encoder as the
foundation of our model. To ensure a fair compari-
son, we selected the base versions of the pre-trained
Bert, RoBERTa, and DeBERTa encoders used in
the models under comparison. The detector train-
ing was conducted on 8 * 32GB NVIDIA V100
GPUs within the same environment. Subsequently,
we evaluated the detectors under an adversarial per-
turbation attack on a single 32GB NVIDIA V100
GPU within the same environment.

Regarding the hyperparameters, we did not tune
any of them in our experiment. For model train-
ing, we used a linear decay schedule with an initial
learning rate of 1e-4. Consistent with (Guo et al.,
2023), we trained all the compared detectors for 2
epochs on both the HC3 dataset and the SeqXGPT-
Bench dataset. More detailed hyperparameter val-
ues can be found in Table 11.

To implement the adversarial attack methods, we
utilized the open-source Textattack package (Mor-
ris et al., 2020). We implemented the compared
models using their officially released code. For the
ChatGPT-Detector, we directly utilized the model
weight they released 1.

Hyperparameters Value

Batch Size 16
Training Epochs 2
Optimizer AdamW
Learning Rate 1e-4
d 768
dz 512
α 2.0
β 0.5
λ1 0.5
λ2 0.01
λ3 0.5

Table 11: Hyperparameters of our SCRN AIGT detec-
tor.

1https://huggingface.co/Hello-SimpleAI/
chatgpt-detector-roberta

A.5 Threshold Analysis

In Section 4.2 - 4.5, we set the binary classification
threshold to 0.5 to demonstrate the performance
of AIGT detectors in general. However, the conse-
quences of misclassifying human-created and AI-
generated text in real-world scenarios may differ.
Mislabeling human-created text as AI-generated
text can have severe implications, such as affect-
ing education exams and causing harm to innocent
individuals. On the other hand, misclassifying AI-
generated content as human-created can lead to the
dissemination of harmful misinformation, resulting
in public confusion or even social unrest.

To evaluate the robustness of AIGT detectors
under different misclassification cost variations,
we conducted experiments following the 1% false
positive rate (FPR) setting proposed in (Hans
et al., 2024; Krishna et al., 2024; Soto et al.,
2024). Specifically, we evaluated the detectors un-
der a fixed 1% FPR, where either AI-generated or
human-created text is considered the positive sam-
ple. The training and testing were performed on
SeqXGPT-Bench, which involves the generation of
AI-generated text by mixed-source language mod-
els, better simulating the challenges encountered in
real-world applications.

As shown in Table 12, when considering AI-
generated text as positive and using the thresh-
old under the 1% FPR setting, our SCRN detector
achieves the highest AUA score, signifying supe-
rior robustness, while remaining competitive in
terms of the OA score. Similarly, as illustrated in
Table 13, when setting the threshold for 1% FPR
with human-created text as positive samples, SCRN
consistently demonstrates the best robustness, as
indicated by the AUA score, and maintains compet-
itive accuracy without attack, as measured by the
OA score.

A.6 Inference Speed Comparison

Since the inference speed is an essential metric to
evaluate the AIGT detector, we compared the infer-
ence speed of our proposed SCRN model with three
other models: the RoBERTa backbone model, the
previous state-of-the-art robust method RanMASK,
and the adversarial training method RMLM.

Our SCRN model demonstrates highly effective
inference speed when compared to the other AIGT
models. As presented in Figure 3, in real-world
inference service scenarios with a batch size of
one, our model achieves an inference speed that is
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AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑
Log-Likelihood 8.50 0.00 100.00 1150.41 98.50 98.50 0.00 2116.83 53.50 49.25 7.94 1633.62
Log-Rank 10.00 0.00 100.00 1212.20 99.50 99.00 0.50 2102.61 54.75 49.50 9.59 1657.41
Entropy 1.50 0.00 100.00 836.67 98.50 95.50 3.05 2106.64 50.00 47.75 4.50 1471.66
GLTR 17.50 0.00 100.00 1407.69 99.50 83.00 16.58 1985.72 58.50 41.50 29.06 1696.70
SeqXGPT 91.50 59.00 35.52 1787.49 100.00 89.50 10.50 2018.60 95.75 74.25 22.45 1903.04
BERT 73.00 0.00 100.00 1145.68 99.50 98.00 1.51 2097.26 86.25 49.00 43.19 1621.47
RoBERTa 91.00 62.00 31.87 1788.83 99.00 76.50 22.73 1879.16 95.00 69.25 27.11 1834.00
DeBERTa 91.50 46.50 49.18 1734.34 100.00 88.00 12.00 2020.35 95.75 67.25 29.77 1877.34
Flooding 92.50 57.00 38.38 1782.71 98.50 65.00 34.01 1770.68 95.50 61.00 36.13 1776.70
RDrop 92.50 68.00 26.49 1819.03 99.50 83.00 16.58 1914.17 96.00 75.50 21.35 1866.60
RMLM 84.50 68.00 19.53 1811.02 100.00 94.00 6.00 2024.73 92.25 81.00 12.20 1917.88
SCRN 89.00 81.00 8.99 1972.56 100.00 99.00 1.00 2101.37 94.50 90.00 4.76 2036.96

Table 12: AIGT detection results under fixed 1% false positive rate (FPR) considering AI-generated text as positive
samples. Detectors are trained on the Seqxgpt-Bench training set, tested on randomly selected 200 human-created
text and 200 AI-generated text from the Seqxgpt-Bench test set, and subjected to attacks using the PWWS method
on the Seqxgpt-Bench attack set. The threshold is chosen to maintain an FPR of 1% across the entire test set. The
best results are highlighted in bold.

AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑
Log-Likelihood 99.50 1.50 98.49 1521.43 0.50 0.00 100.00 504.00 50.00 0.75 98.50 1012.72
Log-Rank 99.50 1.00 98.99 1517.97 2.00 0.50 75.00 470.75 50.75 0.75 98.52 994.36
Entropy 98.50 0.50 99.49 1292.23 5.00 0.00 100.00 590.50 51.75 0.25 99.52 941.36
GLTR 99.50 1.50 98.49 1532.50 1.00 0.00 100.00 362.00 50.25 0.75 98.51 947.25
SeqXGPT 99.50 77.00 22.61 1934.58 88.50 54.50 38.42 1636.77 94.00 65.75 30.05 1785.68
BERT 99.00 11.00 88.89 1299.73 35.50 11.00 69.01 1981.18 67.25 11.00 83.64 1640.46
RoBERTa 99.00 75.50 23.74 1913.65 82.00 48.50 40.85 1640.80 90.50 62.00 31.49 1777.22
DeBERTa 99.00 71.00 28.28 1880.54 88.50 56.50 36.16 1648.58 93.75 63.75 32.00 1764.56
Flooding 99.50 69.50 30.15 1846.76 86.00 41.00 52.33 1449.56 92.75 55.25 40.43 1648.16
RDrop 100.00 74.50 25.50 1832.50 88.00 62.00 29.55 1742.41 94.00 68.25 27.39 1787.46
RMLM 99.00 80.50 18.69 1965.81 81.00 59.00 27.16 1678.57 90.00 69.75 22.50 1822.19
SCRN 98.50 95.00 3.55 2013.52 86.50 72.00 16.76 1857.72 92.50 83.50 9.73 1935.62

Table 13: AIGT detection results under fixed 1% false positive rate (FPR) regarding human-created text as positive
samples. Detectors are trained on the Seqxgpt-Bench training set, tested on randomly selected 200 human-created
text and 200 AI-generated text from the Seqxgpt-Bench test set, and subjected to attacks using the PWWS method
on the Seqxgpt-Bench attack set. The threshold is chosen to maintain an FPR of 1% across the entire test set. The
best results are highlighted in bold.

Figure 3: Inference time comparison of RoBERTa, Ran-
MASK, RMLM, and SCRN on HC3 test set. The experi-
ments are conducted on a single 32GB NVIDIA-V100
GPU.

1.91× faster than RMLM. This speed advantage is
primarily because RMLM involves result selection
from a twice-forward process. Additionally, our
model achieves an inference speed that is 28.5×
faster than RanMASK, as RanMASK requires en-

sembling hundreds of results. When compared to
the RoBERTa backbone detector, our model main-
tains 92.7% of RoBERTa’s inference speed while
surpassing up to 25.75 of accuracy under attack
(AUA) achieved by RoBERTa as shown in Table
14.

For larger batch sizes, our SCRN model also
demonstrates significantly faster inference speed
compared to RMLM and RanMASK, with only
a slight decrease in speed when compared to
RoBERTa.

A.7 Inference Fluctuation Analysis

To assess the impact of inference fluctuation be-
tween two sub-model branches of SCRN, partic-
ularly due to randomness introduced by the re-
construction layer, we conducted a comparison of
the detectors’ accuracy under attack (AUA). Fig-
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OA ↑ AUA ↑ ASR ↓ ANQ ↑

In-domain

RoBERTa 100.00 74.67 25.33 5524.22
RanMASK 100.00 79.25 20.75 5709.73
RMLM 100.00 84.58 15.42 5631.18
SCRN 100.00 94.08 5.92 5716.17

Corss-domain

RoBERTa 83.00 42.58 48.70 590.99
RanMASK 85.00 45.50 46.47 462.53
RMLM 89.75 51.58 42.53 535.79
SCRN 93.00 64.50 30.65 638.54

Cross-genre

RoBERTa 82.50 31.00 62.42 17991.85
RanMASK 77.00 30.25 60.71 15757.80
RMLM 75.25 40.08 46.73 20728.78
SCRN 82.25 55.50 32.53 23179.41

Mixed-source

RoBERTa 94.25 59.58 36.78 9644.89
RanMASK 90.00 62.25 30.83 10127.65
RMLM 91.25 72.17 20.91 11765.38
SCRN 95.33 85.33 10.50 13115.02

Table 14: The robustness comparison of RoBERTa, Ran-
MASK, RMLM, and SCRN. Results are average scores
under three types of adversarial perturbation attacks in-
cluding PWWS, Deep-Word-Bug, and Pruthi.

ure 4 presents the AUA fluctuation on HC3 dataset,
considering five different random seeds. Notably,
the AUA fluctuation remains below a 2.5 accuracy
score across all scenarios. This observation indi-
cates that the randomness introduced by the recon-
struction process does not significantly affect the
robustness of the SCRN detector. Thus, the gap
between training and inference can be neglected.

This resilience can be attributed to the implemen-
tation of siamese calibration during the training of
SCRN. The siamese calibration strategy aims to
minimize the discrepancy in output distributions
between the two branches of the model. Conse-
quently, the classifier layer of SCRN is encouraged
to prioritize high-level features over token-level
features. This preference for high-level features en-
hances the model’s robustness against token-level
noise originating from the reconstruction process.

In contrast, when SCRN is trained without
siamese calibration, the AUA fluctuation increases
significantly, reaching up to a 14.75 accuracy score.
This ablation experiment serves as further evidence
of the effectiveness of siamese calibration in en-
hancing the robustness of the detector.

A.8 Case Study

As part of our research, we conducted a case study
involving four cases from the Ghostbuster dataset,
representing a cross-genre scenario. In this study,
we compared our model with the previous state-
of-the-art robust model, RMLM, which has been
trained using adversarial techniques.

Figure 4: Inference fluctuation between two sub
branches of SCRN on HC3 test set.

Figure 5 illustrates Case #1 and Case #2, which
demonstrate word perturbations and character per-
turbations, respectively. While RMLM improves
its robustness against adversarial perturbations by
incorporating additional adversarial data during
training, it fails to maintain robust detection in the
cross-genre scenario. This observation highlights
that simply augmenting the training set with adver-
sarial data is not sufficient to effectively enhance
the model’s robustness against out-of-distribution
samples (Wang et al., 2022). In contrast, our pro-
posed SCRN model does not rely on extra prior
information from the training set. As a result,
SCRN successfully defends against cross-genre at-
tacks, achieving superior robustness performance,
as demonstrated in Table 16.

Moving on to Case #3 and Case #4, these cases
explore the effects of word perturbations and char-
acter perturbations in human-created text, respec-
tively. In comparison to AI-generated text, human-
created text poses a greater challenge for attacks. It
requires a higher proportion of manipulated words
or characters to deceive the AIGT detector success-
fully.

A.9 Details of Cross-domain AIGT Detection
under Adversarial Perturbations

Table 15 shows the robustness performance of all
compared AIGT detectors on TruthfulQA dataset
under three adversarial attack methods. The results
consistently demonstrate the superior robustness of
SCRN in cross-domain AIGT detection.
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Ground-truth: AI-generated
Case #1
...The silence was shattered by a booming [[voice]] that 
echoed through the night. "You can't kill me, not today!" The 
words hung in the air, fueled by unwavering determination. 
They had fought countless battles, each with the same outcome—
a stalemate. [[But]] today was different. Fire surged within 
his core, fueling his sword with a blinding light. ...

RMLM: Human-created       SCRN: AI-generated
Case #1
...The silence was shattered by a booming [[vocalisation]] 
that echoed through the night. "You can't kill me, not 
today!" The words hung in the air, fueled by unwavering 
determination. They had fought countless battles, each with 
the same outcome—a stalemate. [[just]] today was different. 
Fire surged within his core, fueling his sword with a 
blinding light. ... 

Ground-truth: AI-generated
Case #2
... Becker, who won six Grand Slam singles titles between 1985 
and 1996, had been experiencing discomfort in his right wrist 
which he [[sustained]] from a fall earlier this month. … 
Becker's [[fans]] will be hoping for a speedy recovery and his 
return to the tennis court as soon as possible.

RMLM: Human-created       SCRN: AI-generated
Case #2
... Becker, who won six Grand Slam singles titles between 
1985 and 1996, had been experiencing discomfort in his right 
wrist which he [[sustaiJned]] from a fall earlier this 
month. ... Becker's [[fabs]] will be hoping for a speedy 
recovery and his return to the tennis court as soon as 
possible.

Ground-truth: Human-created
Case #3
The construction of social reality is one of the concepts of 
great [[interest]] to modern scientific knowledge. Ultimately, 
science [[develops]] to make the [[acquired]] knowledge 
possible to implement technologically in the process of 
transformative practice for the benefit of [[man]] and nature. 
In this sense, social reality appears because of the 
corresponding technological approach, and the technical 
[[procedure]] appears as a social construction of reality 
(Lancet, 2013). The structure of social reality, both in the 
meaning of creating a public image and in the definition of 
technological transformation of the world, [[reveals]] the 
[[process]] of constructing a New World [[Order]] and its 
implementation through globalization [[processes]]. The 
[[main]] [[form]] of social structuring of reality is [[human]] 
[[activity]], represented by material and spiritual 
productions. The purpose of social construction is to [[build]] 
[[universal]] [[models]] in which subjects and groups of 
people create the reality they perceive. Constructing 
[[social]] reality [[studies]] how people make social 
phenomena [[standardized]] and [[transformed]] into traditions. 
[[Undoubtedly]], people adjust their self-image to appear to 
others as they would like them to be. ...

RMLM: AI-generated       SCRN: Human-created
Case #3
The construction of social reality is one of the concepts of 
great [[occupy]] to modern scientific knowledge. Ultimately, 
science [[educate]] to make the [[adopt]] knowledge possible 
to implement technologically in the process of 
transformative practice for the benefit of [[mankind]] and 
nature. In this sense, social reality appears because of the 
corresponding technological approach, and the technical 
[[process]] appears as a social construction of reality 
(Lancet, 2013). The structure of social reality, both in the 
meaning of creating a public image and in the definition of 
technological transformation of the world, [[unveil]] the 
[[action]] of constructing a New World [[society]] and its 
implementation through globalization [[process]]. The 
[[primary]] [[kind]] of social structuring of reality is 
[[man]] [[action]], represented by material and spiritual 
productions. The purpose of social construction is to 
[[construct]] [[world-wide]] [[manikin]] in which subjects 
and groups of people create the reality they perceive. 
Constructing [[societal]] reality [[canvas]] how people make 
social phenomena [[similar]] and [[transform]] into 
traditions. [[undoubtedly]], people adjust their self-image 
to appear to others as they would like them to be. ...

Ground-truth: Human-created
Case #4
"[[Only]] 90?" "Yeah yeah make fun all you want...but...I'm 
pretty sure?" "Look obviously Hitler is [[dead-]]" "And so is 
Elvis?" "Don't talk about the King." "[[Anyway]] did you SEE 
his mustache? And he just...sends odd feelings." "Okay, fine, 
why not ask him? " "What. No. Never. That'd start a chain 
reaction, then someone will take over the world!" "Wait, who?" 
"Oh, Ghandi *waves hand* Not as nice as you [[think]]." "God 
you have odd thoughts." "Eek! Here he comes, shut UP!" "And 
here is the spaghetti for the missus (... thanks...) and steak 
for the sir (thanks man.) Have a wonderful evening. Oh, and 
Miss?" "...yeeeah?" "My distant relative was Hitler. I look 
much like him don't you agree? *leaves*" "Oh dear lord." "Oh 
my god, it's Hitler [[reincarnated]]!" "Aaaand we start all 
over."

RMLM: AI-generated       SCRN: Human-created
Case #4
"[[Onky]] 90?" "Yeah yeah make fun all you want...but...I'm 
pretty sure?" "Look obviously Hitler is [[dear-]]" "And so 
is Elvis?" "Don't talk about the King." "[[Angway]] did you 
SEE his mustache? And he just...sends odd feelings." "Okay, 
fine, why not ask him? " "What. No. Never. That'd start a 
chain reaction, then someone will take over the world!" 
"Wait, who?" "Oh, Ghandi *waves hand* Not as nice as you 
[[thiJnk]]." "God you have odd thoughts." "Eek! Here he 
comes, shut UP!" "And here is the spaghetti for the missus 
(... thanks...) and steak for the sir (thanks man.) Have a 
wonderful evening. Oh, and Miss?" "...yeeeah?" "My distant 
relative was Hitler. I look much like him don't you agree? 
*leaves*" "Oh dear lord." "Oh my god, it's Hitler 
[[reincarnaPted]]!" "Aaaand we start all over."

Figure 5: Cases from the Ghostbuster dataset are depicted in the figure. Case #1 and #2 represent AI-generated
samples, whereas Case #3 and #4 are human-created samples. In cross-genre scenarios, RMLM fails to defend
against adversarial text perturbations, whereas our SCRN demonstrates superior robustness. These cases highlight
successful attacks on RMLM, while all adversarial attacks on these texts are unsuccessful against SCRN. Perturbed
words or characters are [[highlighted]], while unchanged text is omitted for clarity.

A.10 Details of Cross-genre AIGT Detection
under Adversarial Perturbations

Table 16 shows the robustness performance of all
compared AIGT detectors on Ghostbuster dataset
under three adversarial attack methods. The results
consistently demonstrate the superior robustness of
SCRN in cross-genre AIGT detection.

A.11 Details of Mixed-source AIGT Detection
under Adversarial Perturbations

Table 17 shows the robustness performance of
all compared AIGT detectors on SeqXGPT-Bench
dataset under three adversarial attack methods. The
results consistently demonstrate the superior robust-

ness of SCRN in mixed-source AIGT detection.

A.12 AI Assistant Statement
Following the ACL 2023 Policy on AI Writing
Assistance, we use AI assistant purely for the
language of the paper, containing spell-checking,
grammar-checking, and polishing our original con-
tent without suggesting new content. We affirm that
all words refined by the AI assistant have been care-
fully reviewed and either rechecked or modified by
us.
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AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 67.00 0.00 100.00 381.32 97.00 97.00 0.00 89.96 82.00 48.50 40.85 235.64
Log-Rank 72.00 0.00 100.00 374.13 95.50 95.00 0.52 89.63 83.75 47.50 43.28 231.88
Entropy 43.50 0.00 100.00 433.91 98.00 80.00 18.37 83.96 70.75 40.00 43.46 258.94
GLTR 66.50 0.00 100.00 376.47 88.50 56.50 36.16 79.80 77.50 28.25 63.55 228.14
SeqXGPT 93.00 4.00 95.70 397.55 98.50 94.00 4.56 97.64 95.75 49.00 48.83 247.60
BERT 80.00 0.00 100.00 384.23 99.50 99.50 0.00 89.24 89.75 49.75 44.57 236.74
RoBERTa 90.50 6.50 92.82 410.38 75.50 74.00 1.99 99.81 83.00 40.25 51.51 255.10
DeBERTa 91.50 1.00 98.91 381.80 98.00 97.50 0.51 88.78 94.75 49.25 48.02 235.29
ChatGPT-Detector 96.00 1.00 98.96 364.00 98.50 88.50 10.15 85.93 97.25 44.75 53.98 224.96
Flooding 90.00 0.00 100.00 387.93 78.00 74.50 4.49 101.59 84.00 37.25 55.65 244.76
RDrop 89.50 6.00 93.30 429.06 89.00 73.50 17.42 91.10 89.25 39.75 55.46 260.08
RanMASK 89.00 1.00 98.88 406.12 81.00 78.00 3.70 98.26 85.00 39.50 53.53 252.19
RMLM 81.50 5.50 93.25 426.98 98.00 98.00 0.00 91.56 89.75 51.75 42.34 259.27
SCRN 86.50 40.50 53.18 551.20 99.50 99.50 0.00 89.24 93.00 70.00 24.73 320.22

D
ee

p-
W

or
d-

B
ug

Log-Likelihood 67.00 0.00 100.00 47.54 97.00 97.00 0.00 27.45 82.00 48.50 40.85 37.49
Log-Rank 72.00 0.00 100.00 47.07 95.50 95.50 0.00 27.39 83.75 47.75 42.99 37.23
Entropy 43.50 0.00 100.00 54.54 98.00 95.00 3.06 26.86 70.75 47.50 32.86 40.70
GLTR 66.50 0.00 100.00 48.53 88.50 84.00 5.08 25.86 77.50 42.00 45.81 37.20
SeqXGPT 93.00 0.50 99.46 56.35 98.50 98.50 0.00 27.13 95.75 49.50 48.30 41.74
BERT 80.00 0.00 100.00 52.19 99.50 99.50 0.00 27.51 89.75 49.75 44.57 39.85
RoBERTa 90.50 4.50 95.03 67.50 75.50 75.00 0.66 30.64 83.00 39.75 52.11 49.07
DeBERTa 91.50 2.00 97.81 53.75 98.00 98.00 0.00 27.33 94.75 50.00 47.23 40.54
ChatGPT-Detector 96.00 0.00 100.00 55.81 98.50 97.50 1.02 27.38 97.25 48.75 49.87 41.60
Flooding 90.00 1.50 98.33 57.78 78.00 76.50 1.92 31.06 84.00 39.00 53.57 44.42
RDrop 89.50 4.00 95.53 73.26 89.00 88.00 1.12 28.09 89.25 46.00 48.46 50.68
RanMASK 89.00 3.00 96.63 68.10 81.00 75.00 7.41 27.84 85.00 39.00 54.12 47.97
RMLM 81.50 2.50 96.93 56.86 98.00 98.00 0.00 28.35 89.75 50.25 44.01 42.60
SCRN 86.50 17.00 80.35 107.34 99.50 99.50 0.00 27.50 93.00 58.25 37.37 67.42

Pr
ut

hi

Log-Likelihood 67.00 1.00 98.51 1849.10 97.00 97.00 0.00 151.68 82.00 49.00 40.24 1000.39
Log-Rank 72.00 2.00 97.22 1938.40 95.50 95.50 0.00 151.69 83.75 48.75 41.79 1045.04
Entropy 43.50 1.00 97.70 2329.26 98.00 93.50 4.59 150.90 70.75 47.25 33.22 1240.08
GLTR 66.50 1.00 98.50 2025.11 88.50 82.00 7.34 147.90 77.50 41.50 46.45 1086.50
SeqXGPT 93.00 3.50 96.24 2265.47 98.50 98.50 0.00 150.38 95.75 51.00 46.74 1207.92
BERT 80.00 8.50 89.38 2733.19 99.50 99.50 0.00 151.35 89.75 54.00 39.83 1442.27
RoBERTa 90.50 21.50 76.24 2767.34 75.50 74.00 1.99 170.28 83.00 47.75 42.47 1468.81
DeBERTa 91.50 7.00 92.35 2387.38 98.00 97.00 1.02 150.17 94.75 52.00 45.12 1268.78
ChatGPT-Detector 96.00 17.50 81.77 2693.03 98.50 91.00 7.61 151.59 97.25 54.25 44.22 1422.31
Flooding 90.00 25.00 72.22 2873.47 78.00 76.50 1.92 172.08 84.00 50.75 39.58 1522.78
RDrop 89.50 24.50 72.63 2813.49 89.00 87.00 2.25 155.13 89.25 55.75 37.54 1484.31
RanMASK 89.00 36.00 59.55 2011.91 81.00 80.00 1.23 162.98 85.00 58.00 31.76 1087.44
RMLM 81.50 7.50 90.80 2451.19 98.00 98.00 0.00 159.80 89.75 52.75 41.23 1305.50
SCRN 86.50 31.00 64.16 2904.60 99.50 99.50 0.00 151.35 93.00 65.25 29.84 1527.98

Table 15: Results of cross-domain AIGT detection under different attack methods.

6022



AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 62.00 0.00 100.00 2700.46 97.50 96.50 1.03 6077.26 79.75 48.25 39.50 4388.86
Log-Rank 64.50 0.00 100.00 2734.98 97.50 95.50 2.05 6054.48 81.00 47.75 41.05 4394.73
Entropy 77.50 0.00 100.00 2783.14 74.00 34.00 54.05 5352.47 75.75 17.00 77.56 4067.80
GLTR 50.50 0.00 100.00 2696.80 97.50 67.50 30.77 5476.04 74.00 33.75 54.39 4086.42
SeqXGPT 85.50 0.00 100.00 2712.97 88.00 65.50 25.57 5776.35 86.75 32.75 62.25 4244.66
BERT 57.00 0.00 100.00 2692.61 95.50 75.00 21.47 5619.45 76.25 37.50 50.82 4156.03
RoBERTa 82.00 0.00 100.00 2655.43 83.00 59.00 28.92 5522.05 82.50 29.50 64.24 4088.74
DeBERTa 90.00 0.00 100.00 2763.66 77.50 53.50 30.97 5329.64 83.75 26.75 68.06 4046.65
ChatGPT-Detector 58.50 0.00 100.00 2606.75 93.00 73.00 21.51 5827.88 75.75 36.50 51.82 4217.32
Flooding 87.50 0.00 100.00 2733.18 82.50 58.00 29.70 5447.84 85.00 29.00 65.88 4090.51
RDrop 95.00 10.00 89.47 3155.59 73.00 65.00 10.96 5973.84 84.00 37.50 55.36 4564.72
RanMASK 67.00 2.00 97.01 2667.19 87.00 75.00 13.79 5433.82 77.00 38.50 50.00 4050.50
RMLM 58.50 9.50 83.76 3397.99 92.00 72.50 21.20 5440.61 75.25 41.00 45.51 4419.30
SCRN 94.50 71.00 24.87 4419.16 70.50 54.50 22.70 5725.79 82.50 62.75 23.94 5072.48

D
ee

p-
W

or
d-

B
ug

Log-Likelihood 62.00 0.00 100.00 352.02 97.50 97.50 0.00 1726.71 79.75 48.75 38.87 1039.36
Log-Rank 64.50 0.00 100.00 354.59 97.50 97.00 0.51 1726.94 81.00 48.50 40.12 1040.77
Entropy 77.50 0.00 100.00 351.23 74.00 67.00 9.46 1613.55 75.75 33.50 55.78 982.39
GLTR 50.50 0.00 100.00 354.47 97.50 93.50 4.10 1666.85 74.00 46.75 36.82 1010.66
SeqXGPT 85.50 0.00 100.00 353.94 88.00 88.00 0.00 1724.10 86.75 44.00 49.28 1039.02
BERT 57.00 0.00 100.00 368.96 95.50 90.00 5.76 1675.84 76.25 45.00 40.98 1022.40
RoBERTa 82.00 0.50 99.39 351.32 83.00 71.00 14.46 1464.67 82.50 35.75 56.67 908.00
DeBERTa 90.00 1.50 98.33 353.25 77.50 64.50 16.77 1316.41 83.75 33.00 60.60 834.83
ChatGPT-Detector 58.50 0.50 99.15 346.69 93.00 87.00 6.45 1671.25 75.75 43.75 42.24 1008.97
Flooding 87.50 4.00 95.43 359.58 82.50 68.00 17.58 1610.94 85.00 36.00 57.65 985.26
RDrop 95.00 16.50 82.63 514.99 73.00 62.00 15.07 1597.97 84.00 39.25 53.27 1056.48
RanMASK 67.00 6.00 91.04 445.55 87.00 60.00 31.03 1353.78 77.00 33.00 57.14 899.66
RMLM 58.50 3.00 94.87 354.36 92.00 66.00 28.26 1492.68 75.25 34.50 54.15 923.52
SCRN 94.50 50.00 47.09 1072.79 70.50 58.00 17.73 1535.02 82.50 54.00 34.55 1303.90

Pr
ut

hi

Log-Likelihood 62.00 0.00 100.00 48544.98 97.50 97.50 0.00 74465.43 79.75 48.75 38.87 61505.20
Log-Rank 64.50 0.50 99.22 50907.28 97.50 95.50 2.05 74438.57 81.00 48.00 40.74 62672.92
Entropy 77.50 0.00 100.00 37069.67 74.00 69.00 6.76 66872.37 75.75 34.50 54.46 51971.02
GLTR 50.50 0.50 99.01 50694.88 97.50 95.00 2.56 74298.09 74.00 47.75 35.47 62496.48
SeqXGPT 85.50 0.50 99.42 49312.26 88.00 88.00 0.00 73819.71 86.75 44.25 48.99 61565.98
BERT 57.00 1.00 98.25 49171.64 95.50 87.50 8.37 64115.08 76.25 44.25 41.97 56643.36
RoBERTa 82.00 1.50 98.17 37416.09 83.00 54.00 34.94 60541.50 82.50 27.75 66.36 48978.80
DeBERTa 90.00 1.50 98.33 30985.48 77.50 42.00 45.81 43183.26 83.75 21.75 74.03 37084.37
ChatGPT-Detector 58.50 0.00 100.00 24919.15 93.00 68.00 26.88 72614.00 75.75 34.00 55.12 48766.58
Flooding 87.50 4.50 94.86 45652.25 82.50 54.50 33.94 51702.81 85.00 29.50 65.29 48677.53
RDrop 95.00 24.00 74.74 64496.99 73.00 48.00 33.25 48799.05 84.00 36.00 57.14 56648.02
RanMASK 67.00 8.00 88.06 45649.39 87.00 30.50 64.94 38997.11 77.00 19.25 75.00 42323.25
RMLM 58.50 2.00 96.58 51019.47 92.00 87.50 4.89 62667.59 75.25 44.75 40.53 56843.53
SCRN 94.50 51.50 45.50 86841.90 70.50 49.50 29.79 39481.41 82.50 50.50 38.79 63161.66

Table 16: Results of cross-genre AIGT detection under different attack methods.
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AI → Human Human → AI Overall
Methods OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑ OA ↑ AUA ↑ ASR ↓ ANQ ↑

PW
W

S

Log-Likelihood 72.00 0.50 99.31 1281.86 62.00 53.50 13.71 1667.91 67.00 27.00 59.70 1474.88
Log-Rank 73.50 0.50 99.32 1286.24 62.50 56.00 10.40 1697.20 68.00 28.25 58.46 1491.72
Entropy 63.00 0.00 100.00 1239.29 55.50 27.50 50.45 1396.39 59.25 13.75 76.79 1317.84
GLTR 76.50 0.00 100.00 1260.99 67.50 19.00 71.85 1285.64 72.00 9.50 86.81 1273.32
SeqXGPT 96.50 65.00 32.64 1867.81 96.00 70.00 27.08 1893.98 96.25 67.50 29.87 1880.90
BERT 90.50 1.00 98.90 1204.52 90.00 59.00 34.44 1815.44 90.25 30.00 66.76 1509.98
RoBERTa 95.50 64.50 32.46 1840.19 93.00 62.50 32.80 1729.72 94.25 63.50 32.63 1784.96
DeBERTa 95.50 54.50 42.93 1764.94 96.00 80.00 16.67 1940.47 95.75 67.25 29.77 1852.70
Flooding 96.00 60.50 36.98 1800.01 95.50 53.00 44.50 1610.45 95.75 56.75 40.73 1705.23
RDrop 96.50 69.00 28.50 1819.95 95.00 70.00 26.32 1815.62 95.75 69.50 27.42 1817.78
RanMASK 94.00 60.00 36.17 1784.11 86.00 71.00 17.44 1715.72 90.00 65.50 27.22 1749.92
RMLM 91.00 69.00 24.18 1879.96 91.50 78.00 14.75 1986.50 91.25 73.50 19.45 1933.23
SCRN 95.00 87.00 8.42 1986.98 96.00 91.50 4.69 2099.91 95.50 89.25 6.54 2043.44

D
ee

p-
W

or
d-

B
ug

Log-Likelihood 72.00 0.50 99.31 162.17 62.00 60.50 2.42 535.48 67.00 30.50 54.48 348.82
Log-Rank 73.50 0.50 99.32 163.11 62.50 60.00 4.00 539.27 68.00 30.25 55.51 351.19
Entropy 63.00 0.50 99.21 156.12 55.50 46.50 16.22 456.98 59.25 23.50 60.34 306.55
GLTR 76.50 0.00 100.00 158.01 67.50 41.00 39.26 385.61 72.00 20.50 71.53 271.81
SeqXGPT 96.50 2.00 97.93 171.14 96.00 68.50 28.65 547.31 96.25 35.25 63.38 359.23
BERT 90.50 7.50 91.71 180.22 90.00 76.50 15.00 515.24 90.25 42.00 53.46 347.73
RoBERTa 95.50 71.00 25.65 373.37 93.00 50.50 45.70 379.60 94.25 60.75 35.54 376.48
DeBERTa 95.50 69.50 27.23 233.89 96.00 82.00 14.58 440.42 95.75 75.75 20.89 337.16
Flooding 96.00 70.00 27.08 361.76 95.50 54.50 42.93 394.68 95.75 62.25 34.99 378.22
RDrop 96.50 73.00 24.35 519.21 95.00 61.50 35.26 504.20 95.75 67.25 29.77 511.71
RanMASK 94.00 57.50 38.83 464.99 86.00 75.00 12.79 622.30 90.00 66.25 26.39 543.64
RMLM 91.00 73.50 19.23 428.07 91.50 73.00 20.21 541.52 91.25 73.25 19.73 484.79
SCRN 95.00 83.00 12.63 586.14 96.00 91.50 4.69 640.43 95.50 87.25 8.64 613.28

Pr
ut

hi

Log-Likelihood 72.00 0.50 99.31 15511.22 62.00 60.00 3.23 33247.44 67.00 30.25 54.85 24379.33
Log-Rank 73.50 1.00 98.64 17032.86 62.50 59.50 4.80 33279.58 68.00 30.25 55.51 25156.22
Entropy 63.00 0.50 99.21 11240.34 55.50 36.00 35.14 27676.25 59.25 18.25 69.20 19458.29
GLTR 76.50 0.00 100.00 12173.33 67.50 21.00 68.89 22492.95 72.00 10.50 85.42 17333.14
SeqXGPT 96.50 1.00 98.96 18296.61 96.00 64.50 32.81 32981.87 96.25 32.75 65.97 25639.24
BERT 90.50 1.00 98.90 14234.70 90.00 67.50 25.00 34276.58 90.25 34.25 62.05 24255.64
RoBERTa 95.50 72.00 24.61 33905.64 93.00 37.00 60.22 19640.80 94.25 54.50 42.18 26773.22
DeBERTa 95.50 72.50 24.08 34325.91 96.00 71.00 26.04 32058.96 95.75 71.75 25.07 33192.44
Flooding 96.00 68.00 29.17 32915.51 95.50 30.00 68.59 20405.92 95.75 49.00 48.83 26660.72
RDrop 96.50 70.50 26.94 32959.75 95.00 51.50 45.79 25669.62 95.75 61.00 36.29 29314.68
RanMASK 94.00 52.00 44.68 30767.48 86.00 58.00 32.56 25411.29 90.00 55.00 38.89 28089.38
RMLM 91.00 70.00 23.08 33542.23 91.50 69.50 24.04 32213.99 91.25 69.75 23.56 32878.11
SCRN 94.50 80.50 14.81 36077.57 95.50 78.50 17.80 37299.11 95.00 79.50 16.32 36688.34

Table 17: Results of mixed-source AIGT detection under different attack methods.
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