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Abstract

The integration of large language models
(LLMs) and search engines represents a sig-
nificant evolution in knowledge acquisition
methodologies. However, determining the
knowledge that an LLM already possesses and
the knowledge that requires the help of a search
engine remains an unresolved issue. Most exist-
ing methods solve this problem through the re-
sults of preliminary answers or reasoning done
by the LLM itself, but this incurs excessively
high computational costs. This paper intro-
duces a novel collaborative approach, namely
SlimPLM, that detects missing knowledge in
LLMs with a slim proxy model, to enhance
the LLM’s knowledge acquisition process. We
employ a proxy model which has far fewer pa-
rameters, and take its answers as heuristic an-
swers. Heuristic answers are then utilized to
predict the knowledge required to answer the
user question, as well as the known and un-
known knowledge within the LLM. We only
conduct retrieval for the missing knowledge in
questions that the LLM does not know. Ex-
tensive experimental results on five datasets
with two LLMs demonstrate a notable improve-
ment in the end-to-end performance of LLMs in
question-answering tasks, achieving or surpass-
ing current state-of-the-art models with lower
LLM inference costs.1

1 Introduction

Large language models (LLMs) have demonstrated
significant prowess in various natural language pro-
cessing (NLP) tasks (OpenAI, 2023), attributed
to their advanced language comprehension and
generation capabilities. Despite being trained on
extensive text corpora, these models occasionally
produce hallucinated content (Zhou et al., 2021;

*This work was done when Jiejun Tan was doing internship
at Baichuan Intelligent Technology.

†Corresponding author.
1Our code and datasets are available at https://github.

com/plageon/SlimPlm.

Maynez et al., 2020). To tackle this problem, the in-
tegration of retrieval systems with LLMs has been
proposed, enabling access to external knowledge
bases for more accurate and reliable text genera-
tion.

Retrieval-augmented generation (RAG) involves
using a retrieval system to supplement LLMs with
relevant external information, thereby improving
text generation quality (Peng et al., 2023; He et al.,
2023). Yet, recent studies have suggested that re-
trieval may not always be beneficial. In cases where
LLMs can adequately respond without external
knowledge, retrieval may introduce irrelevant in-
formation, potentially degrading performance (Ka-
davath et al., 2022; Wang et al., 2023b; Shi et al.,
2023a; Petroni et al., 2020). Therefore, it is crit-
ical to determine when retrieval is necessary for
user questions (Shuster et al., 2021). The challenge
lies in identifying questions that exceed the LLMs’
intrinsic knowledge and require external retrieval,
due to the prevalence of content hallucination. Ef-
forts to address this challenge can be categorized
into two groups: (1) The first group of methods
involves fine-tuning LLMs for RAG scenarios, al-
lowing them to autonomously signal the need for
external knowledge (Nakano et al., 2021; Liu et al.,
2023b; Qin et al., 2023b). This method, while effec-
tive, demands substantial computational resources
and risks diminishing the LLMs’ general capabili-
ties due to potential catastrophic forgetting (Kotha
et al., 2023; Zhai et al., 2023). (2) The second
category avoids direct tuning of LLMs, assessing
the necessity for retrieval based on the quality of
the generated content or specific indicators within
it (Ram et al., 2023; Min et al., 2022). However,
this approach still has its drawbacks, as it requires
multiple inferences, thereby increasing both the in-
ference costs and the latency of responses to user
questions.

In light of this, we put forward a question: Is it
feasible to employ a proxy model with a relatively
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smaller parameter size to facilitate effective re-
trieval results for an LLM? Theoretically, existing
decoder-only language models share similar Trans-
former structures, and they are pre-trained on some
common text corpora, such as Common Crawl
web pages, books, and Wikipedia pages (Touvron
et al., 2023; Bai et al., 2023; Scao et al., 2022;
Almazrouei et al., 2023; Zhang et al., 2024). There-
fore, it is possible for them to reach a consensus
on relative mastery over different knowledge and
the necessity of retrieval. Our preliminary quantita-
tive analysis, shown in Section 4.6, also supports
this hypothesis. The experimental results show
that on questions well understood by the LLM, the
relatively smaller language model also has consid-
erable knowledge. The gap between larger and
smaller LLMs mainly manifests in questions they
do not understand. This further validates the pos-
sibility of employing a proxy model to help deter-
mine the necessity of retrieval.

Based on our analysis, in this paper, we intro-
duce a novel approach, called SlimPLM (Slim
Proxy Language Model), which leverages a rela-
tively smaller language model as a “proxy model”
to help determine when and how to perform re-
trieval for LLMs. Specifically, for a user question,
SlimPLM first uses the proxy model to generate a
preliminary “heuristic answer”. This heuristic an-
swer serves two purposes. First, it is evaluated by a
lightweight model designed to assess the necessity
for retrieval. If this evaluation shows that the heuris-
tic answer is of high quality, it implies that the
question may be addressed directly by LLMs with-
out additional information retrieval. In contrast,
a lower-quality answer triggers the retrieval pro-
cess to identify and supplement missing knowledge.
To facilitate this, SlimPLM utilizes the heuristic
answer again to generate multiple queries, each
reflecting a specific aspect of the initial response.
These queries are then individually assessed for
their need for retrieval, filtering out queries that do
not require retrieval. By this means, the remaining
queries can retrieve more relevant knowledge that
is lacking in LLMs. The integration of SlimPLM
into existing RAG frameworks offers a flexible and
effective enhancement without notably increasing
computational costs or response latency. Experi-
mental results across five commonly used question-
answering datasets validate SlimPLM’s effective-
ness in determining the necessity for retrieval and
improving retrieval results.

Our contributions are threefold: (1) We pro-

pose a novel approach that leverages a small proxy
model to generate heuristic answers, helping deter-
mine when and how to perform retrieval for LLMs.
(2) We devise a retrieval necessity judgment model
based on the heuristic answer. It is capable of accu-
rately identifying which queries necessitate further
information retrieval. (3) We formulate a query
rewriting strategy that decomposes the heuristic
answer into distinct claims. This is complemented
by a claim-based filtering mechanism to enhance
the relevance of the retrieval results for LLMs’ text
generation.

2 Related Work

2.1 Retrieval-Augmented Generation (RAG)

RAG has been studied for a long time. In the era
of pre-trained language models, RAG has been ap-
plied to provide models with relevant knowledge,
significantly enhancing the generation quality in ap-
plications such as dialogue systems (Tahami et al.,
2020; Tao et al., 2019) and question-answering
systems (Izacard and Grave, 2021; Tahami et al.,
2020). With the development of LLMs, RAG has
emerged as a crucial strategy to tackle the problem
of hallucination and outdated information (Shuster
et al., 2021; White, 2023).

The mainstream RAG methods follow a
“retrieve-then-read” architecture. In this setup,
a retrieval module first gathers external knowl-
edge, providing additional context that is subse-
quently processed by LLMs to generate the fi-
nal output (Ram et al., 2023; Yu et al., 2023b).
Typically, a RAG pipeline (Zhu et al., 2023; Liu
et al., 2023a; Shi et al., 2023b) includes several
components: a query rewriter that refines the ini-
tial query (Wang et al., 2023a; Gao et al., 2023),
a retriever that fetches relevant documents (Guu
et al., 2020; Neelakantan et al., 2022), a filter or
reranker (Yoran et al., 2023; Yu et al., 2023a; Xu
et al., 2023) that ensures only the most relevant
knowledge is kept, and an LLM as reader that gen-
erates the final results. To optimize these systems,
some approaches focus on enhancing individual
components of the RAG architecture to improve
overall performance (Zhu et al., 2024; Jin et al.,
2024), while others involve direct fine-tuning of
the LLM to better integrate with RAG-specific
tasks (Asai et al., 2023; Kadavath et al., 2022).
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Figure 1: A display of the main process of SlimPLM. Solid lines with arrows represent the flow of data, while
dashed lines with arrows signify control signals from the retrieval necessity judgment model. Step 1 and step 2 are
mandatory in the pipeline, but step 3 involves choosing between direct generation and RAG.

2.2 Retrieval Necessity Judgment

In a Retrieval-Augmented Generation (RAG) sys-
tem, a critical challenge is determining when to
initiate the retrieval process. Several approaches
have been proposed to address this issue:

(1) Fine-tuning Large Language Models (LLMs)
has proven effective but comes with substantial
computational costs (Qin et al., 2023a; Lin et al.,
2022). Some studies have focused on fine-tuning
the LLM to mimic human-like web browsing be-
havior (Schick et al., 2023; Nakano et al., 2021).
Self-RAG (Asai et al., 2023) introduces special to-
kens known as reflection tokens to regulate retrieval
behavior.

(2) Another intuitive approach involves evaluat-
ing the LLM’s confidence based on the logits gen-
erated by the model (Jiang et al., 2021; Guo et al.,
2017). FLARE (Jiang et al., 2023) dynamically
activates RAG if the logits fall below a predefined
threshold.

(3) Other research has employed iterative
prompting to determine if additional information is
required (Wei et al., 2022; Liu et al., 2022; Rubin
et al., 2022), or has combined Chain-of-Thought
prompting (Wei et al., 2022) with RAG (Press
et al., 2023; Khattab et al., 2022). For instance,
ReAct (Yao et al., 2023) alternates between gener-
ating thoughts and actions, creating a sequence of
thought-action-observation steps.

(4) Evaluating the complexity or popularity of
user questions to assess the need for retrieval is

also a feasible approach (Mallen et al., 2023).
SKR (Wang et al., 2023b) refers to similar ques-
tions it has previously encountered to determine
the necessity of retrieval.

Distinct from these existing methods, SlimPLM
evaluates the necessity of retrieval by analyzing the
answer generated by a smaller LLM. This approach
does not increase LLM inference times while en-
hancing judgment accuracy.

2.3 Query Formulation

In addition to determining when to retrieve infor-
mation, the question of what to retrieve is also
of great importance. A simplistic approach that
merely judges the necessity of retrieval based on
the user’s query would be inadequate. The afore-
mentioned retrieval necessity judgment work has
also proposed solutions for query rewriting. Nu-
merous studies have encouraged the use of Large
Language Models (LLMs) to autonomously gen-
erate queries (Yao et al., 2023; Press et al., 2023;
Schick et al., 2023). Some research has utilized
previously generated content as queries (Shao et al.,
2023; Asai et al., 2023), or have taken a further step
by masking low logit tokens within the generated
content (Jiang et al., 2023). Other studies have em-
ployed specially fine-tuned query rewriting models
to rewrite either the user’s question or previously
generated content (Wang et al., 2023a; Ma et al.,
2023).

In contrast, SlimPLM formulates queries by
meticulously analyzing the answers generated by a
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smaller LLM, thereby providing an accurate under-
standing of the required knowledge.

3 Methodology

In this paper, we aim to leverage a relatively
smaller model as the proxy model to determine
whether the user-issued question requires supple-
mentary retrieval results and further provide clues
for retrieving relevant knowledge. Our method,
SlimPLM, can be flexibly used as a plug-in to vari-
ous retrieval-augmented generation scenarios, with-
out additional training requirements. The illustra-
tion of our method is shown in Figure 1.

3.1 Problem Formulation & Framework
Before diving into the details of our method, we
first formulate the concept and notations involved
in this paper.

Given a user input x and a text corpus (e.g., a
Wikipedia dump) D = {di}Ni=1 of size N , models
are expected to generate the annotated answer y.
To obtain the information in D that is relevant to
x, a retriever (R) is employed. This retriever takes
a query q as input and returns a relevant text list
Dref = R(q). Typically, the user input x is used as
the query, namely q = x. However, existing stud-
ies have demonstrated that using refined queries
for retrieval can improve the final generation qual-
ity (Gao et al., 2023; Wang et al., 2023a). There-
fore, we denote the refined queries as {q1, . . . , qn}.
With these refined queries, a collection of relevant
retrieval results Dref = R(q1), . . . , R(qn) is assem-
bled to support the generation process, formalized
as ŷ = LLM(Dref, x). Note that, when Dref = ∅,
the process degenerates to normal generation with-
out retrieval.

We define a proxy model (PM), which is imple-
mented by a relatively smaller LLM. The proxy
model generates an answer for the input x as:

â = PM(x), (1)

where â is called a heuristic answer in this paper.
This heuristic answer serves two purposes: (1) It is
used for determining whether the retrieval is nec-
essary for the current input x. The determination
is made by a retrieval necessity judgment model
(introduced in Section 3.2). (2) It also provides
clues for query rewriting. The query rewriting re-
sults will help identify knowledge gaps within the
LLM that necessitate further retrieval (introduced
in Section 3.3).

3.2 Retrieval Necessity Judgment

Because existing LLMs are typically trained on
common corpora (such as CommonCrawl and
Wikipedia (Touvron et al., 2023; Penedo et al.,
2023; Gao et al., 2021)) and employ a similar Trans-
former decoder-based architecture, it is promising
to leverage a smaller LLM for judging the knowl-
edge mastered by larger LLMs and determining the
need for additional retrieval. Thus, we propose a
retrieval necessity judgment component.

Judgment Model Given the heuristic answer â
generated by the proxy model (Equation 1), we
fine-tune a judgment model RJ (implemented by
Llama2-7B in our experiments) by using both the
user input x and the heuristic answer â. We use the
following instructions for fine-tuning:

Input:
<SYS> You are a helpful assistant. Your
task is to parse user input into structured
formats and accomplish the task according to
the heuristic answer. </SYS>
Heuristic answer: {Heuristic Answer}
Question: {user question}
Retrieval Necessity Judgment Output:
Output:
Known (True / False)

After fine-tuning, the RJ model can predict whether
a user question needs further retrieval with the help
of the heuristic answer.

Judgment Label Collection To fine-tune the RJ
model, we need to collect training samples with re-
liable labels. Existing studies (Wang et al., 2023b)
have proposed an annotation strategy that compares
the models’ outputs generated with and without re-
trieval. In our preliminary study, we find that this
strategy is highly influenced by the capability of
the retriever and the completeness of the corpus,
leading to annotations that cannot accurately re-
flect the model’s necessity for search. To tackle
this problem, we propose to leverage the quality
of our heuristic answers, i.e., if the quality of the
heuristic answer is higher than a predefined thresh-
old, we infer that the question can be well answered
without retrieval; otherwise, we consider retrieval
necessary.

Specifically, we collect samples with short an-
swers from existing question-answering datasets
and employ the matching ratio between the heuris-
tic answers and the ground-truth answers as the
metric. Compared to rouge scores (Lin, 2004) or
perplexity (Huyen, 2019), this metric can better
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align with the evaluation and reflect the generation
quality. Notably, while we only use short answers
for label collection, the obtained model can well
generalize to different datasets, such as long-form
QA datasets. Formally, for a question with multiple
short answers Y = {y1, y2, . . . , yn}, we compute
the matching ratio r between â and Y as:

r =
|{y | y ∈ â ∧ y ∈ Y }|

|Y | . (2)

Then, we set a threshold θ and obtain the label as:

Label(â, x) =

{
Known (True), if r > θ;

Known (False), otherwise.

3.3 Retrieval Target Determination
After determining the necessity of retrieval, the
next question is how to perform effective retrieval.
A straightforward method is using user input x as
the query to retrieve relevant information from the
corpora D. However, many studies have reported
that the information retrieved by x may lose de-
tails and introduce redundant content (Wang et al.,
2023a). To address this issue, we propose a query
rewrite method based on the heuristic answers and a
query filter method to refine these rewritten queries.

Heuristic Answer-Driven Query Rewrite Re-
stricted by parameter scale, the proxy model of-
ten hallucinates during the process of answering
questions, but the direction in which they answer
questions is heuristic (Dhuliawala et al., 2023; Gao
et al., 2023). They can extend related aspects
and sub-topics of thought when analyzing ques-
tions. Inspired by claim decomposition operation
intended for factual evaluation (Min et al., 2023;
Kryscinski et al., 2020), we perform query rewrit-
ing based on each fact mentioned in the heuris-
tic answer given by the proxy models. The spe-
cific operations are as follows: we decompose
the heuristic answer â into multiple claims re-
lated to the question, {c1, c2, . . . , cn}, where each
claim related to the question can lead to a query,
{qc1 , qc2 , . . . , qcn}. In addition, we combine the
query rewrites directly derived from the user’s in-
put {qx1 , qx2 , . . . , qxn}. Our query rewriting model
QR takes the user question and the heuristic an-
swer as input and outputs all query rewrite results,
QR(x, â) = {qx1 , . . . , qxn , qc1 , . . . , qcn}.

To train the query rewriting model, we col-
lect and annotate a dataset with the help of GPT-
4(OpenAI, 2023). In each dataset used in our exper-
iments, we sample 1,000 user questions. We utilize

the method of instruction fine-tuning (Ouyang et al.,
2022; Chung et al., 2022) to fine-tune a decoder-
only generative model, accomplishing the task of
claim extraction and query rewriting in a single
round. Our instructions and the model output are
displayed as follows.

Input:
<SYS> You are a helpful assistant. Your
task is to parse user input into structured
formats and accomplish the task according to
the heuristic answer. </SYS>
Heuristic answer: {Heuristic Answer}
Question: {User Question}
Query Rewrite Output:
Output:
<Claim> Claim 1 <Query> Query 1 <Claim> Claim
2 <Query> Query 2, ...

Claim-based Query Filter In the previous step,
our method generates several rewritten queries
QR(x, â), which correspond to the claims in the
heuristic answers.

To achieve this, we reuse the judgment model RJ
trained in Section 3.2. Specifically, we replace the
input of the heuristic answer by the extracted claim
and the input of user questions by the rewritten
query. Then, the model can predict whether the
rewritten query requires external knowledge from
retrieval. We only perform retrieval when the result
is Known (False), namely, we have:

Dref = {R(qci)|RJ(ci, qci) = Known (False)}.

By this means, we can obtain the retrieved result
set Dref that only contains the knowledge missing
by the LLM.

4 Experiments

We conduct experiments on five widely used
question-answering (QA) datasets and compare the
performance of our method with several baselines.

4.1 Datasets
We use the following five QA datasets: (1) Nat-
ural Questions (NQ) (Kwiatkowski et al., 2019):
a dataset consisting of real user questions from
Google search. (2) Trivia-QA (Joshi et al., 2017): a
realistic text-based question answering dataset. (3)
ASQA (Stelmakh et al., 2022): a dataset targeting
ambiguous questions requiring answers that inte-
grate factual information from various sources. (4)
MuSiQue (Trivedi et al., 2022): a synthetic multi-
hop question-answering dataset. (5) ELI5 (Fan
et al., 2019): a long-form question answering
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Method #API ASQA NQ Trivia-QA MuSiQue ELI5

EM Hit@1 EM Hit@1 EM Hit@1 EM ROUGE-1 ROUGE-2 ROUGE-L

Llama2-70B-Chat without Retrieval

Vanilla Chat 1 29.68 62.50 40.49 55.00 27.44 90.75 11.50 28.66 4.88 14.27
CoT 1 26.21 54.50 35.36 48.75 23.50 79.00 11.50 28.12 4.73 14.06

Llama2-70B-Chat with Retrieval

Direct RAG 1 27.63 58.00 42.40 56.00 28.07 92.25 10.50 28.61 4.76 15.76
FLARE 2.10 30.08 63.50 41.36 55.75 27.41 89.50 11.25 27.95 4.72 13.91
Self-Eval 2 29.45 60.75 42.15 55.75 27.58 91.50 10.25 28.70 4.83 15.39
Self-Ask 2.67 26.37 60.25 38.56 53.00 26.56 89.50 9.50 - - -
ITER-RETGEN 3 30.15 60.50 42.85 55.50 28.31 91.00 13.00 28.44 4.74 15.72
SKR-KNN 1 29.38 61.75 41.90 55.75 28.16 92.25 10.25 28.71 4.80 15.73
SlimPLM (Ours) 1 30.73 65.00 47.43 62.25 28.35 92.00 13.00 29.97 5.61 15.13

Qwen-72B-Chat without Retrieval

Vanilla Chat 1 26.65 58.50 40.38 53.75 27.82 90.25 11.75 30.61 5.21 15.90
CoT 1 27.74 59.50 40.49 53.75 27.62 91.75 12.75 29.94 4.94 14.75

Qwen-72B-Chat with Retrieval

Direct RAG 1 25.85 57.00 41.27 52.75 26.39 87.75 7.75 25.93 4.55 16.74
FLARE 2.29 27.68 59.00 40.89 54.50 27.10 88.50 12.75 30.31 5.20 15.77
Self-Eval 2 27.64 60.00 42.43 56.00 27.13 90.50 7.75 29.19 5.14 16.05
Self-Ask 2.76 22.82 52.25 36.16 49.25 25.29 87.50 9.75 - - -
ITER-RETGEN 3 29.38 61.50 43.51 57.50 27.16 89.75 12.25 26.15 4.41 16.52
SKR-KNN 1 28.08 61.50 43.08 56.00 26.38 88.50 11.25 27.29 4.75 16.31
SlimPLM (Ours) 1 27.97 62.25 44.07 57.75 28.03 92.25 9.75 29.56 5.91 16.36

Table 1: Evaluation results of SlimPLM and baselines on five QA benchmarks. #API is the average LLM inference
times. Hit@1 is the proportion of instances where at least one short answer matches.

dataset originated from the Reddit forum. Due
to our limited resources, we randomly sample 400
questions from the test set (if any) or validation set
of each dataset as the test set for evaluation.

4.2 Evaluation Metrics

For all QA tasks, LLMs can freely generate any
answers. For datasets annotated with long-form
answers, we employ the Rouge Score (Lin, 2004)
(ROUGE) to evaluate the quality of the generated
answers by comparing them with the ground-truth
ones. For datasets with short answers, we use the
Exact Match (EM) metric to compare the generated
answer with the golden one. If the dataset provides
multiple optional short answers, we also report the
proportion of instances where at least one short
answer matches (Hit@1).

4.3 Baselines

We first select two baselines without retrieval:
(1) Vanilla Chat: This method directly inputs

the user question into LLMs to get the answer.
(2) CoT Prompting (Wei et al., 2022): This

method introduces a prompt method that lets LLMs
think step-by-step to derive the final answer.

We also consider several retrieval-augmented
generation methods. They differ in time and ap-
proach for retrieval necessity judgment and con-
struction of retrieval queries. We include more
baseline implementation details in Appendix B.

(1) Direct RAG: This approach applies retrieval-
augmentation for all questions and directly utilizes
the user question as the search query.

(2) FLARE (Jiang et al., 2023): This method
examines the content of each sentence generated by
the LLM, and uses retrieval if the generation logits
are below a threshold. FLARE uses the masked
sentence as a query, wherein tokens associated with
low logits are masked.

(3) Self-Eval (Kadavath et al., 2022): This
method uses prompts and few-shot learning to let
LLM itself decide whether it needs retrieval or not.

(4) Self-Ask (Press et al., 2023): This method
iteratively prompts the LLM to decide whether to
generate follow-up questions as queries or generate
the final answer directly.

(5) SKR-KNN (Wang et al., 2023b). It uses a
dense retriever to retrieve top-k nearest neighbor
questions from the training set. The necessity of re-
trieval is determined by the number of neighboring
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questions that require or do not require retrieval.

4.4 Implementation Details
We conduct experiments on two open-source
LLMs, Llama2-70B-Chat (Touvron et al., 2023)
and Qwen-72b-Chat (Bai et al., 2023). The default
proxy model, fine-tuned query rewriting model,
and retrieval necessity judgment model are built
on Llama2-7B-Chat. We build a search engine
on the KILT dataset’s document library, which is
based on the 2019 Wikipedia mirror (Petroni et al.,
2021). BM25 (Robertson and Zaragoza, 2009) is
used as the retriever and E5base (Wang et al., 2022)
is employed as the reranker. More implementation
details are provided in Appendix A.

4.5 Experimental Results
The evaluation results are shown in Table 1, where
we uniformly chose Llama2-7B-Chat as the proxy
model, a fine-tuned query rewriting model, and
a fine-tuned retrieval necessity judgment model.
Generally, our SlimPLM achieves superior or com-
petitive performance on all datasets. This clearly
demonstrates the effectiveness of our method. Be-
sides, we have the following observations:

(1) On most datasets, retrieval-augmented gen-
eration methods can outperform the methods with-
out using retrieval. This clearly demonstrates the
benefit of incorporating external knowledge into
open-domain QA tasks.

(2) Compared to methods that initiate retrieval
based on the results or logits generated by LLMs
(i.e., Self-Eval, Self-Ask, and FALRE), our method
yields better results. This validates the superiority
of our method, which employs a proxy model to
determine when and what the LLM needs to re-
trieve. Notably, our method requires the LLM to
infer only once, significantly reducing the cost of
inference.

(3) Comparing methods that judge retrieval ne-
cessity merely based on user questions (SKR-
KNN), our method also has advantages. By using
heuristic answers, it can more accurately assess the
LLM’s knowledge capability and formulate queries
that are more precisely tailored to the question,
thereby improving overall performance.

(4) Intriguingly, we notice that retrieval does not
uniformly benefit all user questions. For example,
in the ELI5 dataset, approximately 66.4% of sam-
ples show improvement with retrieval, as shown in
Figure 2. This observation highlights the critical
need to judge the necessity of retrieval. More cases
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Figure 2: The rouge performance for with and without
retrieval on ELI5 dataset.

where retrieval has negative impact are shown in
Appendix C.

4.6 Further Analysis
We further conduct a series of experiments to inves-
tigate the impact of different settings in our method.

Ablation Study We first examine the effective-
ness of different modules in our method by an ab-
lation study. This experiment is conducted by re-
moving the heuristic-answer-driven query rewriting
(w/o QR), question-Level retrieval necessity judg-
ment (w/o RJ), and Claim-based Query Filter (w/o
QF), respectively. From the results are shown in
Table 2, we can see:

(1) If query rewriting is removed, then retrieval
necessity judgment between vanilla chat and direct
RAG is applied. Performing query rewriting can
both enhance the comprehensiveness and relevance
of retrieved references.

(2) When retrieval necessity judgment is re-
moved, all questions will use retrieval results for
generation. LLMs will be led astray on questions
that they can perform well on their own knowledge.

(3) If claim-based query filter is removed, then
retrieval is applied to every query derived from the
heuristic answer. Not filtering queries which con-
tain contents that do not require retrieval worsens
the search results.

Knowledge Ability Consensus between Proxy
Models and LLMs In this experiment, we com-
pared the knowledge capabilities of LLMs and
proxy models, and confirmed their consensus. Our
findings can be summarized as follows:

(1) The difference in capabilities between the
proxy model and the LLM is primarily manifested
in the knowledge of lower mastery levels. As il-
lustrated in Figure 3, on the ASQA dataset, the
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Method ASQA NQ Trivia-QA MuSiQue

EM Hit@1 EM Hit@1 EM Hit@1 EM

SlimPLM 30.73 65.00 47.43 62.25 28.35 92.00 13.00
w/o QR 29.19 (5.0%↓) 61.75 (5.0%↓) 45.16 (4.8%↓) 59.75 (4.0%↓) 28.07 (1.0%↓) 92.50 (0.5%↑) 11.50 (1.2%↓)
w/o QJ 29.43 (4.2%↓) 61.75 (5.0%↓) 43.03 (9.3%↓) 57.25 (8.0%↓) 27.91 (1.6%↓) 90.25 (1.9%↓) 12.75 (1.9%↓)
w/o QF 30.73 (0.0%) 64.75 (0.4%↓) 46.62 (1.7%↓) 61.25 (1.6%↓) 28.27 (0.3%↓) 91.75 (0.3%↓) 12.50 (3.9%↓)

Table 2: Ablation study on Llama2-70B-Chat. “QR”, “QJ”, and “QF” denote the query rewriting, question-level
retrieval necessity judgment, and claim-based query filter, respectively.

Method ASQA NQ Trivia-QA MuSiQue ELI5

EM Hit@1 EM Hit@1 EM Hit@1 EM ROUGE-1 ROUGE-2 ROUGE-L

Llama2-70B-Chat

Vanilla Chat 29.68 62.50 40.49 55.00 27.44 90.75 11.50 28.66 4.88 14.27
Llama2-7B-Chat 30.73 65.00 47.43 62.25 28.35 92.75 13.00 29.97 5.61 15.13
Baichuan2-7B-Chat 31.19 63.25 44.57 58.75 28.44 93.25 14.00 29.95 5.64 15.49
Qwen-7B-Chat 29.62 60.25 42.53 56.25 27.93 92.25 13.00 29.95 5.57 16.16
Phi-2 (2.7B) 28.96 60.50 43.33 57.50 27.99 91.50 13.75 30.34 5.82 15.48
TinyLlama-1.1B-Chat 30.47 60.50 44.24 56.75 28.02 91.00 11.50 30.05 5.56 15.37

Qwen-72B-Chat

Vanilla Chat 26.65 58.50 40.38 53.75 27.82 90.25 11.75 30.61 5.21 15.90
Llama2-7B-Chat 27.97 62.25 44.07 57.75 28.03 92.25 9.75 29.56 5.91 16.36
Baichuan2-7B-Chat 28.11 62.00 43.46 57.25 27.65 91.75 11.00 28.36 5.69 16.28
Qwen-7B-Chat 27.76 59.75 42.54 55.75 27.22 90.25 8.75 29.44 5.74 16.33
Phi-2 (2.7B) 26.95 59.50 42.22 54.25 27.10 89.00 10.75 29.17 5.83 16.32
TinyLlama-1.1B-Chat 27.61 58.25 42.36 55.25 27.67 91.25 9.25 28.80 5.64 16.12

Table 3: Performance Comparison of Various Proxy Methods to Vanilla Chat.

difference between the 70B and 7B language mod-
els is very slight for samples with an EM score
greater than 0.5. Their differences are primarily
evident in samples with an EM score less than 0.5.

(2) The higher the level of some knowledge
mastered by the proxy model, the higher the level
of mastery by the LLM. Further experiments on
ASQA shows over 82.19% of the samples with an
EM score greater than 0.5 for the 7B model over-
laps with those of the 70B model.

The experimental results above offer a theoret-
ical basis for our method. If the proxy model can
correctly answer the question, then the LLM is
very likely to answer it correctly as well. Apply-
ing vanilla chat for them can better leverage the
inherent knowledge capabilities of LLMs.

Impact of Various Proxy Models We also ex-
plore the impact of using different proxy models in
our method. This experiment is conducted by us-
ing four open-source LLMs with different sizes as
the proxy model, including Llama2-7B-Chat (Tou-
vron et al., 2023), Baichuan2-7B-Chat (Yang et al.,
2023), Qwen-7B-Chat (Bai et al., 2023), and Phi-
2 (Li et al., 2023), TinyLlama-1.1B-Chat (Zhang
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Figure 3: The proportion of samples (y-axis) with EM
scores higher than certain values (x-axis).

et al., 2024). Experimental results are shown in
Table 3. We can see that in most datasets, Llama2-
7B-Chat can provide the best results. Furthermore,
Llama2-7B-Chat contributes a greater improve-
ment to Llama2-70B-Chat than to Qwen-72B-Chat,
we attribute this to the better knowledge alignment
between Llama models.

Computational Cost Analysis In our method,
we use a proxy model, a query rewriting model,
and a retrieval necessity judgment model based on
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Dataset Chat Proxy Rewrite Judge Total

ASQA 192.86 24.42 35.27 3.38 63.07
NQ 249.74 29.61 38.65 3.65 71.91
TQA 114.07 15.73 28.13 2.47 46.33
MuSiQ 168.47 19.00 30.84 2.36 52.20
ELI5 471.22 47.82 46.82 4.23 98.87

Table 4: The number of tokens used by LLM, and the
additional tokens brought by components of SlimPLM
separately and in total(Total). Components includes
proxy model (Proxy), query rewriting model((Rewrite),
and search necessity judge model(Judge).

relatively smaller LLMs (Llama2-7B-Chat). To
investigate their computational efficiency, we an-
alyze the average number of tokens generated by
each model and calculate the associated costs. This
calculation is based on the assumption that the com-
putational expense per token for a 7B model is
roughly 1/10 that of a 70B model—–a conserva-
tive estimate, given that the actual cost differential
is likely to exceed this ratio (Kaplan et al., 2020).
Table 4 lists the additional computational costs re-
quired by each component and the total cost. The
analysis reveals that the additional costs are sub-
stantially lower (1/4 to 1/3) compared to the costs
of a single inference by an LLM. This observation
validates the economic advantages of our method.

5 Conclusion

In conclusion, our research proposes a new
paradigm for RAG, utilizing a smaller LLM as
proxy model. Based on the heuristic answer by
proxy model, we conduct query rewriting, retrieval
necessity judgment, and claim-based query filter-
ing. This approach enables accurate perception
for when and what to retrieve for LLMs. Experi-
ments across various datasets show a marked im-
provement in the end-to-end performance of LLM
question-answering, achieving or exceeding state-
of-the-art results. Moreover, this enhancement is
attained with little additional computational cost.

Limitations

In scenarios where almost all user questions are pri-
marily outside the scope of the LLM’s pre-training
corpus, or where almost all the questions do not
require external knowledge, our method proves
challenging to utilize. In these situations, opting
either for a full retrieval or without retrieval at all
may be a more suitable approach. Additionally, we
acknowledge a gap in the knowledge capabilities

between proxy models and LLMs. Heuristic an-
swers are unable to fully reflect the true knowledge
capability of the LLMs. Moreover, our current
method employs three models: a proxy model, a
query rewriting model, and a retrieval necessity
judgment model. The pipeline appears somewhat
complex; integrating these functions into a single
generative framework would be preferable.
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A SlimPLM Implementation Details

Model Fine-tuning Our query rewriting model
and the retrieval necessity judgment model are both
obtained by instruction fine-tuning from Llama2-
7B-Chat. We find that models fine-tuned with data
collected from datasets annotated with multiple
short answers possess better generalization abil-
ities. They can adapt to various tasks including
ambiguous QA, natural questions, long-form QA,
and rewritten queries. We collect 5000 samples
each from the training sets of ASQA, Natural Ques-
tions, and Trivia-QA. Through rule-based filtering,
we formed the fine-tuning data for the retrieval ne-
cessity judgment model, as shown in Table 5. Be-
cause the number of unknown samples significantly
exceeds that of known samples, we downsample
the unknown samples to make their proportions
roughly equal. For the query rewriting model, we
collecte 1000 samples each from ASQA, Natural
Questions, Trivia-QA, MuSiQue, ELI5, and then
use GPT-4 for auxiliary annotation. The prompt
we use to induce GPT-4 annotation is displayed in
Table 8.
RAG Prompts RAG prompts concatenate the ref-
erence document in front of the question for en-
hanced retrieval generation. For datasets annotated
with short-form answers and long-form answers,
we use different RAG prompts. This is because
short-form QA requires the completeness of an-
swers, while long-answer QA demands the fluency
of answers. Prompts we use are demonstrated in
Table 9. We apply the same prompt strategy across
all baselines unless some methods have very strict
requirements for prompts, such as Self-Ask (Press
et al., 2023) and FLARE (Jiang et al., 2023).

B Baseline Implementation Details

For methods that require multiple rounds of large
language model reasoning, we observe that three
rounds of reasoning can already solve most of the
problems in our dataset. Methods with an indefi-
nite number of reasoning rounds (Self-Ask (Press
et al., 2023), FLARE (Jiang et al., 2023)) mostly
stop iterating after three rounds. Considering the
limitations of computational resources, we set the
maximum number of iterations to three rounds.
We also set the iteration count of 3 for ITER-
RETGEN (Shao et al., 2023).

The results of Self-Ask (Press et al., 2023) on
the ELI5 dataset are not compared is that Self-Ask
can only output short answers due to prompt limi-
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Dataset Known Unknown Dropped

ASQA 593 592 3,168
NQ 1,873 1,874 1,253
TQA 588 588 3,824

Table 5: The number of unknown, known and dropped
samples for retrieval necessity judgment model.

RAG Prompt for FLARE

Search results:
[1] doc 1
[2] doc 2
...
question

Table 6: RAG prompt for FLARE.

tations, which does not meet the ELI5 setting for
long text annotations.

The special prompt for FLARE is demonstrated
in Table 6.

The special prompt for Self-Ask is demonstrated
in Table 10. Specifically, we use the LLM itself
as a reader to extract concise answers as interme-
diate answers from the documents found in search.
This was implemented using the Google API in the
original paper, but we use our own Wiki document
search library, hence the need for this approach.

C Case Study

We provide some cases of misleading references
in Table 7. There are mainly two scenarios where
searching can have adverse effects: (1) The refer-
ences retrieved is misleading, the LLM is provided
incorrect references; (2) The references retrieved
is incomplete, causing the language model to focus
on the answer found and overlook other possible
answers.
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Question: Where are the winter Olympics and when do they start?

reference: Åre and Östersund, Sweden will host the next World Winter Games between February 2 to 13, 2021. It will mark the
first time that Sweden has ever hosted the Special Olympics World Games.
Error Type: irrelevant reference
reference: The EOC launched the bid process on 20 September 2018 after a meeting of the constituent National Olympic
Committees in Stockholm.
Error Type: irrelevant reference

Question: When did the golden state warriors win the finals?

reference: The 2017 NBA playoffs began on April 15, 2017. It concluded with the Golden State Warriors defeating the
Cleveland Cavaliers 4 games to 1 in the NBA Finals, their third consecutive meeting at the Finals.
Error Type: incomplete reference
reference: This Finals was the first time in NBA history the same two teams had met for a third consecutive year. The Cavaliers
sought to repeat as champions after winning the championship in 2016, while the Warriors won the first meeting in 2015.
Error Type: incomplete reference

Table 7: Cases of misleading and incomplete references.

GPT-4 Prompt for Annotating Query Rewrite from User Question

Your task is to perform text analysis on user conversations, and complete the last json item. You need to follow the following
rules:
1. Classify user conversations into the following categories: text rewriting, mathematical problems, knowledge questions, text
creation, table processing, translation, summarization, logical reasoning, open qa, coding, text classification, information
extraction, brainstorming, exams, role-playing, others. The format should be a string and stored in the task field.
2. Determine whether the answer of user input is closely related to current datetime, and store it in the timeliness field in boolean
format.
3. If the user’s request involves reasoning, each reasoning process should be described as questions and split into as many
sub-questions as possible.
4. The sub-questions after splitting should be placed in the question field in questions, and the sub-questions should be fully
described without using pronouns such as “he”, “this”, or “that”.
5. If the sub-question involves very strict factual information such as personal relationships, time, location, policies, regulations,
etc., which requires the use of a search engine to answer, then it needs to be marked as needSearch=true, and the generated
search term should be placed in searchWord.
6. If the sub-question is a chit-chat question such as "how are you" or a pure mathematical problem, coding, logical reasoning,
creative thinking, or common sense problem, then no search is needed.
7. Extract the entities and events involved in the user’s request and store them in the entities and events fields respectively. The
format is a list of strings. Note that the entities and events should be higly informative, and should not be a user instruction or a
question.

GPT-4 Prompt for Annotating Query Rewrite from User Question

«SYS»You are asked to first separate a given text by claims and then provide a search query to verify each claim if needed. Here
are some requirements: 1. The separation is conducted according to the meaning and each claim should be be brief and contain
as one key claim. 2. Do not add any hallucinated information or miss any information. 3. The claims should be independent and
self-contained, and the claims should be fully described without using pronouns such as “he”, “this”, or “that”. 4. The query is
derived from it’s corresponding claim and the original user question, and should be useful to check the factuality of the claim. 5.
If the claim does not contain any fact relevant with the original user question, or only contains simple commen senses, then
search is not required. 6. The final return should strictly follow the given format. Like this: <Claims> <Claim(claim1)>
<Search(True/False)> <Query(query1)> <Claim(claim2)> <Search(True/False)> <Query(query2)>
<Claim(claim3)><Search(True/False)><Query(query3)>......</Claims> «/SYS»

Table 8: The prompt to induce GPT-4 auxiliary annotation for query rewriting model.
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RAG Prompt for Short-Form QA

«SYS»
Now, based on the following reference and your knowledge, please answer the question more succinctly and professionally. The
reference is delimited by triple brackets [[[]]]. The question is delimited by triple parentheses ((())). You should include as many
possible answers as you can.
«/SYS»
Reference: [[[reference]]],
question: (((question)))

RAG Prompt for Long-form QA

«SYS»
Now, based on the following reference and your knowledge, please answer the question more succinctly and professionally. The
reference is delimited by triple brackets [[[]]]. The question is delimited by triple parentheses ((())). You are not allowed to add
fabrications or hallucinations.
«/SYS»
Reference: [[[reference]]],
question: (((question)))

Table 9: RAG prompt for different tasks.

RAG Prompt for Self-Ask

«SYS»
Given the following question, answer it by providing follow up questions and intermediate answers. If no follow up questions
are necessary, answer the question directly.
«SYS»
Question: Who lived longer, Muhammad Ali or Alan Turing?
Are follow up questions needed here: Yes.
Follow up: How old was Muhammad Ali when he died?
Intermediate answer: Muhammad Ali was 74 years old when he died.
Follow up: How old was Alan Turing when he died?
Intermediate answer: Alan Turing was 41 years old when he died.
So the final answer is: Muhammad Ali
Question: When was the founder of craigslist born?
Are follow up questions needed here: Yes.
Follow up: Who was the founder of craigslist?
Intermediate answer: Craigslist was founded by Craig Newmark.
Follow up: When was Craig Newmark born?
Intermediate answer: Craig Newmark was born on December 6, 1952.
So the final answer is: December 6, 1952
Question: question

RAG Prompt for Self-Ask Reference Reader

Given the following reference, answer it by a brief sentence. You are not allowed to add fabrications or hallucinations.
reference
Question: How old was Muhammad Ali when he died?
Answer: Muhammad Ali was 74 years old when he died.
Question: Who was the founder of craigslist?
Answer: Craigslist was founded by Craig Newmark.
Question: Who was the father of Mary Ball Washington?
Answer: The father of Mary Ball Washington was Joseph Ball.
Question: Who is the director of Casino Royale?
Answer: The director of Casino Royale is Martin Campbell.
Question: question
Answer:

Table 10: RAG prompt for Self-Ask.
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