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Abstract

Impressive performance of pre-trained models
has garnered public attention and made news
headlines in recent years. Almost always, these
models are produced by or in collaboration with
industry. Using them is critical for competing
on natural language processing (NLP) bench-
marks and correspondingly to stay relevant in
NLP research. We surveyed 100 papers pub-
lished at EMNLP 2022 to determine the degree
to which researchers rely on industry models,
other artifacts, and contributions to publish in
prestigious NLP venues and found that the ratio
of their citation is at least three times greater
than what would be expected. Our work serves
as a scaffold to enable future researchers to
more accurately address whether: 1) Collab-
oration with industry is still collaboration in
the absence of an alternative or 2) if NLP in-
quiry has been captured by the motivations and
research direction of private corporations.

1 Introduction

Natural Language Processing (NLP) has seen rapid
growth in recent years, attracting interest from large
technology companies. Expediting the exploita-
tion of emergent technologies is critical to indus-
try success and this strategy has been applied to
NLP, as is evident with the current influx of large
language models (LLM), chatbots, and evaluation
tools. These newfound business opportunities have
brought industry to the forefront of NLP research.
Industry presence in the Association of Compu-
tational Linguistics (ACL) Anthology has corre-
spondingly increased 180% from 2017 to 2022
(Abdalla et al., 2023). The research community has
taken notice: "industry races ahead of academia"
was the top takeaway of the 2023 Artificial Intelli-
gence (Al) Index Report (Maslej et al., 2023) and
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Figure 1: Percentage of surveyed EMNLP 2022 paper
citations with industry affiliation smoothed with a 1D
Gaussian Filter (c = 2.5). The "Expected" line is the
percentage of industry affiliation across the entire ACL
anthology over time. One could expect cited papers of a
given year to have the same degree of industry affiliation.
The citations are split into the following types: Datasets,
Pre-Trained Models, Prior Bests, and Full Setting scores
(See § 3.3 for definitions of citation types).

82% of NLP community survey respondents agreed
with the statement "Industry will produce the most
widely-cited research” (Michael et al., 2023). Pub-
lic investment in Al has failed to keep up with
industry: in 2021, Google’s funding of their sub-
sidiary, DeepMind, alone surpassed the entirety of
US non-military Al funding (Ahmed et al., 2023).

In parallel to increased industry presence, con-
cerns have surfaced regarding the efficacy of re-
search grounded on general purpose benchmark
evaluation. Raji et al. (2021) note that widely-cited
Natural Language Understanding (NLU) datasets
used to verify general understanding of language
models are subject to scope and subjectivity lim-
itations. Despite these documented flaws, perfor-
mance on held-out benchmark test sets is still the
de facto standard used to establish publication va-
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lidity (see § 3.2). The consensus from NLP re-
searchers interviewed in a recent qualitative study
(Gururaja et al., 2023) was that “improvements on
benchmarks in NLP are the only results that are
self-justifying to reviewers”. Furthermore, bench-
mark test sets favour institutes with higher compu-
tational budgets, since higher scores can sometimes
be achieved via sheer computational power (Dodge
etal., 2019).

If substantial computer power is required to
achieve state-of-the-art (SOTA) benchmark perfor-
mance and thus publish in top venues (Dodge et al.,
2019; Rogers, 2020), researchers with smaller bud-
gets may find little room for contribution without
relying on industry artifacts and contributions.

In this work, we define reliance as needing some-
thing to a point such that, without it, one could not
survive or be successful. Reliance enforces ne-
cessity which in turn minimizes the possibility of
choosing an alternative. Instances of reliance have
already been identified in NLP. For example, an
NLP research community member notes regarding
software tools: ““You’re not gonna just build your
own system that’s gonna compete on these major
benchmarks yourself. You have to start [with] the
infrastructure that is there” (Gururaja et al., 2023).

Increased reliance on industry artifacts increases
the risk of corporate capture — a phenomenon where
private industry uses its influence to affect research
direction and findings (i.e., Science Capture), pol-
icy (i.e, Policy Capture), or media coverage (i.e.,
Media Capture) (Miller and Harkins, 2010). With-
out provable intent (often obtained through litiga-
tion), or a counterfactual, it is exceedingly difficult
to prove that ‘increased enmeshment of industry
and academic research’ (Young et al., 2022) is in-
dustry capture instead of mutually beneficial col-
laboration.

The purpose of this work is to quantify
academia’s increased reliance on industry artifacts.
Since heavy reliance often co-occurs with capture,
this is something we believe the field should study
further. We note that our work is not proof of
industry capture.

In this study, we surveyed and collected meta-
data on 100 EMNLP 2022 papers. We found that
across types of cited artifacts and contributions, the
percentage that are industry affiliated is substan-
tially higher than what would be expected relative
to the collective ACL Anthology (Figure 1, § 4.1).
Furthermore, the trend of industry affiliation has in-

creased in recent years, culminating in the majority
of all types of citations we recorded from 2022 be-
ing industry affiliated despite only 13.3% of papers
published that year having industry affiliation.

Along with determining the degree of reliance
on industry (§ 4.1) we designed our EMNLP 2022
survey to address the following additional ques-
tions:

1. What proportion of papers have industry affil-
iation? (§ 3.1)

2. Are SOTA-pushing papers dominant? What
other types of papers are being published
and are their distributions different between
academia and industry? (§ 3.2)

3. For new SOTA papers, by how much are in-
dustry and academia improving over the prior
best? (§ 4.2)

4. What attributes of individual papers make
them more or less favourable to achieving
higher SOTA improvements? (§ 4.3)

The remainder of this paper is divided into re-
lated works (§ 2), survey methods (§ 3), results
from analyzing the survey data (§ 4), and a corre-
sponding discussion (§ 5). The survey and analysis
code are available (for research purposes only) at
https://github.com/Will-C-Aitken/
collaboration-or-corporate—-captu
re.

2 Related Works

2.1 Industry & Scientific Research

Undoubtedly, there are benefits to the presence
of and increased collaboration with industry spon-
sors. Gulbrandsen and Smeby (2005) found that
industry-funded academics have higher publication
productivity and that their funding sources enable
them to examine both more novel and more inter-
esting research topics. The outputs of industry-
funded science are often more application focused
and the well-defined design rules associated with
this line of research need not be considered any
less epistemically virtuous than a more theoreti-
cal approach (Wilholt, 2006). In general, Holman
(2021) remarks that policy research tends to favour
academia-industry ties while philosophy of science
literature is more likely to condemn them.
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The ideal of value-free science is largely consid-
ered unrealistic in the philosophy of science com-
munity. Some degree of bias is inevitable (Wilholt,
2009). However, some biases are more damaging
to research integrity than others. Examples include
preference bias—“when a research result unduly
reflects the researchers’ preference for it over other
possible results” (Wilholt, 2009)— and sponsor-
ship bias that leads to using insufficient evidence
to support dubious scientific claims (Reutlinger,
2020).

The proliferation of industry presence in Al re-
search has also garnered internal criticism. Con-
cerns regarding academic independence and in-
tegrity have been voiced by Abdalla and Abdalla
(2021) and Whittaker (2021) by drawing parallels
to tactics used by "Big Tobacco" and the US Mili-
tary respectively to support their financial and po-
litical interests at the expense of public health and
scientific transparency and soundness.

Supporting Al Ethics research has been de-
scribed as a tactic used by tech firms to gain social
capital and foster a favourable public image (Phan
et al., 2022; Seele and Schultz, 2022). While this
research can be beneficial, this practice can also
have negative consequences. Some examples are
how industry funding of digital rights civil soci-
ety organizations can result in misrepresentation
of public interests (Goldenfein and Mann, 2023)
and how corporate capture of the ACM Fairness,
Accountability, and Transparency (FAccT) confer-
ence led to conflicts of interest in the peer-review
process (Young et al., 2022).

2.2 Benchmark Critiques

The acceptance of a paper titled "What Will it Take
to Fix Benchmarking in Natural Language Under-
standing" (Bowman and Dahl, 2021) to NAACL
2020 is strongly indicative of widespread bench-
mark dissent. The authors provide criteria that they
believe future benchmarks should strive for. Raji
et al. (2021) critique the generalizability of bench-
marks by calling into question the validity of their
constructs. Adjacently, through a microeconomics
lens, Ethayarajh and Jurafsky (2020) argue that
benchmark leaderboards fail to adequately capture
model utility. Despite its shortcomings, bench-
marking remains pervasive because it makes model
comparison, evaluation of results, and quantifica-
tion of progress straightforward.

2.3 Computing Power

The resurgence of NLP in recent years can in part
be attributed to increased computing power. Sharir
et al. (2020) estimate the cost of training an 11B-
parameter model (a modest size by today’s stan-
dards) to be well above $1.3 Million USD, a cost
likely prohibitive in most academic settings. As a
result, from 2010 to 2021, industry’s share of large
Al models has increased from 11% to 96% (Ahmed
et al., 2023).

The relationship of computing power to suc-
cess in NLP has raised concerns regarding the de-
democritization and monopolization of Al (Ahmed
and Wahed, 2020; Luitse and Denkena, 2021). Via
case studies, Dodge et al. (2019) critique bench-
mark reporting metrics for unfairly favouring those
who have the capacity to run more experiments.
The greater resources available in industry labs
may give them this advantage. Our survey analyzes
whether this advantage leads to more substantial
benchmark improvements.

3 Survey

3.1 Affiliation

We randomly sampled 100 EMNLP 2022 papers
from the main conference proceedings and classi-
fied their authors’ affiliations as either academic,
non-profit, or industry. Government institutes were
grouped with academia as both tend to serve the
general public. Non-profits were self-reported as
such and typically serve a subset of the public.
Lastly, any for-profit institute that primarily serves
private interests and shareholders was labelled as
industry.

We then compressed the group of author’s affilia-
tions into a single class. If all were from academia,
the paper was labelled as such. If at least one affili-
ation was non-profit, the paper label was updated
to non-profit. The same heuristic was used for
industry with industry taking precedence over non-
profit. Our rationale was that if even one author
was from industry or a non-profit, the team would
likely have access to the resources of that institute.
We replicated our main results with affiliation class
determined using majority rule, with only minor
variation in results (see Appendix A).

It should be noted that even when an author’s
affiliation is academic, this does not preclude them
from having industry funding. We limited our anal-
ysis to affiliations explicitly stated in the paper’s
authorship section and did not delve into acknowl-

3435



| Academia Non-Profit Industry | Total
Long 45 5 37 87
Short 5 1 7 13
Total | 50 6 44| 100

Table 1: Affiliations of Surveyed EMNLP 2022 Papers.

edgements or external CVs. Our analysis is there-
fore a lower bound on industry presence. The affili-
ation distribution of the surveyed papers is in Table
1.

Corroborating the trend in (Abdalla et al., 2023),
44% of the surveyed EMNLP 2022 papers have
industry affiliations, up from 24% over 2019-2021.

3.2 Type

We assigned each paper one or more type(s), most
of which are self-explanatory. The type of paper
can be thought of as the contribution(s) the authors
are using to argue that their work is worthy of pub-
lication. Unique Setting SOTA is distinct from All-
Time in that the authors are only looking at a con-
strained version of a dataset/benchmark. Examples
include zero/few-shot, parameter-efficient tuning,
and out-of-distribution robustness. Interpretability
& Analysis papers dissect a pre-existing work or
method to uncover additional insights. Split by in-
stitute type, Table 2 presents the types of papers
surveyed.

Despite widespread criticism, performance on
benchmarks remains critical to publishing in top
venues with 73 SOTA claims appearing in the 100
papers. Industry also focuses on New Datasets.
Bowman and Dahl (2021) detail the prohibitive
cost of compiling and annotating an NLP dataset,
likely making it a more viable endeavour for an
industry budget. Likewise, industry produced over
twice as many new Pre-Trained Models (PTMs).
Academia focuses more on Interpetability & Anal-
ysis work—an inherently computationally conser-
vative research direction.

Despite resource constraints, academia and in-
dustry published near identical quantities of both
types of SOTA papers. One might expect the
restricted environment of the Unique Setting to
favour academia, both by limiting competition
and possibly reducing computational requirements
(e.g., parameter-efficient tuning), but this was not
the case in our sample. A distinction between indus-
try and academic SOTA advancements is, however,
identifiable in terms of relative score improvement

Type Academia  Non-Profit  Industry \ Total
Unique Setting SOTA 18 4 17 39
All-Time SOTA 18 0 16 34
New Dataset 10 1 16 27
Interpretability & Analysis 11 1 5 17
New Pre-Trained Model 2 0 5 7
New Metric 1 0 5 6
Ethics 2 0 1 3

Table 2: Types of Surveyed EMNLP 2022 Papers. Note
that the columns do not sum to the amount of papers
surveyed from each institution type since papers may
be assigned more than one type.

(see § 4.2).

3.3 Citations

Research is an iterative collaborative effort that
continually builds upon prior work. We recorded
the cited works within each surveyed paper that
have the most bearing on research direction and
publication validity: PTMs, Datasets, Prior Best
(for both All-Time and Unique Setting SOTA), and
Full Setting (distinct to Unique Setting SOTA). For
example, if a paper used the GLUE benchmark
(Wang et al., 2018), we appended it to the list of that
paper’s cited datasets. For each of these citations,
we used the same heuristic as in § 3.1 to assign
an affiliation label. Citations in appendices were
excluded.

In addition to directly cited PTMs, if a PTM’s
weights were initialized from an ancillary PTM,
its citation was included as well. This recursive
pattern was repeated until a PTM with weights ini-
tialized from scratch was identified. We ignored
citations for model architectures since the architec-
ture itself may not be computationally prohibitive
while pre-training it often is. We did so to focus the
survey on works that may not be computationally
feasible for all researchers.

All datasets, whether used for pre-training, fine-
tuning, and/or scoring were recorded. When there
was a resultant metric from training on and/or test-
ing on a dataset, a Prior Best (and possible Full
Setting) citation (if it existed) was associated with
that specific metric. Multiple metrics may have
been reported on a single dataset sometimes result-
ing in different Prior Bests being associated with
the same dataset.

For Unique Setting SOTA papers, the Full Set-
ting is often included in the results section to
provide an upper bound for comparison and we
recorded these as well (e.g. the baseline of 100%
parameters tuned in parameter-efficient tuning).
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Our goal was to determine which institute type
usually owns this upper bound.

For both Prior Best and Full Setting citations, we
recorded the reported score associated with them.
We use them to determine degree of improvement
for SOTA claims (see § 4.2).

3.4 Miscellaneous

To round out our survey, we recorded two miscel-
laneous variables: public code release and number
of recorded metrics.

Reproducibility is a common but unevenly ap-
plied criterion for credibility in NLP and scien-
tific research as a whole. Gundersen and Kjensmo
(2018) grouped factors that assist in reproducing Al
results into three categories and from surveying 400
research papers, determined that only 20-30% of
them document such factors. One of these factors
is the release of implementation code and data, a
recommendation supported by Dodge et al. (2019)
and included in the EMNLP 2022 Reproducibility
Criteria. If a paper provided a link to their code
and/or data (typically as a GitHub repository) the
public code release variable was set to True.

In parallel to the citation recording process, we
calculated the number of reported metrics per paper
to determine whether industry’s increased comput-
ing capabilities would allow them to disseminate
more results. This variable, along with the other
miscellaneous variables are averaged over each in-
stitute type and presented in Table 3.

The percentage of publicly released code ex-
hibits a downward trend across institution type.
Given that reviewers were instructed to take into
consideration a submission’s ability to meet Re-
producibility Criteria, the acceptance of 15 papers
with private implementations indicates that either
these papers contribute exceptional methods that
outweigh the negative consequences of their pri-
vacy or that the value placed on reproducibility
is not uniform across reviewers. The usefulness
of scientific results reported on closed models has
been called into question (Rogers et al., 2023a) and
whether research on private models is suitable for a
public venue such as EMNLP is worthy of debate.
Note that an "Industry Track" exists at EMNLP,
which would seem like a natural fit for privately-
implemented industry papers, however, they were
submitted to the main track instead. We reflect
further on the purpose of an Industry Track in § 5.

Academics and industry practitioners report

| Academia  Non-Profit Industry | All
Public Code 94.0% 83.3% 75.0% 85.0%
Num. Metrics 14.0 4.5 15.5 14.0

Table 3: Miscellaneous survey elements averaged over
all papers of each institution type.

nearly the same number of metrics per paper. This
could be a result of limiting our survey to the main
bodies of papers which have a fixed length and sub-
sequently a relatively standard number of tables
and figures. A future analysis including appendices
may be more revealing.

4 Analysis

Some research questions were not immediately
answerable from the raw survey data and are ad-
dressed in this section via additional analysis.

4.1 Reliance on Industry Artifacts and
Contributions

Having recorded the affiliations of each paper’s
most important citations split by type (§ 3.3), we
processed the data by binning citations by publi-
cation year. We did not split publications by the
EMNLP 2022 paper’s affiliation for this analysis.
We wanted to quantify reliance on industry for the
entire NLP community. For each year with at least
one citation, we determined what percentage of the
citations were industry. Some years—especially
the earlier ones—had no or few citations and the
sparsity resulted in jagged impulses. We applied a
1D Gaussian filter' with its standard deviation, o
set to 2.5 to smooth the data and isolate a long-term
trend.

From Abdalla et al. (2023) we have access to the
actual ACL Anthology industry affiliation rate over
time and we plot it alongside the citation data. We
label this line "expected" since one would expect
the citations from each year to follow the same
trend. Note that the ACL Anthology is not the
publisher of every citation in EMNLP 2022. Image
PTMs for example are typically published at other
venues. However, the trend of increased industry
presence at ACL generalizes to other major Al
conferences (Ahmed and Wahed, 2020) and given
that most NLP publications cite within the NLP

'SciPy Implementation (v1.10.1): https://docs.s
cipy.org/doc/scipy-1.10.1/reference/gene
rated/scipy.ndimage.gaussian_filterld.ht
ml

3437


https://docs.scipy.org/doc/scipy-1.10.1/reference/generated/scipy.ndimage.gaussian_filter1d.html
https://docs.scipy.org/doc/scipy-1.10.1/reference/generated/scipy.ndimage.gaussian_filter1d.html
https://docs.scipy.org/doc/scipy-1.10.1/reference/generated/scipy.ndimage.gaussian_filter1d.html
https://docs.scipy.org/doc/scipy-1.10.1/reference/generated/scipy.ndimage.gaussian_filter1d.html

PTM | Academia Non-Profit Industry | Total
Yes 43 6 38 87
No 7 0 6 13
Percent | 86 100 86 | 87

Table 4: Quantities of papers that used at least one PTM.

community (Wahle et al., 2023) we believe it to be
an adequate proxy of expectation.

The plot of both our citation data and expected
industry presence is in Figure 1. Two observations
are immediately clear: The citation of industry
papers is well above expected for every year and
the proportion is increasing. In fact, for Datasets,
PTMs, Prior Bests, and Full Setting citations as of
2022, the majority are industry. This trend indicates
a reliance on industry artifacts and contributions.
While only 13.3% of published ACL Anthology
papers were from industry in 2022, over three times
that proportion were used as important citations.

In terms of artifacts, having the most used
Datasets and PTMs coming from industry may
limit the broader NLP community’s research direc-
tions to align with the publishing industry. Table 4
shows that while there is no explicit requirement
that EMINLP papers use a PTM, the actuality that
nearly all papers do implies otherwise. Since nearly
all PTMs are produced by industry, it being a de
facto standard to use them means that nearly all
NLP research includes an industry component.

Industry’s majority claim on Prior Bests sug-
gests that although they published less in the past,
their publications are more likely to achieve and re-
tain SOTA. The situation for Full Setting citations
also supports a trend of industry reliance where the
majority of Unique Setting works are at their on-
set looking up to industry as an impractical upper
bound.

For an analysis on how surveyed papers were
predisposed to citing papers from within their own
institute type, see Appendix B.

4.2 Degree of SOTA Improvement

There was no clear distinction between quanti-
ties of SOTA papers published by industry and
academia (§ 3.2). However, by analyzing the distri-
bution of score increases over prior bests, a differ-
ence between institution types became evident. To
do so, we averaged the relative improvements of
individual metrics first over the dataset they were
scored on, and then again over all datasets eval-
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Figure 2: Per paper average relative score increase dis-
tributions grouped by institution type for All-Time (top)
and Unique (bottom) Setting SOTA papers. No non-
profit papers surveyed claimed All-Time SOTA and the
corresponding row is therefore excluded. Green tri-
angles and orange vertical bars denote the mean and
median respectively and the numerical value for the
mean is labelled beneath it.

uated per paper. Equation 1 formalizes our ap-
proach:

1N 1 Ma newgqy, — oldy
A, =— — di UL

where D is the number of datasets a paper evalu-
ated on, M is the number of metrics per dataset,
d, newg,, is the paper’s new score reported on d
and metric, m, and old,, is the Prior Best score
on the same metric and dataset. For metrics where
lower scores are preferable newyg, and oldg,, were
swapped. Metrics with an old score of zero were
automatically set to a relative increase of 100% re-
gardless of new score. The papers’ average relative
score increase were then grouped by institute. Out-
liers outside two times the standard deviation of
each group were removed (see Appendix C) and
the remaining points are plotted in Figure 2.
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Rank  Score Inc. Institute Type SOTA Type Paper Topic Avg. Year of PB Avg. Num. PBs
1 255% Industry Unique Multilingual PTM 2020 1
2 148% Academia Unique Retrieval-Based Dialogue Multi-View Response Selection 2019 9
3 108% Industry Unique Continual Learning 2019 1
4 56.0% Industry All-Time Written and Spoken Long Document Summarization N/A? 6
5 55.6% Industry Unique Aspect-Based Sentiment Analysis 2021 2
6 52.0% Academia All-Time Knowledge Graph Completion 2018 2
7 48.6% Non-Profit Unique Abstractive Text Summarization 2022 5
8 44.9% Industry Unique Controllable Text Summarization 2019 1
9 43.3% Industry Unique Generative Language Decoding 2020 4
10 42.2% Industry All-Time Speaker Overlap-aware Neural Diarization 2022 3

58 1.16% Industry Both Bilingual Lexicon Induction 2019 4
59 1.12% Academia Unique Parameter Efficient Training 2021 2
60 1.06% Industry Unique Transformer Model Compression 2020 1
61 1.04% Academia All-Time Aspect Sentiment Triplet Extraction 2021 6
62 1.00% Industry Unique Factual Consistency in Summarization 2021 3
63 0.99% Industry All-Time Multi-Domain Machine Translation 2020 5
64 0.89% Academia All-Time Text Style Transfer 2020 4
65 0.84% Industry Unique Machine Translation 2022 1
66 0.81% Academia All-Time Aspect Sentiment Triplet Extraction 2022 7
67 -18.8% Academia All-Time Controllable Text Generation 2021 6

Table 5: Top and bottom 10 Per Paper Average Relative Score Increase (§ 4.2). PB stands for prior best. Average
number of prior bests is how many were compared to within the paper per metric, averaged over all metrics.

The means of industry SOTA improvements are
over two times times higher than academia’s for
both All-Time and Unique Setting. Academia’s
negative data-point indicates that some academics
are claiming SOTA despite failing to achieve a net
score increase (more on this in § 4.3). Require-
ments to claim SOTA are not strictly defined and
some metrics may be weighted higher than others
in a paper, but this finding along with the over-
all lower means, suggests that academia’s SOTA
claims are not as strong as industry’s. Although
there were equal numbers of SOTA claims between
institution types, academia’s weaker SOTA claims,
as well as the disproportion of prior bests being
from industry (§ 4.1), could result in a gradual
exclusion of academia from future SOTA claims.

Unique Setting claims are more substantial than
All-Time. By narrowing the problem to a Unique
Setting, competition is automatically removed and
it logically follows that higher score increases
would be achievable. This pattern is noticeable
for both academia and industry. The smaller ad-
vancements for All-Time claims supports the the-
ory that benchmarks are saturated (Bowman and
Dahl, 2021). There is less room for researchers to
maneuver at the top of the leaderboards, decreasing
the strength of new SOTA claims.

Relative score is biased toward increases where
the old score is relatively low; a phenomenon more
common to the Unique Setting. To contrast rel-
ative increase’s inherent bias we also plotted ab-
solute score increase in Appendix D. In this case,
academia captures SOTA equally as effectively as
industry. Without the benefit of improving over

small prior scores, industry’s apparent advantage
disappears. This pattern could suggest that indus-
try prefers or is more capable of addressing novel
tasks (i.e. ones without much prior success, and
hence low old scores) while academia sticks to
safer, well-established benchmarks.

4.3 Qualitative Analysis

Individual SOTA papers with the greatest and low-
est average relative score increases (see § 4.2 for
formalization) are listed in Table 5. Only two of
the top ten score increases are from academia de-
spite the majority of surveyed papers being aca-
demic. Papers ranked 1, 3, and 9 all introduce new
PTMs, none of which are from academia, possibly
indicating that training a PTM is both more likely
to produce impressive results and that industry is
more likely to succeed at it.

The worst relative score improvement is -18.8%
and comes from academia. This paper does not fall
outside of the threshold for outliers (see Appendix
C) and therefore cannot be ignored. On nearly ev-
ery metric reported, the paper’s method performed
worse than a prior best. Nevertheless, the authors
still explicitly claim SOTA in the abstract. The
paper proposes a novel method worthy of publica-
tion but an erroneous SOTA claim should not have
been used to argue its validity. This could be an
example of authors succumbing to the discourse
within NLP of "reject if not SOTA" (Rogers, 2020).
Only one of the four prior bests they are closest to
are academic, indicating that this could be an area

*Prior bests in this paper were not always cited and there-
fore an average year could not be determined.
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saturated with industry competition.

We recorded the final two columns of Table 5
to discern whether there is a distinction in prior
best recency and quantities between the highest
and lowest SOTA-achieving papers. The top 10
SOTA-increasing papers’ prior bests have an aver-
age publication date of January 2020 versus August
2020 for the bottom 10. The top 10 compare their
new results to an average of 3.4 prior bests com-
pared to 3.9 for the bottom 10. These statistics
follow the logic that it would be easier to achieve
higher SOTA gains when comparing to older and
lower prior bests.

5 Discussion

Industry presence in NLP artifacts and contribu-
tions is common and well-above the expected mar-
gin. From the perspective of policy research and
those who favour research productivity, this rela-
tionship may be seen as a purely positive collab-
oration (Gulbrandsen and Smeby, 2005; Holman,
2021). Industry has committed substantial financial
resources to NLP and the entire research commu-
nity benefits from more funding and greater pro-
fessional demand (Maslej et al., 2023). It could be
argued that the progress achieved in recent years
would not have been possible without a high degree
of industry involvement.

In contrast, those who consider objectivity as
an important epistemic virtue of scientific research
may be concerned with this trend. Abdalla and
Abdalla (2021) compare the state of Al Ethics to
the tobacco industry at its peak, a situation which
in retrospect is usually cast in a negative light. In
a few decades time, will we look back at NLP and
Al research with similar collective disdain? Will
our present efforts be overshadowed by a narrative
of objectivity tainted by corporate capture? At the
very least, whether for good or bad, publishing in
top NLP venues such as EMNLP without using
industry artifacts and contributions is becoming
increasingly infeasible.

Regardless of viewpoint, all stakeholders rele-
vant to this discussion benefit from increased trans-
parency. Throughout our survey we identified areas
that our research community could address to as-
sist in quantifying industry presence and reducing
barriers to publication. We suggest the following:

* Authors should be required to list all sources
of funding for their work. Without specifics,

we had to rely on author affiliation to quan-
tify industry presence. This is an imprecise
method given that academia, non-profits, and
for-profits all receive some proportion of pub-
lic funding. Requiring an acknowledgement
section listing all sources of funding would al-
leviate this issue without excessive overhead.

In line with the above suggestion, tagging pa-
pers according to public, private, and/or a split
of funding beside its link in the ACL Anthol-
ogy would foster transparency. The tag could
look similar to dataset, software, and best pa-
per tags as in EACL 2023 and link to descrip-
tions of each category of funding.

There already exists an "Industry Track" at
* ACL conferences that calls for papers related
to "non-trival real-world systems". However,
authorship is not restricted to for-profit indus-
try nor is industry excluded from the main
track. This version of an Industry Track is mis-
leading in that its title implies a separation by
institute type, when in practice that sepration
is non-existent. Future works should look into
what inclusions and exclusions could be added
to the Industry Track for it to better serve its
expected purpose. For example, should pri-
vate implementations be only acceptable in
this track?

* Reserving a fixed proportion of publication
slots for various hierarchies of computing ca-
pabilities could serve as an initial idea to eq-
uitably address the compute divide (Ahmed
and Wahed, 2020). Coincidentally, doing so
would help address the transparency concerns
of evaluating on single scores (Dodge et al.,
2019). How to disclose computing capabili-
ties is not immediately obvious and we leave
that to future work.

* To support the validity of non-SOTA papers,
*ACL conferences could reserve publication
slots for them. The ACL 2023 Review Pol-
icy (Rogers et al., 2023b) discouraged review
shortcuts such as "reject if not SOTA" but this
discourse is pervasive and explicit support of
non-SOTA papers may be necessary to over-
come it.

*https://aclanthology.org/events/eacl
-2023/
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These suggestions each share the common
goal of increasing transparency regarding funding
sources and addressing the gap in computing re-
sources between institutions. The compute divide
is a well-understood phenomenon and yet it contin-
ues to be ignored when submitting and reviewing
publications. Researchers with less funding are ex-
cluded from a subset of problems due to insufficient
computing resources. They can only gain access by
collaborating with industry, which may not align
with their values or abilities*. Our main concern
is ensuring that a space always exists for all NLP
practitioners to contribute their work. Preserving
institutional diversity in NLP will strengthen our
collective research by ensuring that perspectives
from stakeholders without conflicts of interest with
industry are still heard.

6 Conclusion

Industry has increased investment in Al research
and specifically NLP in recent years. Our survey
of 100 EMNLP 2022 papers found that the citation
of industry artifacts and contributions is far greater
than what would be expected based on yearly in-
dustry publication rates. This relationship indicates
areliance on industry. We conclude with a brief dis-
cussion highlighting possible positive and negative
impacts of industry reliance and provide sugges-
tions for navigating transparency and computing
equity issues in NLP.

Limitations

Sample Size

The most obvious limitation of our analysis is sam-
ple size. We studied a starting sample of 100 out
of a possible 829 papers. Reading each paper and
manually extracting the relevant citations (and read-
ing those papers as well) was time consuming. We
considered performing the data collection automat-
ically with NLP solutions, but doing so would have
likely required a pre-existing labelled dataset. Us-
ing the data we released with this paper for training
an NLP model to do this type of analysis is an
interesting line of future work. Regardless, our
main results that identify a reliance on industry ar-
tifacts and citations (Figure 1) make use of several
citations within each surveyed paper such that the

*For example, universities without globally-recognized
prestige may have a harder time attracting industry sponsor-
ship.

sample size is far greater than 100. For exact num-
bers see Appendix B where the samples sizes for

6, 99

each citation type are reported in Figure 5 as “n”.

Defining Institution Types

It is difficult to bin authors into clearly defined
institute types from affiliation alone. Academics re-
ceive funding from industry scholarships and grants
and conversely industry can be the beneficiary of
public funding (in the forms of grants, tax rebates,
credits, etc.). Additionally, some academic insti-
tutes are classified as private entities. The blurred
line between public and private research makes dis-
entangling them nearly impossible. Our analysis
is therefore only an estimate based on informa-
tion clearly presented in the authorship sections
of papers. The implementation of our suggestion
in § 5 regarding reporting funding sources explic-
itly in the Acknowledgements section of papers or
something similar will improve precision in future
studies.

Proving Capture

It is difficult for researchers to prove that the in-
creased reliance demonstrated through our analysis
is proof of corporate capture instead of mutually
beneficial collaborations. That is, to formally prove
‘Science Capture’, we would need to demonstrate
that this increased reliance has changed the re-
search questions that would have been asked (with-
out said reliance), or that the way research results
and topics are discussed would have changed with-
out the observed interactions. Without personal
admissions from industry leaders, capture can be
measured by diachronic analysis of NLP over time
comparing research trajectories in eras with large
and minimal industry presence (or different NLP
subfields with various levels of industry presence).
We hope future research can tackle this research
goal.

Ethics Statement

The information we collect and release in our sur-
vey is publicly available in the EMNLP 2022 Con-
ference Proceedings’ under a Creative Commons
Attribution 4.0 International License and therefore
did not qualify for internal ethics review. Further-
more, we do not identify specific papers by name
in our work. However, it is likely possible to sort

Shttps://aclanthology.org/events/emnl
p-2022/
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through the EMNLP 2022 proceedings to identify
papers in Table 5. We discourage this practice. Our
intention was to analyze patterns regarding broad
institution types and not to call into question the
contributions of individual scientists.
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A Majority Affiliation Labelling

In this section we re-report results using the major-
ity institute type of authors to classify a paper as
Academic, Non-Profit, or Industry. These results
echo the findings of the original labelling heuristic
of § 3.1 albeit less pronounced.

| Academia  Non-Profit Industry | Total
Long 66 4 17 87
Short 6 1 6 13
Total | 72 5 23 | 100

Table 6: Affiliations of Surveyed EMNLP 2022 Papers
using majority labelling.

Type Academia  Non-Profit  Industry \ Total
Unique Setting SOTA 26 3 10 39
All-Time SOTA 29 5 34
New Dataset 16 1 10 27
Interpretability & Analysis 14 1 2 17
New Pre-Trained Model 4 0 3 7
New Metric 3 0 3 6
Ethics 2 0 1 3

Table 7: Types of Surveyed EMNLP 2022 Papers,
counted using majority labelling.

| Academia Non-Profit Industry | All
Public Code 86.1% 100% 78.2% 85.0%
Num. Metrics 13.6 4.0 17.4 14.0

Table 8: Miscellaneous survey elements averaged over
all papers of each institution type labelled using the
majority heuristic.

3443


https://doi.org/10.1080/09505431.2021.1990875
https://doi.org/10.1080/09505431.2021.1990875
https://datasets-benchmarks-proceedings.neurips.cc/paper_files/paper/2021/file/084b6fbb10729ed4da8c3d3f5a3ae7c9-Paper-round2.pdf
https://datasets-benchmarks-proceedings.neurips.cc/paper_files/paper/2021/file/084b6fbb10729ed4da8c3d3f5a3ae7c9-Paper-round2.pdf
http://philsci-archive.pitt.edu/16934/
http://philsci-archive.pitt.edu/16934/
http://philsci-archive.pitt.edu/16934/
https://hackingsemantics.xyz/2020/reviewing-models/
https://hackingsemantics.xyz/2020/reviewing-models/
https://hackingsemantics.xyz/2023/closed-baselines/
https://hackingsemantics.xyz/2023/closed-baselines/
https://aclanthology.org/2023.acl-long.0
https://aclanthology.org/2023.acl-long.0
https://aclanthology.org/2023.acl-long.0
https://EconPapers.repec.org/RePEc:kap:jbuset:v:178:y:2022:i:4:d:10.1007_s10551-022-05054-9
https://EconPapers.repec.org/RePEc:kap:jbuset:v:178:y:2022:i:4:d:10.1007_s10551-022-05054-9
https://EconPapers.repec.org/RePEc:kap:jbuset:v:178:y:2022:i:4:d:10.1007_s10551-022-05054-9
http://arxiv.org/abs/2004.08900
http://arxiv.org/abs/2004.08900
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.1145/3488666
https://doi.org/10.1086/510175
https://doi.org/10.1086/510175
https://doi.org/https://doi.org/10.1016/j.shpsa.2008.12.005
https://doi.org/https://doi.org/10.1016/j.shpsa.2008.12.005
https://doi.org/10.1145/3531146.3533194
https://doi.org/10.1145/3531146.3533194

80 —— Datasets —— Full Setting
PTMs --= Expected

70 —— Prior Best

60

50

40

s0 ﬁ
20

10

Percent

Figure 3: Percentage of surveyed EMNLP 2022 paper
citations with industry affiliation—Ilabelled according
to majority—smoothed with a 1D Gaussian Filter (o =
2.5). The "Expected" line uses the original heuristic for
quantifying industry as specified in § 3.1 since that is
how Abdalla et al. (2023) reported.

PTM | Academia Non-Profit Industry | Total
Yes 63 5 19 87
No 8 0 5 13
Percent |  88.7 100 792 | 87

Table 9: Quantities of majority-labelled papers that used
at least one PTM.
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Figure 4: Per paper average relative score increase distri-
butions grouped by institution type—Ilabelled via major-
ity heuristic—for All-Time (top) and Unique (bottom)
Setting SOTA papers. Green triangles and orange verti-
cal bars denote the mean and median respectively and
the numerical value for the mean is labelled beneath it.
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Rank  Score Inc. Institute Type = SOTA Type Paper Topic Avg. Year of PB Avg. Num. PBs

1 255% Industry Unique Multilingual PTM 2020 1
2 148% Academia Unique Retrieval-Based Dialogue Multi-View Response Selection 2019 9
3 108% Academia Unique Continual Learning 2019 1
4 56.0% Industry All-Time Written and Spoken Long Document Summarization N/A 6
5 55.6% Industry Unique Aspect-Based Sentiment Analysis 2021 2
6 52.0% Academia All-Time Knowledge Graph Completion 2018 2
7 48.6% Non-Profit Unique Abstractive Text Summarization 2022 5
8 44.9% Industry Unique Controllable Text Summarization 2019 1
9 43.3% Academia Unique Generative Language Decoding 2020 4
10 42.2% Industry All-Time Speaker Overlap-aware Neural Diarization 2022 3
58 1.16% Industry Both Bilingual Lexicon Induction 2019 4
59 1.12% Academia Unique Parameter Efficient Training 2021 2
60 1.06% Academia Unique Transformer Model Compression 2020 1
61 1.04% Academia All-Time Aspect Sentiment Triplet Extraction 2021 6
62 1.00% Industry Unique Factual Consistency in Summarization 2021 3
63 0.99% Industry All-Time Multi-Domain Machine Translation 2020 5
64 0.89% Academia All-Time Text Style Transfer 2020 4
65 0.84% Industry Unique Machine Translation 2022 1
66 0.81% Academia All-Time Aspect Sentiment Triplet Extraction 2022 7
67 -18.8% Academia All-Time Controllable Text Generation 2021 6

Table 10: Top and bottom 10 Per Paper Average Relative Score Increase (§ 4.2). In this version of the table, institute
type is determined with majority labelling. PB stands for prior best. Average number of prior bests is how many
were compared within the paper per metric, averaged over all metrics.
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B Citation Predisposition

We have established that there is an overall reliance
on industry across publications, but still wanted
to determine whether the reliance is equal across
academia and industry. Figure 5 plots the same
data as in Figure 1 but split by publishing institute
type instead of citation year.

With the exception of academic citations of Full
Settings, for PTMs, Datasets, Prior Bests, and Full
Settings, authors are predisposed to citing their own
institute type (i.e. for each of those subplots, the
largest bar for each cited institute type falls within
that same publishing institute type). This result
is unsurprising. Researchers are more likely to
address problems relevant to their institute and use
a similar subset of artifacts to model and evaluate.

Regardless of predisposition, all groups are still
overwhelmingly reliant on industry PTMs. Table
4 shows that the alternative of not using any PTM
at all is largely infeasible with only 13 papers pub-
lishing without them. Even in this scenario, there
may still be a dependency on computing power if
the authors are training a large model from scratch.

C Outliers

Three papers were excluded from the relative score
analysis in § 4.2 with increases of 2067%, 2150%,
3246%. Two were from industry and the other was
from academia. The first score resulted from im-
proving a privacy preserving algorithm from near
constant leakage to near perfection. The second re-
sult was due to a comparison of a baseline that per-
formed close to zero for few-shot and zero-setting,
a scenario that naturally inflates relative score in-
crease. The final score was boosted from compar-
ing unsupervised setting results to a method that
was not designed for that setting and correspond-
ingly performed poorly. These three were not out-
liers in the absolute score analysis, emphasizing
the balancing effect of using both analyses.

D Absolute Score Improvement

To contrast the bias relative score increase assigns
to improvements over near-zero scores, we also
plotted absolute score increase split by institution
type which can be seen in Figure 6. In this sce-
nario, industry and academia improvements are
near identical. The distinction between the two is
only noticeable in terms of relative improvement.
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Figure 5: Proportion of cited institute types split by EMNLP 2022 author affiliation. Citations are grouped by PTM
(upper left), Datasets (upper right), Prior Bests (bottom left), and Full Settings (bottom right). n is the total number
of citations per bar. The sum of n per subplot exceeds the 100 papers examined since each paper often cites more
than one PTM or Dataset and reports more than one score for Prior Bests and Full Settings.
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