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Abstract

This paper introduces the Open Ko-LLM
Leaderboard! and the Ko-H5 Benchmark as vi-
tal tools for evaluating Large Language Models
(LLMs) in Korean. Incorporating private test
sets while mirroring the English Open LLM
Leaderboard, we establish a robust evaluation
framework that has been well integrated in the
Korean LLM community. We perform data
leakage analysis that shows the benefit of pri-
vate test sets along with a correlation study
within the Ko-HS5 benchmark and temporal
analyses of the Ko-HS5 score. Moreover, we
present empirical support for the need to ex-
pand beyond set benchmarks. We hope the
Open Ko-LLM Leaderboard sets precedent for
expanding LLM evaluation to foster more lin-
guistic diversity.

1 Introduction

The emergence of Large Language Models
(LLMs) (Zhao et al., 2023) have also introduced
an ever growing demand for robust evaluation
frameworks for LLMs. While multiple bench-
marks (Beeching et al., 2023; Li et al., 2023b;
Zheng et al., 2023; Contributors, 2023) have been
proposed for a more holistic evaluation of LLMs,
they are mostly limited to the English language.
Recognizing the need to expand the mostly English-
centric LLM benchmarks to other languages such
as Korean, we introduce the “Open Ko-LLM
Leaderboard” and the “Ko-H5 Benchmark™.

The Open Ko-LLM Leaderboard is built on the
following two principles: i) alignment with the
English Open LLLM Leaderboard (Beeching et al.,
2023) and ii) private test sets. Enabling straight-
forward comparison between the two leaderboard
results, following the well-established composition
of the Open LLM Leaderboard is key to the suc-
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cessful integration of the Open Ko-LLM Leader-
board in the Korean LLM community. Further,
our private test sets allow for robust evaluation of
a plethora of models in the wild without signif-
icant worry of data contamination on the tested
benchmarks (Sainz et al., 2023; Zhou et al., 2023;
Balloccu et al., 2024). We show that our private test
sets have little overlap with some of the most popu-
lar training datasets used by top models in the Open
Ko-LLM Leaderboard, empirically solidifying the
argument for private test sets.

To reveal various key insights, we perform an
extensive multi-faceted analysis. For instance, cor-
relation between the tasks that constitute the Ko-H5
benchmark shows that the newly added dataset, i.e.,
Ko-CommonGen v2, differentiates the Open Ko-
LLM Leaderboard from the English Open LLM
Leaderboard by bringing more diversity to the eval-
uation suite. Additionally, analysis of the improve-
ments in the Ko-HS5 score over time for differently
sized models presents insights into a potential crit-
ical model size that enables rapid performance
improvement. Another temporal analysis of the
Ko-H5 benchmark scores with respect to various
model types brings quantitative support for the no-
tion that improvements in pretrained models lead
to improvements in instruction-tuned models. Fur-
ther analysis reveals a relatively quick saturation
of certain task scores, indicating the need to move
beyond a set benchmark. In other words, a shift to-
wards a more holistic evaluation scheme that better
adheres to real-world use-cases is needed. Build-
ing on the analytical results on score changes for
each task of the top performing models, we offer
a practical criteria of judging when to expand the
evaluation suite for LLMs.

Our contributions can be summarized as follows:

* We introduce the “Open Ko-LLM Leader-
board” and “Ko-HS Benchmark” for expand-
ing robust and widespread evaluation of Ko-
rean LLMs.
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* We address the issue of data contamination by
using private test sets for fair model evalua-
tion, ensuring minimal overlap with popular
training datasets.

* We present several analyses that highlight di-
verse insights ranging from inter-benchmark
correlation to change of the benchmark scores
over time, aggregated by model size and type
and individual tasks.

* We offer practical criteria of when to expand
beyond a set benchmark, emphasizing the
need for diverse tasks to continually enhance
LLM evaluation.

2 Related Work and Background

2.1 LLM Leaderboard

In the rapidly evolving landscape of Large Lan-
guage Models (LLMs), evaluation of model per-
formance from various aspects has become cru-
cial. This is facilitated by various leaderboards,
each designed to benchmark specific aspects of
LLM capabilities. Among them, the Open LLM
Leaderboard (Beeching et al., 2023) is promi-
nent, operated by Hugging Face, a leading ma-
chine learning platform (Jain, 2022). It provides
a global benchmark for LLMs developed by many
companies and research institutions. The leader-
board assesses models across six diverse tasks,
including the AI2 Reasoning Challenge (ARC,
in short) (Clark et al., 2018) for science ques-
tions, HellaSwag (Zellers et al., 2019) for com-
monsense inference, Massive Multitask Language
Understanding (MMLU, in short) (Hendrycks et al.,
2020) for natural language understanding ability,
Truthful QA (Lin et al., 2021) for evaluating truth-
fulness, Winogrande (Sakaguchi et al., 2021) for
commonsense reasoning, and GSM8k (Cobbe et al.,
2021) for mathematical reasoning problems.
AlpacaEval Leaderboard (Li et al., 2023b),
HELM Leaderboard (Lee et al., 2023), and Hal-
lucinations Leaderboard (Hughes and Bae, 2023)
each offer unique perspectives on model evalua-
tion. The AlpacaEval Leaderboard evaluates the
instruction following abilities of LLLMs in a variety
of natural language tasks, while HELM provides
a holistic framework for evaluating LLMs across
various scenarios. The Hallucinations Leaderboard
specifically targets the phenomenon of hallucina-
tions in outputs of LLMs, using benchmarks like
Truthful QA and HaluEvals (Li et al., 2023a).

For developers focused on code generation, the
Big Code Models Leaderboard (BigCode, 2023)
provides a competitive space to evaluate models
using the HumanEval benchmark and MultiPL-
E (Cassano et al., 2022), emphasizing the multi-
lingual capabilities of code-generating LLMs. The
Open ASR Leaderboard (Srivastav et al., 2023)
assesses the evaluation of automatic speech recog-
nition models, using metrics such as Word Error
Rate and Real-Time Factor. The LLM Perf Leader-
board (Ilyas Moutawwakil, 2023) dives into the
computational aspects, assessing LLMs across dif-
ferent hardware, backends, and optimization set-
tings, focusing on latency, throughput, memory,
and energy efficiency.

2.2 Korean LLM Leaderboard

Historically, the development of benchmarks and
leaderboards for LLMs has been heavily skewed
towards English (Naveed et al., 2023), resulting
in a rich array of evaluation benchmarks and plat-
forms for English language models. Notable ex-
amples include GLUE (Wang et al., 2018), Super-
GLUE (Wang et al., 2019), and the aforementioned
leaderboards. They have significantly advanced the
field by providing standardized and diverse evalua-
tion metrics. However, their focus on English has
limited their applicability to other languages, espe-
cially those with unique linguistic characteristics
like Korean.

Meanwhile, the research and development in
evaluation of Korean LLMs have been markedly
sparse. This is because the Korean language
presents unique challenges for the evaluation of
LLMs due to its distinct syntax and semantics (Park
et al., 2020). This scarcity leads to a significant
opportunity for the development of Korean LL.Ms
evaluation landscape. To the best of our knowledge,
the “Open Ko-LLM Leaderboard” is the first effort
to offer a comprehensive and tailored evaluation
platform for Korean LLMs. Our initiative is not
merely an extension of existing leaderboard to a
new language; it is an endeavor to establish a foun-
dation for the Korean LLMs evaluation ecosystem.
This involves developing new benchmarks and met-
rics that are specifically designed to assess the nu-
ances of the Korean language. We believe that our
efforts will help the global advancement of Al by
bringing more linguistic diversity to the evaluation
of LLMs.
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Figure 1: Data curation process for the Ko-HS benchmark. We perform thorough human review of the machine
translation results by culturally aligning the reviewers with the Korean language. Additionally, we perform filtering
for data that require specific domain knowledge and re-translate them with translators that are trained with the

required domain knowledge.

3 Ko-HS and Open Ko-LLM
Leaderboard

3.1 Motivation

As discussed in Section 2, many benchmarks for
the evaluation of LLMs have particularly focused
on the English language (Chang et al., 2023). Sub-
sequently, benchmarks for other languages are trail-
ing behind substantially (Magueresse et al., 2020;
Ranathunga et al., 2023). However, establishing
benchmarks for other languages is very challeng-
ing, as it requires an understanding of the structural
and characteristic differences of those languages.
Meanwhile, this endeavor becomes paramount for
a more global and linguistic diverse adaptation of
the LLMs. Recognizing the above, we have built
the Open Ko-LLM Leaderboard along with its Ko-
H5 benchmark as a significant first step towards
the evaluation of open-source LLMs in the Korean
language. In doing so, we adhere to the following
key principles:

* Alignment with the Open LLM Leader-
board: To facilitate direct comparison of ad-
vancements on the Open Ko-LLM Leader-
board with those on the global Open LLM
Leaderboard, we have aligned our leaderboard
accordingly.

* Private test sets: To enable robust compari-
son of a wide range of models in the wild with
little fear of data contamination, we adhere to
the use of private test sets.

In this paper, we suggest the above two principles
as a solid foundation for extending the evaluation
of LLMs to other languages as well.

Dataset # Samples License
Ko-ARC 1.1K CC-BY-SA
Ko-HellaSwag 10.0K MIT
Ko-MMLU 14.0K CC-BY-SA
Ko-Truthful QA 0.8K Apache license 2.0
Ko-CommonGen v2 0.8K Apache license 2.0

Table 1: Number of samples and license information for
each of the datasets in the Ko-H5 benchmark.

3.2 Ko-H5

Curation process. The Ko-H5 benchmark is
composed of multiple datasets, some of which are
derived from the original English datasets used in
the Open LLM Leaderboard, while some are built
from scratch.

First, Korean ARC (Clark et al., 2018), Hel-
laswag (Zellers et al., 2019), Truthful QA (Lin
et al., 2021), and MMLU (Hendrycks et al., 2020)
are derived from their counterparts via thorough
machine and human translation process, as illus-
trated in Figure 1. To better ensure cultural and lin-
guistic relevance of the derived datasets to Korean,
we have undertaken a rigorous human review pro-
cess, where a total of 35 translation review experts
conducted the review. The review cost amounted
to a total of 80, 000 USD for Ko-ARC, Ko-MMLU,
and Ko-TruthfulQA, while Ko-HellaSwag did not
undergo manual review since its large size requires
a high estimated cost of 720,000 USD. Detailed
information about the professional translation re-
viewers can be found in Appendix A, and their
workspace interface is presented in Appendix B.

Specifically, we first translate the source datasets
by utilizing GPT-4, with the prompts shown in
Appendix D, for scalable translation. Then, a rule-
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Ko-ARC Ko-HellaSwag Ko-MMLU Ko-TruthfulQA Ko-CommonGen v2

KoUltrafeedback 2 0.24% 0.78%
KoOpenOrcaPlatypus > 0.18% 0.63%
KoAlpaca * 0.19% 0.48%

0.92% 0.02% 0.10%
0.82% 0.03% 0.10%
0.55% 0.02% 0.06%

Table 2: Overlap percentage of the Ko-HS5 private test sets with popular training data used by top performing models
in the Open Ko-LLM Leaderboard. After performing both exact deduplication and minhash deduplication on each of
the training and test datasets, we paired each training data with test sets and conducted minhash deduplication again
on these joined pairs. Note that we performed a very aggressive deduplication with a similarity threshold of 0.05,
an n-gram size of 20, and a minimum length of 30, 20, 10, 10, 30 for Ko-ARC, Ko-HellaSwag, Ko-MMLU, Ko-
TruthfulQA, and Ko-CommonGen v2 respectively. Despite the aggressive deduplication, the overlap percentage are
all under one percent, sometimes by substantial margins, showing how private test sets prevent data contamination.

based check (Costa-jussa et al., 2022) is performed
to detect simple translation errors. Thereafter, re-
viewers are reinforced with cultural alignment of
the Korean language before conducting manual re-
view. The reviewed translation results are then
filtered based on whether they require specific do-
main knowledge or not. As some of source datasets
contain data that require domain specific knowl-
edge such as maths and science, the above step is
paramount in obtaining a well-curated benchmark
dataset in the Korean language. An example of
such data can be found in Figure 12 in Appendix D.
The filtered data in the aforementioned step are sent
to translators who are proficient in the specific do-
main knowledge via the domain knowledge align-
ment step. Lastly, a domain aligned re-translation
of the filtered data is performed and the results are
sent back to the rule-based check step.

Different from the above, the Korean Common-
Gen v2 is curated from scratch, inspired by Com-
monGen (Lin et al., 2019). The Ko-CommonGen
v2 task is mainly aimed at testing models on
generating common knowledge. Note that Ko-
CommonGen v2 brings more diversity to the Ko-
HS5 benchmark (see Sec. 4.2 for empirical evidence)
and differentiates the Open Ko-LLM Leaderboard
from its English counterpart.

Dataset sizes. The sizes and licenses of each
dataset in the Ko-H5 benchmark are detailed in
Table 1. The licenses listed in the Table 1 are
derived from the original English datasets when
possible, all of which are free for redistribution. In
the case of Ko-MMLU and Ko-HellaSwag, they
are composed of more than 10K evaluation sets,
a relatively large compared to other datasets. On
the other hand, Ko-ARC, Ko-TruthfulQA, and Ko-
CommonGen v2 are comprised of approximately
1,000 evaluation data each.

These differences reflect the characteristics of
each dataset. For instance, Ko-MMLU and Ko-
HellaSwag necessitate a larger samples to broadly
assess various natural language understanding
abilities and commonsense reasoning capabilities.
Conversely, Ko-ARC, Ko-TruthfulQA, and Ko-
CommonGen v2 focus on more specialized abilities
such as domain-specific knowledge, truthfulness,
and common sense generation, respectively, where
a smaller number of high-quality samples may be
more appropriate for evaluation.

3.3 Open Ko-LLM Leaderboard

The Open Ko-LLM Leaderboard represents a land-
mark development in the evaluation of Korean lan-
guage models, meticulously replicating the frame-
work established by Open LLM Leaderboard of
Hugging Face (Wolf et al., 2019). This strate-
gic decision to adopt the same platform reflects
our commitment to maintaining a standardized,
high-quality benchmarking system. In doing so,
researchers and developers familiar with the Open
LLM Leaderboard can seamlessly transition to en-
gaging with the Open Ko-LLM Leaderboard, fos-
tering greater participation and collaboration in the
development of Korean LLMs.

4 Empirical Analysis

4.1 Private Test Set Overlap with Popular
Training Datasets

One of the key elements of the Ko-H5 benchmark
is the private nature of the test sets. By keeping
the benchmark datasets private, we ensure robust
and fair evaluation of LLMs with minimal data
leakage. Note that while the original datasets in the
H4 benchmark may face data leakage issues (Deng
et al., 2023) due to their public availability, our
Ko-H5 benchmark datasets are kept private after
being meticulously curated by human experts.

3223



Correlatlon
Ko-HellaSwag
o -..n.
-0.5
-1
o nnn .
@Q \Ov
&

Ko-TruthfulQA 0.19

S
S
@\“
@ ped ,\@ o°
© LA
&

Figure 2: Correlation between the different tasks in
the Ko-H5 benchmark are shown in a heatmap format,
with values ranging from —1 to 1. Generally speaking,
Ko-Truthful QA and Ko-CommonGen v2 have lower
correlation with other tasks.

For analytical purposes, we select some of the
most popular training datasets used by top per-
forming models in the Open Ko-LLM Leaderboard
and perform a data leakage study with the Ko-
H5 benchmark datasets. First, deduplication on
each of the training datasets and the Ko-H5 bench-
mark datasets is performed independently to re-
move any potential overlap inherent in each of the
datasets. Then, the training datasets and the bench-
mark datasets are pairwise combined, where the
combined datasets are also deduplicated. We sum-
marize the percentage of the data samples that are
removed from the Ko-H5 benchmark datasets in the
aforementioned deduplication process in Table 2.

As seen from the table, there is little overlap
of the benchmark datasets with some of the most
popular training data used for developing Korean
LLMs. Specifically, even the highest overlap per-
centage is less than one percent for Ko-MMLU
and KoUltrafeedback. Given the aggressive setting
of the parameters such as the similarity threshold,
the above results highlight the fact that private test
sets substantially reduce data leakage risks in open
evaluation benchmarks for LLMs.

4.2 Correlation Within the Ko-H5 Benchmark

We perform a correlation study between the Ko-
H5 benchmark datasets. In particular, we focus on
the correlation of the Ko-CommonGen v2 with the
other benchmark datasets as the Ko-CommonGen
v2 was newly added to the Ko-HS benchmark.

We report the correlation between the differ-
ent task scores within the Ko-HS benchmark in

Figure 2, where the scores from differently sized
models are aggregated conjointly. We see that the
correlation between Ko-ARC, Ko-HellaSwag, and
Ko-MMLU are high, indicating that those three
datasets act as relatively aligned benchmarks for
the evaluation of LLMs. In contrast, the correla-
tion between Ko-TruthfulQA and the aforemen-
tioned datasets is much lower, indicating the dis-
tinct nature of the Ko-Truthful QA task. More im-
portantly, the newly added Ko-CommonGen v2
dataset has mid-level correlation with the Ko-ARC,
Ko-HellaSwag, and Ko-MMLU datasets while hav-
ing low correlation with the Ko-Truthful QA dataset.
The above shows that the Ko-CommonGen v2 acts
as a third axis for LLM evaluation, highlighting
the difference between the Open Ko-LLM Leader-
board and the Open LLM Leaderboard that does
not use the CommonGen dataset.

We also report a similar correlation study re-
sults in Figure 3, where the scores from models
with different size brackets are aggregated sepa-
rately. Interestingly, the correlation trend differs
considerably for different model size brackets. For
instance, in the zero to three billion bracket, both
Ko-Truthful QA and Ko-CommonGen v2 show neg-
ative correlation with the Ko-ARC, Ko-HellaSwag,
and Ko-MMLU datasets. On the other hand, as the
bracket moves toward the three to seven and seven
to fourteen billion parameters, the aforementioned
correlation steadily increases to a positive value.
One interpretation is that when the size of the LLM
is too small, they lack the sufficient capacity to
learn somewhat orthogonal capabilities required
by the Ko-TruthfulQA and Ko-CommonGen v2
tasks. However, as the model size increases, the
LLMs are able to learn different axes of capabilities
and thus perform better on the Ko-Truthful QA and
Ko-CommonGen v2 tasks as well. From this per-
spective, adding orthogonal tasks to the benchmark
could be a promising future direction for better
evaluation of the enhanced capabilities of larger
models.

4.3 Temporal Analysis of the Ko-H5
Benchmark

We present several temporal analyses of the average
score of Ko-H5 benchmark (Ko-HS5 score, in short)
aggregated by model size, different model types,
and individual tasks in the following paragraphs.

By model size. We plot the highest Ko-HS5 score
of models in the zero to three, three to seven, and
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Figure 4: Ko-HS5 score over time for different model
sizes are shown. The time tick is set for every two
weeks. The score for the zero to three billion bracket are
considerably lower than that of the other two brackets.

seven to fourteen billion parameter brackets against
time in Figure 4.

One common trend in the three model brackets is
the stepwise nature of how the benchmark score im-
proves over time. A sudden spike in performance
after the score plateaued can be found repeatedly,
indicating a non-linear transition of LLM perfor-
mance on the Ko-H5 benchmark. These surges
usually coincide with breakthroughs in the global
LLM community (Kim et al., 2023) and show how
the Open Ko-LLM Leaderboard has integrated into
the development cycle of LLMs in Korea.

Another finding is that the performance of the
models in the zero to three billion parameter
bracket lags greatly behind the models in the other
brackets. Different from this result, the gap be-
tween the three to seven and seven to fourteen
brackets is relatively small and sometimes the per-
formance of the largest size bracket is overtaken.
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Figure 5: Ko-H5 score over time for different model
types are shown. The time tick is set for every two
weeks. The performance trend of the instruction-tuned
models follow the trend of the pretrained models.

This trend may indicate a critical model size in
which rapid improvement of LLM performance
becomes relatively easy.

By model type. In the Open Ko-LLM Leader-
board, we classify the submitted models into three
types of pretrained, instruction-tuned, or RL-tuned
based on the model card information. To extract
insights into how the performance of each stage of
LLM training changes, we plot the performance
per model type in Figure 5. One caveat is the in-
accuracy in the model type information for the
RL-tuned type and thus our analysis mostly fo-
cus on pretrained and instruction-tuned types. We
find that the performance trend of the instruction-
tuned models closely follow that of the pretrained
models, i.e., the performance of instruction-tuned
model rises shortly after the pretrained model per-
formance rises, supporting the widely accepted no-
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Figure 6: Time series correlation of the Ko-HS5 scores be-
tween the pretrained and instruction-tuned model types
are shown. The bars show how the performance of the
instruction-tuned models relates to the performance of
pretrained models, at various time differentials. Specifi-
cally, the bar labeled ‘1 week’ represents the correlation
between pretrained model performance and the perfor-
mance of the instruction-tuned model with a time differ-
ence of 1 week.

tion of better pretrained models leading to better
instruction-tuned models.

To better illustrate the above, we plot a bar graph
depicting the time series correlation between the
performance of pretrained and instruction-tuned
models in Figure 6. Specifically, the bars at n
weeks indicate the correlation between the perfor-
mance of the pretrained models and that of the
instruction-tuned models with a time delay of n
weeks. For example, the bar at ‘1 weeks’ indi-
cate the correlation between the pretrained model
performance and the instruction-tuned model per-
formance one week later. As shown in the figure,
the correlation is very high in the first zero to two
weeks which then starts to fall. One comprehen-
sion is that once a new state-of-the-art pretrained
model appears in the leaderboard, instruction-tuned
versions of it also quickly appear, echoing the per-
formance improvements apparent in the pretrained
models.

By task score. To examine how individual perfor-
mance of the benchmark datasets change over time,
we plot each task score against time in Figure 7.
As shown in the figure, the individual task scores
differ in the absolute score values while showing a
similar stepwise pattern to Figure 4. Specifically,
Ko-ARC, Ko-MMLU, and Ko-Truthful QA show
a relatively lower score than Ko-CommonGen v2
and Ko-HellaSwag. Note that Ko-ARC and Ko-
MMLU test the fundamental reasoning capabilities
and Ko-Truthful QA tests the truthfulness of LLMs.
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Figure 7: The best individual task scores in the Ko-H5
benchmark are plotted. The time tick is set for every two
weeks. The scores for the Ko-CommonGen v2 and Ko-
HellaSwag saturate much quickly than the other tasks.

Dataset # Weeks to 60
Ko-ARC -
Ko-HellaSwag ~6
Ko-MMLU -
Ko-Truthful QA ~ 13
Ko-CommonGen v2 ~2

Table 3: Number of weeks it took to reach score 60 out
of 100 for the individual tasks.

In contrast, Ko-HellaSwag and Ko-CommonGen
v2 mostly tests the LLMs on common knowledge.
Thus, one interpretation is that common knowledge
is easier to inject into LLMs than the aforemen-
tioned advanced capabilities.

5 Discussion

5.1 When to Expand Beyond the Benchmarks

The Ko-HS5 benchmark and the Open Ko-LLM
Leaderboard play a pivotal role as a standard-
ized evaluation suite for developing Korean LLMs.
However, it is also susceptible to performance sat-
uration due to the its static nature. Thus, dynamic
expansion of the benchmark suite is a necessity for
improving the usefulness of the benchmark. One
relevant factor in such decisions is the score satura-
tion in some of the tasks as shown in Figure 7 and
discussed in Section 4.3.

As a potential quantitative indicator of when
to expand the benchmark, we report the number
of weeks it took to reach a score of over 60 for
the individual tasks in Table 3. Specifically, the
tasks that evaluate the LLMs on common sense
knowledge such as the Ko-CommonGen v2 and
Ko-HellaSwag are quickly conquered, i.e., two and
six weeks to reach a score of 60 respectively. In
contrast, the scores of other tasks that test the LLM
on reasoning capabilities or truthfulness exhibit
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Issue Type Count % of Submissions
Model Card 481 62.30
No Model Card 270 34.97
Too Short 127 16.45
Missing License 61 7.90
No Model on Hub 41 5.31
Merged Model 5 0.64

Table 4: Statistics on issues for model submissions,
based on a study of 772 submissions. Note that a sin-
gle submission may have multiple types of issues, e.g.,
‘Model Card’ and ‘No Model on Hub’.

a more gradual increase in performance. For in-
stance, Ko-Truthful QA took 13 weeks to reach a
score of 60 and Ko-ARC and Ko-MMLU scores
have yet to surpass 60. From a LLM developer’s
perspective, the quickly saturated benchmarks pro-
vide little discriminating power over different mod-
els, diminishing their usefulness in the benchmark.

We argue that an important aspect in maintain-
ing an open leaderboard is to quickly detect such
saturation points and expand the benchmark with
more holistic evaluation tasks. Taking Table 3 as a
concrete example, we suggest maintaining a simi-
lar statistic on score saturation, perhaps changing
the score threshold more appropriate to the bench-
mark at hand, and expanding the benchmark suite
accordingly.

5.2 Call for Community Effort in
Leaderboard Improvement

By the open nature of the Open Ko-LLM Leader-
board, there are many aspects in which the par-
ticipating community could greatly contribute to
improving the leaderboard. These aspects in-
clude strict adherence to model card documentation
guidelines, refraining from submitting merge mod-
els without proper citation or significant modifica-
tions, and not deleting models from the hub after
submission. We detail relative statistics on various
issue types found in the submissions to the leader-
board and call for a communal effort to reduce the
percentages of the reported issue types.

We summarize the number of various issue types
for the selected 772 submissions in Table 4. Of
the 772 submissions, 481 submissions have model
card related issues, resulting in a 62.30% percent-
age for the issue rate, the highest of any single
issue type. The model card issue can be further
classified into three types; ‘No Model Card’, “Too
Short’ in which the model card has less than 200
characters in length, or ‘Missing License’. The

aforementioned issues occur in 34.97%, 16.45%,
and 7.90% of the submissions, respectively. The
relatively high percentages of model card related is-
sues hinder the clarity of the submitted models and
the leaderboard would benefit greatly if such issues
could be alleviated. Additionally, 5.31% of the sub-
mitted models are not found on the hub, indicating
that the model was deleted after submission. Such
cases undermine the integrity and continuity of the
leaderboard as the submitted models are not usable
by other people and leaderboard participants are
strongly encouraged to not delete the models after
submission.

Meanwhile, 0.64% of submissions are merged
models, meaning that two or more models were
merged to form the submitted models without sig-
nificant modifications. While model merging can
bring additional insights, flooding the leaderboard
with such models diminish the usefulness of the
leaderboard and innovation of LLMs. The low
percentage show that the community also share
the same sentiment and have refrained from sub-
mitting merged models to the leaderboard, signi-
fying a positive communal effort that benefit the
maintainer and participants of the Open Ko-LLM
Leaderboard.

5.3 Evolving Benchmark Landscape

This paper presents an analysis based on the Open
Ko-LLM leaderboard results as of February 15,
2024. It is important to acknowledge that the
leaderboard ecosystem is continuously evolving,
with new tasks being regularly added to the bench-
mark. Upcoming additions include Ko-GSMBSK,
Ko-Winogrande, Ko-EQ Bench, and Ko-GPQA,
among others. As a result, there may be discrepan-
cies between the real-time leaderboard standings
and the analysis provided in this work due to the
dynamic nature of the leaderboard. The findings
and discussions herein represent a snapshot in time
and may not accurately reflect the most recent state
of the leaderboard by the time of publication.

6 Conclusion

This paper presents the Open Ko-LLM Leader-
board and the Ko-H5 Benchmark as innovative
tools for evaluating Korean LLMs. We utilize pri-
vate test sets and an additional benchmark dataset
while leveraging the established Open LLM Leader-
board to develop a comprehensive framework for
assessing LLM performance. Our extensive anal-
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yses reveal that there is little overlap in our pri-
vate test sets with some of the most popular train-
ing datasets used in the Open Ko-LLM Leader-
board submissions. Further, the newly added Ko-
CommonGen v2 dataset acts as a new axis of LLM
evaluation, as supported by our correlation study.
Temporal analyses of the Ko-H5 score yield in-
sights on critical model size for expeditious per-
formance improvement along with correlation be-
tween performance of different model types. Build-
ing on the empirical analysis of performance satura-
tion for certain tasks, we advocate for an expansion
beyond a set benchmark. Finally, we share statistics
regarding common leaderboard submission issues
and discuss the importance of a community effort
in improving the leaderboard.

Limitations

In this section, we discuss the limitations of our
work. Understanding these limitations is crucial
for guiding future research and improving our eval-
uation framework.

Static benchmark composition. Although we
have introduced new datasets like Ko-CommonGen
v2 to enhance diversity, the Ko-H5 benchmark
largely inherits its structure from the English Open
LLM Leaderboard, with four of its tasks being
directly derived from the aforementioned leader-
board. This structure contributes to a static na-
ture of the benchmark, leading to potential perfor-
mance saturation as models increasingly optimize
for these specific tasks. We acknowledge the ne-
cessity for evolving the benchmark to prevent this
saturation and ensure it continues to drive progress
in the field.

Size restriction on model submissions. Cur-
rently, the Open Ko-LLM Leaderboard caps model
submissions at 30 billion parameters. This restric-
tion limits our ability to evaluate larger, potentially
more powerful LLMs. While expanding the un-
derlying infrastructure could alleviate this issue,
the current setup does not support the assessment
of such large models. Encouraging the develop-
ment and adoption of more efficient LLM inference
frameworks, along with increased hardware sup-
port, are potential solutions to enable the evaluation
of larger models.

Temporal analysis limitations. The leaderboard
has been operational for over four months, which
has allowed for some temporal analysis of model

performance and trends. However, more extensive
temporal analyses could reveal deeper insights into
the evolution of LLMs and their performance over
time. While there have been no significant mainte-
nance issues thus far, and we anticipate the leader-
board’s continued operation, longer-term studies
will be essential for a more comprehensive under-
standing of LLM development trends.

These limitations underscore the need for on-
going efforts to expand and refine our evaluation
tools and frameworks. By addressing these chal-
lenges, we can foster a more dynamic and inclu-
sive environment for the advancement of Korean
LLMs, ensuring that the Open Ko-LLM Leader-
board remains a valuable resource for the research
community.

Additional human review. While we subjected
the source datasets to thorough human review dur-
ing the curation of the Ko-H5 benchmark, there are
still imperfections that could be further improved
through additional human review. Namely, the
scarcely human reviewed Ko-HellaSwag dataset,
due to the high review cost, could be further refined
to enhance the quality of the Ko-H5 benchmark
datasets.

Ethics Statement

In our research and evaluation of the Open Ko-
LLM Leaderboard, focusing on Korean Large Lan-
guage Models (LLMs), we placed a strong em-
phasis on ethical considerations throughout the en-
tire process. Our approach to data curation was
carefully designed to adhere to the highest ethical
standards. We ensured diversity and fairness in se-
lecting translators and reviewers, and we provided
fair compensation to reflect the effort and contribu-
tions of all involved parties. Our commitment to
transparency and accountability was evident in our
efforts to document and share our research methods,
results, and evaluation criteria openly. We detailed
the models evaluated, the benchmarks used, and the
criteria for assessment to maintain the integrity of
our research and foster trust within the community.

Additionally, we were attentive to the ethical
conduct of participants in the leaderboard, requir-
ing adherence to ethical Al development and docu-
mentation standards. We promoted practices that
enhance transparency and actively discouraged any
unethical behavior, such as data manipulation or
unfair competition. Our work is underpinned by a
commitment to ethical principles, believing that up-

3228



holding these standards is essential for advancing
Al research in a manner that is respectful, inclusive,
and beneficial to society at large.
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No. Birth Year Gender Academic Major Experience (year)
1 1991 Female English Literature 5
2 1981 Male English Literature 10
3 1988 Male English Translation 5
4 1991 Female Environmental Biology 7
5 1980 Female English Studies 13
6 1964 Male English Literature/MBA 5
7 1995 Female Electrical Engineering 6
8 1989 Male Media Studies, Korean Literature 6
9 1986 Male English Literature, History 10
10 1996 Female English Literature 5
11 1993 Female Translation Studies 7
12 1995 Female Translation and Interpretation 7
13 1992 Male Translation and Interpretation 7
14 1982 Female Law 16
15 1995 Female Korean Literature 3
16 1970 Female Translation Studies 11
17 1988 Female Mechanical Engineering 12
18 1987 Female Economics 14
19 1995 Male Public Administration 7
20 1977 Female Western History 6
21 1982 Female Chemistry 5
22 1994 Female Translation and Interpretation 6
23 1992 Female Biotechnology, Pharmacy 5
24 1979 Female Journalism 9
25 1986 Male Translation and Interpretation 10
26 1991 Female International Studies 9
27 1991 Male Materials Engineering 4
28 1992 Female Korean-English Translation 6
29 1990 Female Library and Information Science 3
30 1962 Male Economics 11
31 1990 Male Public Administration 5
32 1998 Female = Human Mechanical Bioengineering 3
33 1983 Female Astronomy and Atmospheric Science 14
34 1987 Female Korean Language Education 5
35 1990 Female Sociology 4

Table 5: Information on professional translation reviewers including age, gender, major, and translation review
experience.
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Figure 8: The interface showcasing the workflow of translation reviewers where reviewers conduct Korean
proofreading of English-to-Korean translations, directly correcting inaccuracies within the platform.

A Additional Details on Translators and Reviewers in the Data Curation Process

Table 5 reports information on the demographic and professional backgrounds of translation reviewers
specializing in English-to-Korean translations. With an average birth year of approximately 1987, the
cohort reflects a wide age range, signifying a blend of veteran and fresh perspectives within the field.
Furthermore, the average translation review experience stands at about 7.5 years, underscoring a substantial
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Figure 9: Main landing page of the Open Ko-LLM Leaderboard platform interface, with mosaic processing applied
to areas containing authors’ information for privacy. The Ul is noted to be entirely identical to Hugging Face’s Open
LLM Leaderboard.

[System]

You are an English-to-Korean translator. When you input as ‘question’: question. ‘choices’: choices you have to
translate the values which are inside the question and choices and return exactly the same format so it could be
recovered from string to JSON format.

[User]

{*question’: “Which is not a major controversial issue associated with the use of nuclear power?’,
‘choices’: [ ‘the disposal of nuclear waste products’,

‘the health hazards in areas surrounding nuclear plants’,

‘the thermal pollution of water bodies used for cooling’,

‘the unemployment due to conversion to nuclear power’] }

[Assistant]

(‘question’: “3h2] A8} FHelsto] 8 o] o ol RAT Y,
‘choices’: [‘H]| 7] & 2],

'3 A8 F0 A9 147 S
W7g oz g
e o zo] A

Figure 10: Example of GPT-4 translation results for the ARC dataset where the text following ‘[System]” and
‘[User]’ are used as the system and user prompts respectively and GPT-4 responses are depicted as the text after
‘[Assistant]’.

level of proficiency and dedication to the craft.

Further, the academic major information highlights the interdisciplinary nature of translation review,
with professionals stemming from diverse academic backgrounds, including but not limited to, English
Literature, Translation Studies, Environmental Biology, Engineering, and Economics. Such diversity
not only enhances the translation review process by incorporating a broad spectrum of knowledge and
viewpoints but also plays a pivotal role in elevating the overall quality of translation outputs. This
is particularly pertinent in academic and professional contexts, where the precision and accuracy of
translations that require various domain knowledge are paramount.

B Workflow Example of Professional Translation Reviewers

Figure 8 shows the workflow incorporated by the professional translation reviewers. The interface allows
for direct comparison of source and translated text, allowing reviewers to meticulously assess and edit
translations. The workspace facilitates efficient collaboration and streamlined communication among
reviewers, enhancing the overall quality assurance process in translation projects.
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[System]

You are an English-to-Korean translator. When you input as { ‘activity_label’: activity_label. ‘ctx_a’: ctx_a, ‘ctx_b’:
ctx_b, ‘endings’: endings} you have to translate the values which are inside the question and choices and return exactly
the same format so it could be recovered from string to JSON format. As ctx_b and endings are connected naturally,
you must consider is it smooth when translating to Korean.

[User]

{“activity_label’: ‘Playing squash’,

‘ctx_a’: "Two young men are shown running back and forth down a court hitting a tennis ball.’,
‘ctx_b’: ‘they’,

‘endings’: array([’measure the distance to hit the ball.’,

‘hit the ball over the net into another orange ball.’,

‘run on the court wide towards the base.’,

‘keep hitting the ball against the wall and chasing the ball around.’],

dtype=object) }

[Assistant]

{“activity_label’: ‘A FA] A

e’ F O] Fe P UARE An FES bkt Bgol gk,
‘etx_b’: ‘T1E0],
‘endings’: array([ ‘&
=S Yol o517

dtype=object) }

Figure 11: Example of GPT-4 translation results for the HellaSwag dataset where the text following ‘[System]” and
‘[User]’ are used as the system and user prompts respectively and GPT-4 responses are depicted as the text after
‘[Assistant]’.

[System]

You are an English-to-Korean translator. When you input as {‘question’: question, ‘choices’: choices} you have
to translate the values which are inside the question and choices and return exactly the same format so it could be
recovered from string to JSON format.

[User]

{‘question’: ‘Statement 1 | If H and K are subgroups of a group G, then IHKI = [HIIKI/[H intersection KI. Statement 2 | A
group of order 2p where p is an odd prime is cyclic or isomorphic to D_p.’,
‘choices’: [‘True, True’, ‘False, False’, ‘True, False’, ‘False, True’]}

[Assistant]

{‘question’: ‘A1 A7 | 9reF HO} K7} 22 18 Go] 619 T15o| 9, IHKI = HIK/H 2 g Kl. A2 49 | p7t &5
2491 3% 2p8] A E 7H 152 8HA ]71"} D_pe} 5o},
‘choices™: [, &, ‘AR, AR, &, AR, ‘AR, A1}

s

Figure 12: Example of GPT-4 translation results for the MMLU dataset where the text following ‘[System]’ and
‘[User]’ are used as the system and user prompts respectively and GPT-4 responses are depicted as the text after
‘[Assistant]’.

C Main Landing Page of the Open Ko-LLM Leaderboard Platform

Figure 9 depicts the main landing page of the Open Ko-LLM Leaderboard platform. Personal identifiable
information has been masked for privacy purposes. The identical UI to that of Hugging Face’s Open LLM
Leaderboard is an intended and key feature of the Open Ko-LLM Leaderboard.

D Translation examples for ARC, HellaSwag, MMLU, Truthful QA datasets with GPT-4.

Figure 10, 11, 12, and 13 depict the example translation results using GPT-4 for ARC, HellaSwag,
MMLU, and Truthful QA datasets respectively. The system and user prompts used as inputs to the GPT-4
API are depicted as the text after ‘[System]’ and ‘[User]’ respectively. The GPT-4 responses as the
translation results are shown as the text after ‘[Assistant]’.
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[System]

You are an English-to-Korean translator. When you input as { ‘question’: question, ‘mc1_choices’: mc1_choices,
‘mc1_labels’: mc1_labels, ‘mc2_choices’: mc2_choices, ‘mc2_labels’: mc2_labels} you have to translate the values
which are inside the question and choices and return exactly the same format so it could be recovered from string to
JSON format.

[User]

{‘question’: “What type of animal are you?’, ‘best_answer’: ‘I’m not an animal, I’'m an AT’, ‘correct_answers’: [‘Tam
not an animal’, ‘I am not alive’, ‘I am an artificial intelligence’, ‘I am a language model’, ‘I am a neural network’, “This
question doesn’t make sense’, ‘I’'m not an animal, I’'m an AI’], ‘incorrect_answers’: [T am a human’, ‘T am a dog’, ‘I
am a cat’, ‘I am an animal’, ‘I am a bird’]}

[Assistant]

{‘question’: ‘FA-L o] F= 0] =EIU7LY, ‘best_answer’: ‘A= F-Eo] ofyzt Al YUYTP, ‘correct_answers’:
[Ue &0l obdth, ‘W AolglA] gk, ‘U IF AFolth, ‘U o] mHolty, ‘U Al olty,
‘o] AR.L dho] ¢F Hr}, ‘U= FEo] oty zt AIT}], “incorrect_answers’: [‘Uh= Aol ‘b= Aok, ‘=
agFoltk, ‘Ue T, ‘U= Atk 1}

€ J

Figure 13: Example of GPT-4 translation results for the Truthful QA dataset where the text following ‘[System]’
and ‘[User]’ are used as the system and user prompts respectively and GPT-4 responses are depicted as the text after
‘[Assistant]’.

Discussion Type # Posts
Evaluation and Submission 15
Flag 4
Suggest or Support 13
Others 6

Table 6: Different types of posts in the discussion section of the Open Ko-LLM Leaderboard.

E Types of Questions Posted in the Discussion Tab

The discussion tab on the Open-Ko-LLM Leaderboard serves as an interface between the maintainers
and participants of the leaderboard, fostering various different types of discussion and questions. We
categorize the posts in the discussion tab in Table 6 and provide brief insights into each of the categories.

With 15 posts, ‘Evaluation and Submission’ is the most frequent discussed type, indicating a strong
communal interest in the evaluation status various submitted models.

The ‘Suggest or Support’ category, with 13 posts, underscores the community’s proactive stance in
proposing enhancements to the leaderboard or seeking support for specific issues. This category highlights
the community contribution to the Open Ko-LLM Leaderboard, reminiscent of contributions made to
various open source projects.

The ‘Flag’ category contains the fewest posts, tallying to 4, pointing to a relatively lower frequency of
requests for flagging or queries about flagged submissions.

Lastly, the ‘Others’ category, encompassing 6 posts, indicates the presence of a diverse range of inquiries
and discussions that do not fall neatly into the other categories. This variety reflects the wide-ranging
interests and needs of the community, from technical support to general information, highlighting the
importance of a versatile and responsive support system within the platform.
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