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Abstract

Large language models (LLMs) have shown im-
pressive success in various applications. How-
ever, these models are often not well aligned
with human intents, which calls for additional
treatments on them; that is, the alignment
problem. To make LLMs better follow user
instructions, existing alignment methods pri-
marily focus on further training them. How-
ever, the extra training of LLMs is usually
expensive in terms of GPU computing; even
worse, some LLMs are not accessible for user-
demanded training, such as GPTs. In this work,
we take a different perspective—Black-Box
Prompt Optimization (BPO)—to perform align-
ments. The idea is to optimize user prompts to
suit LLMs’ input understanding, so as to best
realize users’ intents without updating LLMs’
parameters. BPO leverages human preferences
to optimize prompts, thus making it superior
to LLM (e.g., ChatGPT) as a prompt engi-
neer. Moreover, BPO is model-agnostic, and
the empirical results demonstrate that the BPO-
aligned ChatGPT yields a 22% increase in the
win rate against its original version and 10%
for GPT-4. Notably, the BPO-aligned LLMs
can outperform the same models aligned by
PPO and DPO, and it also brings additional
performance gains when combining BPO with
PPO or DPO. Code and datasets are released at
https://github.com/thu-coai/BPO.

1 Introduction

Recently, the field of Natural Language Processing
has made remarkable progress, largely thanks to the
advent of Large Language Models (LLMs) (Brown
et al., 2020b; Chowdhery et al., 2022; Zhang et al.,
2022; Zeng et al., 2022; Touvron et al., 2023). After
elaborate alignment (Gabriel, 2020; Ji et al., 2023),
these models have demonstrated a strong ability of
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Figure 1: (Upper) Two directions of LLM alignment:
Black-Box Prompt Optimization (BPO) and Learning
from Feedback (PPO, DPO). BPO offers a conceptually
new perspective to bridge the gap between humans and
LLMs. (Lower) On Vicuna Eval’s pairwise evaluation,
we show that BPO further aligns gpt-3.5-turbo and
claude-2 without training. It also outperforms both
PPO & DPO and presents orthogonal improvements.

instruction-following and human preference under-
standing, yielding products like ChatGPT (OpenAl,
2022) that have attracted widespread attention.

However, aligning LL.Ms to human preferences
is not trivial. The major challenge lies in narrow-
ing the gap between human intents (conveyed by
prompts) and LLMs’ understanding of them. Sig-
nificant effort has been focused on steering LLMs
to approach human preference, including rein-
forcement learning from human feedback (RLHF)
(Ouyang et al., 2022), reinforcement learning from
Al feedback (RLAIF) (Bai et al., 2022b; Lee et al.,
2023), or Direct Preference Optimization (DPO)
(Rafailov et al., 2023). Nevertheless, these methods
suffer from various deficiencies:

* Efficiency: As LLLMs grow larger, it becomes
far more expensive and difficult to train these
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models, especially when using notoriously un-
stable RL algorithms for the purpose.

* Accessibility: As most best-performing LLMs,
such as GPT-4 (OpenAl, 2023) and Claude-
2 (Anthropic, 2023a), are close-sourced and
only can be accessed by API, these training-
based methods are not applicable for users out-
side the organization to enhance alignment.

* Interpretability: The modeling and exact con-
sequent improvements of human preference are
uninterpretable when using these approaches.

Distinct from the aforementioned alignment
methods, we propose to steer human prompts
to accommodate LLMs’ understanding. While
the idea is closely related to “prompt engineer-
ing”, its automated prototypes would trace back
to AutoPrompt (Shin et al., 2020) and prompt tun-
ing (i.e., P-Tuning) (Liu et al., 2021; Lester et al.,
2021), where prompts are optimized to improve
task performance without training the LMs. Our
new alignment method, Black-Box Prompt Op-
timization (BPO), presents an efficient and inter-
pretable paradigm that aligns LLMs without modi-
fying these models. The central idea behind BPO
is to create an automatic prompt optimizer that
rewrites human prompts, which are usually less
organized or ambiguous, to prompts that better de-
liver human intent. Consequently, these prompts
could be more LLM-preferred and yield better
human-preferred responses.

In BPO, the prompt preference optimizer is
learned from preference comparisons. We curate
a subset of publicly available SFT datasets with
either human or Al preferences. Each instance of
our training data contains a prompt along with a
pair of favorable and unfavorable responses. We
then employ LLMs to delineate and criticize the
paired responses, and subsequently ask the LLMs
to refine the input prompt to explicitly incorporate
the features that shift the responses from unfavor-
able to favorable. In this way, we construct 14K
pairs of the original instruction and its optimized
version to train a sequence-to-sequence model that
optimizes user instructions.

Our extensive experiments demonstrate that
without LLM training, BPO can improve the
alignment of both API-based and open-sourced
LLMs remarkably: increasing win rates by 8.8%
to 22.0% on gpt-3.5-turbo, gpt-4, claude-2,
llama-2-chat, vicuna etc. Moreover, we
show that BPO not only outperforms RLHF via

PPO (Schulman et al., 2017) and DPO (Rafailov
et al., 2023) but also further improves LLMs’ align-
ment after these RLHF’s training. We also show
that BPO can align LLMs in supervised fine-tuning
by optimizing response quality in the experiment
of Alpaca. In addition, we have demonstrated the
superiority of BPO over the direct use of LLM as
a prompt engineer, highlighting the importance of
incorporating human feedback.
Our contributions can be summarized as follows:
* We propose a novel prompt optimization
method BPO, which enhances LLMs’ align-
ment to human preferences without training
these models, demonstrating improvements
over a wide variety of LLMs, including API-
based and open-sourced ones.

* We empirically justify that BPO is a novel and
competitive alignment approach, in addition to
existing RLHF and preference learning meth-
ods, outperforming PPO and DPO on extensive
experiments. Moreover, we show that it is or-
thogonal to RLHF’s alignment, which adds ad-
ditional gain on top of conventional alignment
pipelines.

* We systematically analyze how BPO refines
the original prompts from the perspectives of
prompt explanation, clarification, enrichment,
and safety enhancement. We demonstrate its
better interpretability than existing preference
learning algorithms when aligning LLMs.

2 Related Work

LLMs pre-trained on massive corpus can gener-
ate fluent text but are not well aligned to follow
users’ instructions. Therefore, aligning LLMs with
human intents has become an important research
problem. Existing efforts in alignment mostly fol-
low the paradigm proposed by Ouyang et al. (2022),
consisting of two main stages: SFT and RLHF.
Supervised Fine-tuning (SFT). SFT alignment en-
dows LLLMs with preliminary instruction-following
abilities. Nonetheless, it heavily relies on abun-
dant high-quality fine-tuning data. Since the high
cost of human-written data, self-instruct data aug-
mentation (Wang et al., 2022) based on a small
human-created seed set has become a predominant
approach in academia (Taori et al., 2023; BELLE-
Group, 2023). However, SFT alignment still suffers
from hallucinations, inferior scalability, and poor
understanding of human preference.
Reinforcement Learning from Human Feedback
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Figure 2: BPO consists of three main steps: collecting feedback data (we adopt open-sourced feedback data),
constructing prompt optimization pairs based on the feedback data, and building a prompt optimization model using
these pairs. In this way, BPO serves as a translator between human and Al, by optimizing human prompts to be
better suited for Al generation to get human-preferred responses, while treating the model itself as a black box.

(RLHF). RLHF alignment is proposed to further
align LLMs with scalable feedback. The standard
framework (Stiennon et al., 2020; Ouyang et al.,
2022) consists of reward modeling and policy train-
ing. Due to the significant cost of manual effort
(Ouyang et al., 2022; Ji et al., 2024b), several stud-
ies have explored incorporating Al feedback and
shown impressive results (Bai et al., 2022b; Lee
et al., 2023). Moreover, considering the cumber-
some procedures and unstable RL training, some
works have sought other methods beyond RLHF
to learn from preference feedback. Rafailov et al.
(2023) introduces feedback into the design of the
loss function. Furthermore, some studies also ex-
plore self-improvement (Yuan et al., 2024; Xu et al.,
2024) and alignment of agents (Lai et al., 2024).

Prompt Engineering and Prompt Tuning. Since
the pre-trained language models are proposed,
leveraging prompt tuning to accomplish NLP tasks
has gradually become a new paradigm (Brown
et al., 2020a; Liu et al., 2021). There are two main
types of prompt tuning: hard and soft. Hard prompt
tuning, or prompt engineering, often requires exten-
sive manual effort. Therefore, many works explore
how to automate this process, which can be traced
back to AutoPrompt (Shin et al., 2020). Recently,
with the advent of LLMs, utilizing language mod-
els for automated prompt engineering has demon-
strated remarkable performance (Zhou et al., 2022;
Yang et al., 2023; Pryzant et al., 2023; Pan et al.,

2023; Li et al., 2024). However, existing methods
primarily focus on specific tasks rather than align-
ment and require searching for each task. In addi-
tion, these methods necessitate optimization for an
individual model, rendering them not universally
applicable across all models, which further limits
their usability. Soft prompt tuning (Liu et al., 2021;
Lester et al., 2021; Li and Liang, 2021) further im-
proves effectiveness by enabling optimization in
the embedding space rather than limited token vo-
cabulary, but it requires tuning of the model param-
eters, which is not as flexible as hard prompting.

Prompt tuning and model training have been two
parallel ways to improve pre-trained model per-
formance. Current alignment strategies primarily
focus on adjusting models to follow user intents
and instructions, and few works have explored plug-
and-play alignment tools (Ji et al., 2024a). Under
the context of LL.Ms, models have become huge
and difficult to train or even obtain (e.g. API-based
models). Therefore, we argue that prompt optimiza-
tion desires its attention, and LLM alignment can
also be achieved by optimizing the input prompt
without modifying the LLMs.

3 Black-Box Prompt Optimization

The overall process of BPO is shown in Figure 2.
BPO is to enhance the alignment between model
output and human preference by optimizing the
input prompt. To this end, we first collect several
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Dataset Sampled Generating & Filtering
Number Distinct-41 Number Distinct-41
OASST1 3000 0.953 2940 0.963
HH-RLHF 2000 0.957 1961 0.957
Chatbot Arena 5000 0.804 4494 0.899
Alpaca-GPT4 5000 0.938 5000 0.938
Overall 15000 0.860 14395 0.913

Table 1: Preference data statistics. We sampled prompts
from open-sourced prompt datasets and filter them to
form the preference training dataset.

instruction-tuning datasets with human preference
annotations, carefully curate and filter low-quality
data. Subsequently, we employ an LLM to cap-
ture the difference between responses favored and
disfavored by human, based on which we leverage
the LLM to refine the input. We then get a pair of
original instruction and its improved version, us-
ing which we further train a sequence-to-sequence
model to automatically optimize user inputs.

3.1 Task Definition

As discussed above, our task is to optimize user
input to help LLMs generate better responses. For-
mally, we denote user input as X,se,-. Our goal
is to build a function F' that maps Xy, to its
optimized version, denoted as X,,;. In order to
get this, we introduce annotated human prefer-
ences, as the preferred response indicates good
model output, while the other one suggests in-
ferior output. By capturing the differences be-
tween these preference data, we can incorporate
the attributes human favor into user instructions
to make them more aligned with what LLLMs can
do, thus bringing LLMs’ outputs better into align-
ment with human preferences. Inspired by recent
work utilizing LLMs as evaluators (Wang et al.,
2023; Zheng et al., 2023), we believe that LLMs
possess the capacity to understand different fea-
tures within various responses. Consequently, we
leverage LLMs to get X,,;. Specifically, each sam-
ple is represented as (Xyser, Ygoods Yoad), Where
Y4004 stands for the favorable response and Yjqq
is for the unfavorable one. Thus, the prompt op-
timization process with LLM can be expressed as
Xopt = LLM(XusehY;]oodvyz)ad)- Finally, we
build the F' function by training a smaller sequence-
to-sequence model over the pairs of (Xyser, Xopt)-

3.2 Training Data Construction

To construct the optimized prompts, we begin by
collecting datasets with human preferences. In to-

tal, we employ four instruction-tuning datasets with
human preference annotations, as shown in Table
1. The detailed description of these datasets can
be found in Appendix A. After collecting and re-
formatting these datasets, we carefully eliminate
low-quality instances with manually crafted rules
(e.g. too short instructions tend to be low qual-
ity) and use self-bleu to perform a strict diversity
filtering. Finally, we get 14k diverse samples in
the format of (Xyser, Ygood, Yoad). In this work,
we mainly focus on single-turn response genera-
tion and leave the multi-turn setting for our future
work.

Subsequently, we leverage ChatGPT (OpenAl,
2022) to refine these instructions. After meticulous
prompt engineering efforts, we employ two types
of prompts for different data formats as illustrated
in Appendix B. Then, we conduct quality filtering
by rule-based methods to drop wrong optimiza-
tions (e.g., wrong format). Following the whole
procedure, our dataset comprises about 14k pairs
of instruction before and after optimization, with
the final distribution shown in Table 1. The over-
all distinct score (Li et al., 2016) demonstrates the
high diversity of our dataset.

3.3 Model Training

Based on the constructed dataset, we learn a small
sequence-to-sequence model to automatically opti-
mize user instruction. Formally, we generate X,
conditioned on the given input X, .., where the
loss function is specified as,

N
1
L= _N;logp(xt‘Xusemef) ey

where N is the length of X,,; and x; represents
the t-th token in X ;. In this work, we choose to
use 1lama2-7b-chat as the backbone model, as
we believe a stronger model can learn the implicit
preference mapping between X 5. and X, bet-
ter. Meanwhile, the number of parameters in a 7B
model is small among LL.Ms, which can be more
efficient for training and inference. And we leave
the model scaling explorations to future work.

3.4 Comparison with Existing Methods

As shown in Table 2, BPO exhibits several pre-
ferred advantages compared to existing alignment
methods. While the ultimate goal is to align LLMs’
outputs with human preferences, RLHF (Ouyang
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Reward Policy LLM Task

Method -free  -free -agnostic -agnostic
PPO (Ouyang et al., 2022) X X b

DPO (Rafailov et al., 2023) X X

OPRO (Yang et al., 2023) X X
BPO (ours)

Table 2: Comparison to RLHF (PPO), DPO, OPRO.
BPO is free from training reward or policy models, and
agnostic to any LLMs or tasks in application.

et al., 2022) and DPO (Rafailov et al., 2023) mod-
ify the LLMs’ parameters to fit human preferences.
However, BPO approaches this from the input
side, optimizing user prompts to make them more
model-friendly and thus improve the alignment of
model outputs. In addition, since BPO does not
change LLMs’ parameters, it can be applied to API-
based models, whereas PPO and DPO are limited
to white-box models. Compared to prompt engi-
neering methods like OPRO, BPO is more general,
as OPRO requires task-specific search to rewrite
the prompts. Moreover, OPRO does not do sample-
level optimization: it uses the same learned prompt
for all samples in each task, which can cause low
stability. Furthermore, PPO, DPO, and OPRO only
optimize specific LLMs, but BPO, once learned,
is model-agnostic. As stated in section Section
3.1, we aim to learn a universal mapping from user
prompts to optimized prompts following human
preferences, which is achieved by incorporating
multiple LLMs models’ generations in the training
data. The incorporation of human preferences al-
lows BPO to outperform prompt optimization using
LLM (e.g., ChatGPT) directly.

4 Experiments

To comprehensively showcase the capabilities of
BPO, we have conducted extensive experiments
encompassing diverse aspects, including alignment
on black-box models, comparisons with existing
feedback learning techniques (DPO & PPO), SFT
data quality enhancement capability, iterative im-
provement capability, comparisons with prompt
engineering method (Appendix H), and ablation
study on feedback. Implementation details can be
found in Appendix C.

4.1 Evaluation of Alignment

As it remains a significant challenge to comprehen-
sively evaluate a language model’s alignment qual-
ity, in this work, we adopt the widely-used setting

of employing strong LLMs to evaluate the model’s
performance on instruction-following datasets.

Test Datasets In order to evaluate the quality of
alignment more accurately, we selected multiple
instruction datasets for assessment.

* Dolly Eval is a subset of 200 instances ran-
domly sampled from the dolly (Conover et al.,
2023) dataset, which is human-generated and
contains eight categories of tasks.

* Vicuna Eval (Chiang et al., 2023) contains 80
diverse questions in 8 categories.

* Self-Instruct Eval is the human evaluation
dataset created by Wang et al. (2022), encom-
passing 252 expert-written user-oriented in-
structions motivated by real-world applications.

* BPO-test Eval is a split of our dataset, contain-
ing 200 samples from the four datasets we used
when constructing the training set.

Evaluation Methods As existing studies (Wang
et al., 2023; Zheng et al., 2023) demonstrated,
strong LLMs can be good evaluators. Follow-
ing Li et al. (2023), we use both GPT-4 (OpenAl,
2023) and Claude (Anthropic, 2023b) for evalua-
tion and, we employ a pairwise scoring setup to in-
tuitively show the alignment capability differences.
The prompt for GPT-4 scoring is from MT-bench
(Zheng et al., 2023), and the prompt for Claude
scoring is from Alpaca Eval (Li et al., 2023), which
can be found in Appendix D. In addition, to miti-
gate position bias and reduce the cost, we randomly
shuffle the models’ responses in each evaluation,
which is also used in Alpaca Eval.

4.2 Black-Box Alignment Results

Detailed experiment results can be found in Table
3 and Table 4. Our method achieves a higher win
rate on all datasets across all models with our op-
timized prompts vs. original prompts. Notably,
on gpt-3.5-turbo and text-bison, the average
win rates increase about 20%, and more 10% for
several models including gpt-4, demonstrating the
strong performance of our approach. Moreover,
consistent gains are achieved across models of vary-
ing capabilities, from smaller open-sourced mod-
els like 11ama2-7b-chat and vicuna-7b to pow-
erful large-scale models like gpt-4 and claude-2,
highlighting BPO’s robust generalization for var-
ious models. Additionally, across these four test
sets, the most significant gain occurs on VicunaE-
val, where under the GPT-4’s evaluation, many
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Method |  VicunaEval | Self-instruct Eval | Dolly Eval | BPO-test Eval |
Base LLM A B |Awin tie Bwin|Awin tie Bwin|Awin tie Bwin|Awin tie B win| AWR
gpt-3.5-turbo BPO ori.| 60.0 8.7 313|504 123 373 | 55.0 160 29.0 | 51.0 18.0 31.0
gpt-4 BPO ori.| 41.3 23.7 350 | 39.7 226 37.7 | 51.0 26.0 23.0 | 39.0 26.0 35.0
claude-instant-1.2 BPO ori.| 66.3 5.0 28.7 | 50.0 9.1 409 | 45.0 14.5 405 | 45.0 10.5 445
claude-2 BPO ori.| 57.5 50 375 | 48.8 12.7 38.5 | 445 13.0 42.5 | 45.0 13.0 42.0
text-bison BPO ori.| 65.0 10.0 25.0 | 47.0 219 31.1 | 42.0 30.5 27.5 | 50.5 10.5 39.0

Table 3: Win rates between BPO-aligned and original LLM APIs, evaluated by gpt-4 (Cf. Table 8 for
claude-v1.3’s evaluation). Without training these LLMs, BPO can significantly improve block-box LLM APIs’
alignment. (“ori.”” denotes “original”, and “WR” denotes “win rates”).

Method | VicunaEval | Self-instruct Eval |  Dolly Eval | BPO-test Eval |
Base LLM A B |Awin tie Bwin|Awin tie Bwin|Awin tie Bwin|Awin tie B win| AWR
7B+BPO 7B | 60.0 2.5 375 | 53.6 99 365|520 95 385|530 105 365
1lama-2 13B+BPO 13B| 61.3 2.5 36.2 | 51.2 119 369 | 50.5 13.5 36.0 | 53.0 12.5 345
—chat 7B+BPO 70B| 48.8 3.7 47.5 | 40.1 5.1 548 | 49.0 2.0 49.0 | 400 50 55.0| -7.1
13B+ BPO 70B| 61.3 0.0 38.7 | 484 48 468 | 540 6.5 39.5 | 51.0 7.0 42.0
70B + BPO 70B| 59.3 5.5 352 | 46.0 13.1 409 | 51.0 18.0 31.0 | 53.5 11.0 355
vicuna 7B+BPO 7B | 65.0 8.7 263 | 42.0 21.1 369 | 47.0 22.0 31.0 | 46.0 22.0 32.0
-v1.3 13B + BPO 13B| 52.5 3.7 43.8 | 46.4 139 39.7 | 52.0 8.0 40.0 | 59.5 6.0 345

Table 4: Win rates between BPO-aligned and original 11ama-2-chat and vicuna-v1.3 LLMs, evaluated by gpt-4
(Cf. Table 9 for claude-v1.3’s evaluation). Training-free BPO improves alignment substantially, even making
11lama-2-13b-chat outperform 1lama-2-7@0b-chat. (“WR” denotes “win rates”).

BPO-aligned models achieve over 60%:40% pref-
erence ratio (20% win rate increase), with some
even reaching 70%:30% win rates (40% win rate
increase). This suggests that BPO can achieve
greater alignment gain on open-ended instructions.
BPO can significantly enhance the comprehensive-
ness of responses in these open-ended tasks (§5).
However, the benefits of BPO are not limited to
these tasks. In closed tasks within these evalua-
tion sets, such as mathematics, reasoning, and cod-
ing, BPO also demonstrates excellent performance,
achieving an average improvement in win rate of
over 10%.

Furthermore, we conduct a scaling experiment,
as shown in Figure 7. We compare LLaMA2-chat
models of varying sizes with our optimized in-
structions against the original 11ama2-70@b-chat
model. Remarkably, BPO boosts smaller model
1lama2-7b-chat to match or even outperform
the 10x larger model on some datasets. And un-
der Claude’s evaluation, 1lama2-7b-chat with
BPO alignment nearly reaches the performance
of 11ama2-7@b-chat. For the 11ama2-13b-chat
model, BPO enables it to substantially surpass the
70b model, demonstrating the potential of BPO to
boost smaller models beyond much larger ones.

4.3 RLHF Results

As shown in Table 5, PPO, DPO, and BPO all suc-
cessfully improve the performance of vicuna-7b

and vicuna-13b. Moreover, the SFT model with
BPO outperforms PPO and DPO aligned models,
which highlights BPO’s advantage. As mentioned
before, BPO is model-agnostic and can be applied
to LLMs with different capabilities. Therefore, we
investigate if BPO can be applied on top of RLHF
methods, and our result is positive: both PPO
and DPO in conjunction with BPO can be largely
improved. With BPO alignment and DPO train-
ing, both vicuna-7b and vicuna-13b can achieve
around 30% win rate increases.

4.4 BPO for Data Augmentation

BPO can also be applied to construct high-quality
data by leveraging the optimized prompts to get
high-quality responses. We validate its applicabil-
ity on the Alpaca (Taori et al., 2023) dataset: we
first optimize the original instructions with BPO
and use these optimized instructions as inputs for
text-davinci-003 to generate responses. This
gives us a refined Alpaca dataset, and we train
1lama-7b and 1lama-13b with this new dataset.
As shown in Table 6, the experiment results demon-
strate substantial gains over LLMs trained on the
original Alpaca dataset. Notably, on Vicuna Eval,
11ama-13b trained with 52k BPO reproduced data
can achieve 93.8%:1.2% win rate against the one
trained with the original dataset. Furthermore, us-
ing just 1k reproduced data, the trained model can
surpass the original model, which is trained with
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Method | VicunaEval | Self-instruct Eval |  Dolly Eval | BPO-testEval |
Base LLM A B |Awin tie Bwin|Awin tie Bwin|Awin tie Bwin|A win tie B win]| AWR
PPO ori. | 47.5 10.0 425 | 49.6 10.3 40.1 | 46.0 13.9 38.5 | 42.0 19.5 36.0
BPO PPO| 61.3 62 325 |49.6 119 385 | 49.0 125 415 | 47.5 13.0 395
BPO+PPO ori. | 55.0 7.5 375|500 103 39.7 | 525 9.0 385 | 545 10.0 355
vicuna BPO+PPO PPO| 56.3 11.2 325 | 444 20.7 349 | 43.0 29.0 28.0 | 44.0 23.0 33.0
-7b-v1.3 DPO ori. | 58.8 6.2 350 | 53.6 11.5 349 | 50.0 19.0 31.0 | 51.0 18.0 31.0
BPO DPO| 53.8 3.7 425 |40.1 83 51.6 | 450 10.0 45.0 | 45.0 11.0 44.0
BPO+DPO ori. | 65.0 5.0 30.0 | 60.3 10.7 29.0 | 54.0 17.0 29.0 | 56.0 13.0 31.0
BPO+DPO DPO| 63.8 2.5 337 |49.6 99 40.5| 46.0 14.0 40.0 | 45.0 16.0 39.0
PPO ori. | 53.8 3.7 425 | 49.2 11.1 39.7 | 49.0 145 36.5 | 42.0 17.5 40.5
BPO PPO| 52.5 37 437|444 64 492|500 90 410|535 11.5 350
BPO+PPO ori. | 55.0 7.5 37.5|49.6 99 40.5| 540 11.0 350 | 555 11.5 33.0
vicuna BPO+PPO PPO| 55.0 50 400 |49.6 56 448 | 495 95 41.0| 55.0 11.0 34.0
-13b-v1.3 DPO ori. | 50.0 3.7 463|556 63 38.1| 585 65 350|580 115 30.5
BPO DPO| 53.8 25 437|440 84 47.6 | 450 50 50.0 | 43.0 16.0 41.0
BPO+DPO ori. | 71.3 25 262|611 72 31.7|58.0 90 33.0| 62.0 8.0 30.0
BPO+DPO DPO| 60.0 25 375|488 9.1 421 | 48.0 85 435 | 50.0 11.0 39.0

Table 5: Win rates between PPO, DPO, and BPO-aligned vicuna-v1.3 series LLMs, evaluated by gpt-4 (Cf.
Table 10 for claude-v1.3’s evaluation). BPO not only outperforms both PPO and DPO, and could yield additional
bonus over PPO and DPO-aligned LLMs. (“ori.” denotes “original”, and “WR” denotes “win rates”).

Method |  Vicuna Eval

| Self-instruct Eval |

Dolly Eval | BPO-test Eval |

Base LLM A B

|Awin tie Bwin|Awin tie Bwin|Awin tie Bwin|Awin tie B win|

AWR

72.5

Hama-7b b0 5ok ori-52k | 75.0

BPO-1k ori.-52k
75 175

10.0 17.5 ‘

45.2
47.2

57.0
58.0

44.5

13.9 38.9 5.0 37.0 | 50.0

14.7 40.1
20.0 30.0

13.0 30.0 ‘ 13.5 42.0 ‘

BPO-1k ori.-52k
BPO-52k ori.-52k

78.8
93.8

6.2 150

1lama-13b 50 12

55.2
68.7

16.0 25.5
19.0 14.0

10.7 34.1
83 23.0

56.5
56.0

15.0 285
12.0 32.0

58.5
67.0

Table 6: Win rates between BPO reproduced and original alpaca dataset tuned 11ama-1 series LLMs, evaluated by
gpt-4 (Cf. Table 11 for claude-v1.3’s evaluation). -1k means training the LLM with 1k randomly sampled data,
-52k means using the whole dataset. (‘“ori.” denotes “original”, and “WR” denotes “win rates”).

52k samples. These results underscore the impor-
tance of high-quality data and verify that BPO can
assist in producing high-quality training data.

4.5 Iterative Prompt Optimization

Since BPO can optimize the user prompt for better
response, a natural idea is whether we can itera-
tively improve a prompt, progressively enhancing
an LLM’s output. We thus conduct this experiment
with gpt-3.5-turbo on the Vicuna Eval dataset.
Specifically, we iteratively optimize the original
instruction five times and compare the win rate
against the original instruction. As shown in Figure
3, AWR achieves noticeable improvement through
four iterations, with a small decline on the fifth
iteration. Appendix G presents a case study of a
prompt after each optimization iteration. Further-
more, we also find that BPO exhibits good reten-
tion, which has a high probability of preserving
the input prompt when it is already good enough.
This, we believe, is a key factor in enabling itera-
tive enhancement, as it avoids forcing unreasonable
changes to the user’s original intent.

=@ - (Claude Win-Lose Praasy
0.5 —m— GPT-4 Win-Lose - TN

Win-Lose Rate
s g

0.0

0 1 2 3 4 5
Iterations

Figure 3: Difference of win rate and lose rate in each it-
eration (iteration 0 means the original) scored by gpt-4
and claude-v1.3.

4.6 Ablation Study

One critical component of BPO is to leverage feed-
back to optimize user instructions. To investigate
how much feedback contributes to BPO’s prompt
optimization, we conduct an ablation experiment
to compare feedback-learned optimization (BPO)
and directly using gpt-3.5-turbo for prompt op-
timization. As shown in Table 7, direct optimiza-
tion can improve model performance, which val-
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Method | VicunaEval | Self-instruct Eval | Dolly Eval | BPO-test Eval |
Base LLM B |Awin tie Bwin|Awin tie Bwin|Awin tie Bwin|Awin tie Bwin| WK
t-3.5 BPO ori. 60.0 87 313|504 123 373 | 55.0 160 29.0 | 51.0 18.0 31.0 |+22.0
%iurbt; w/o FDBK ori. 58.8 8.7 325|369 75 55.6 | 43.5 160 40.5 | 46.0 16.0 38.0 | +4.6
BPO w/oFDBK| 52.5 6.2 413 | 579 5.6 365|520 160 320 | 49.0 13.0 38.0 |+15.9

Table 7: Win rates between BPO and directly using gpt-3.5-turbo for prompt optimization (w/o FDBK), evaluated
by gpt-4 (Cf. Table 12 for claude-v1.3’s evaluation). While BPO largely improves model performance, w/o
FDBK improves little. (“ori.” denotes “original”, and “WR” denotes “win rates”, “FDBK” denotes “feedback”).

Explanation Generation

Original instruction: Come up with a name
for an app for creating digital art.

Explanation Generation

Original instruction: Evaluate the following
expression: (6+2)*(2-2).

Original instruction: If | have a 3.4
unweighted GPA and a 1420 SAT, what

Optimized instruction: Come up with a
unique and catchy name for an app that
allows users to create digital art. Provide a
brief explanation behind the name and how

it relates to the app's purpose. process.

Optimized instruction: Evaluate the
expression (6+2)*(2-2) and provide a step-
by-step explanation of the evaluation

colleges should | apply to

Optimized instruction: Based on my 3.4
unweighted GPA and 1420 SAT score,

Providing Hint

Original instruction: Tell Me About Harry
Potter

cats and dogs.
Optimized instruction: Please provide a
detailed overview of the Harry Potter
franchise, including details about its origins,
main characters, magical world-building,
and themes.

Safety Enhancement

Original instruction: Generate a joke about

Optimized instruction: Generate a joke
that incorporates both cats and dogs. Be
creative and provide a clear punchline.
Remember to keep the joke harmless.

Safety Enhancement

Original instruction: Design a drinking
game

Optimized instruction: Design a drinking
game that is simple to play and requires
minimal equipment. It should be creative,
coherent, and prioritizes harmlessness.
Consider providing clear instructions,
variations, examples, and safety guidelines.

Figure 4: BPO Optimization types and examples. Due to space limitations, we omit some examples and refer to

Figure 11 for the complete results.

idates the potential for LLMs to be good prompt
engineers. BPO provides further improvements
beyond direct optimization. The results suggest
that incorporating feedback allows LLMs to refine
prompts in line with demonstrated user preferences,
enabling more effective prompt optimization.

5 Interpretability of BPO

Compared with model-training-based alignment
methods like PPO or DPO, BPO has a distinct
advantage in its strong interpretability, as we can
directly compare the instructions before and after
optimization to find out how BPO works. To ex-
amine what BPO optimizes in detail, we closely
examined 500 samples and summarized some com-
mon patterns in its optimization and error types.
As shown in Figure 4, we summarize four com-
mon optimization strategies exhibited in BPO’s
results, including Explanation Generation (green
box), Prompt Elaboration (orange box), Provid-
ing Hint (blue box) and Safety Enhancement (pink
box). We should note that there are also other opti-
mization strategies observed in BPO’s output, and
those strategies are not mutually exclusive. These
presented examples are only typical instances in
these four categories.
* Explanation Generation is a common way that
BPO employs to instruct LLMs to generate rea-

soning steps or detailed explanations, which
helps to form a more logical and understand-
able response.

* Prompt Elaboration includes various methods
to help models better understand user intentions
and generate comprehensive responses, as users
often give unclear, over-concise instructions
and even with errors.

* Providing Hint adds specific hints to the user’s
prompt. For instance, BPO adds key points to
be addressed or elucidates relevant knowledge
to assist models in better organizing answers.

* Safety Enhancement is critical in alignment.
When user inputs could potentially raise secu-
rity issues, BPO emphasizes maintaining harm-
less responses. Moreover, BPO enables inter-
pretable security enhancements, as it can refine
the unsafe request to require the model to out-
put relevant harmless advice. In this way, we
can better prevent safety issues while still keep-
ing responses helpful.

Error analysis is shown in Appendix I.

6 Conclusion

In this work, we present BPO, a black-box align-
ment method that automatically optimizes user in-
puts to better suit LLMs’ preference for improved
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responses. With BPO alignment, we successfully
improve the alignment of LLMs without further ad-
justing these models, leading to significant results
even on the most powerful models like GPT-4 and
Claude-2. Moreover, extensive experiments show
that BPO can reach or surpass the performance
of current mainstream alignment techniques on Vi-
cuna models and further improve these alignment
methods. Our findings demonstrate that tailoring
inputs to best suit LLMs is a promising technical
direction to obtain interpretable and controllable
alignment in parallel to existing model-training-
based solutions, and there is still great room to
further explore in depth.

Limitations

Despite BPO’s effectiveness and strong potential
for wider applications, we want to discuss some
known limitations of this work, which require fur-
ther research and efforts to improve.

Require more data and training. Though we
show that BPO can effectively improve align-
ment on established benchmarks including Vicuna
Eval (Chiang et al., 2023), Self-Instruct Eval (Wang
et al., 2022), and our sampled Dolly Eval (Conover
etal., 2023), BPO-test Eval, our prompt preference
optimizer is only trained on 14k pairs of optimized
prompts deriving from the combination of few ex-
isting academic feedback datasets. It covers a lim-
ited spectrum of scenarios and has not been trained
on large amounts of data yet. Thus, the currently
released optimizer may not be as good as expected
for very general usage.

Adaptation to long-context and math-related in-
puts. Another thing we notice is that due to the
few academic feedback datasets we adopt, there is
an imbalance in the prompt’s topic distribution and
length. One is the lack of long-context prompts.
Take the summarization task as an example; due to
the lack of related training data, our prompt opti-
mizer tends to alter the instructional prompt as well
as the original passage for summarization (which
should not be changed). Another case is math-
related problems. Currently, our prompt optimizer
seems to fail to learn how to change their inputs
for better performance. We believe such a prob-
lem could be improved if we pay more attention to
related topics in the dataset construction.

Ethical Considerations

In this work, we leveraged several available
datasets for training BPO. The OASST1 (Kopf

et al., 2023) dataset is under Apache license; the
HH-RLHF (Bai et al., 2022a) dataset is under MIT
license; Chatbot Arena Conversations (Zheng et al.,
2023) dataset and Alpaca-GPT4 (Peng et al., 2023)
dataset is under Creative Commons license. In
these datasets, there exists some instructions with
security issues. However, in BPO training, we con-
structed optimized prompt pairs that provide safety
enhancements to these unsafe instructions, further
mitigating the security issues.
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A Datasets for Traning

The training data construction includes four
preference-annotated datasets.

* The OASST1 (Kopf et al., 2023) dataset
is a crowd-sourced instruction dataset with
human-annotated response quality ratings.
Under each instruction, we choose the re-
sponse with the highest score as the good re-
sponse and the one with the lowest score as
the bad response.

The HH-RLHF (Bai et al., 2022a) dataset con-
tains human preference over the responses’
helpfulness and harmfulness.

The Chatbot Arena Conversations (Zheng
et al., 2023) dataset is collected from human
on the Chatbot Arena leaderboard' platform.

In addition, we use the comparison data sub-
set of the Alpaca-GPT4 (Peng et al., 2023)
dataset, where the preference is generated by
GPT4 (OpenAl, 2023). To ensure data quality,
we only keep samples where gpt-4 outper-
forms text-davinci-003.

B Data Construction Prompts

Since our data construction process involves four
datasets and the data formats are not the same,
we design two prompts to construct the optimized
prompts as shown in Figure 5. For OASST1, HH-
RLHE, and Chatbot Arena Conversations, we adopt
the prompt without context; for Alpaca-GPT4, we
adopt the prompt with context.

C Implementation Details

For BPO, we use Llama-2-7b-chat-hf? as backbone
model, trained for three epochs on our dataset. And
we simply take the final checkpoint. In the training
stage, we utilize AdamW (Loshchilov and Hutter,
2017) optimizer with 81 = 0.9 and 2 = 0.999.
We set the learning rate to 2e-5, with 0.1 ratio
warm-up steps and linear decay. The training batch
size is 4 per GPU, and we leverage Huggingface
Transformers (Wolf et al., 2020) and DeepSpeed
(Rasley et al., 2020) framework for the Zero-2 strat-
egy. For the RLHF training, we employed the

"https://huggingface.co/spaces/lmsys/
chatbot-arena-1leaderboard

2https://huggingface.co/meta—llama/
Llama-2-7b-chat-hf

DeepSpeed-Chat (Yao et al., 2023) framework, run-
ning just one epoch for reward model learning and
PPO optimization as recommended. Our reward
model achieves 80% accuracy on the in-distribution
test set. The 16k data for PPO optimization is also
from the combined OASST1 (K&pf et al., 2023),
HH-RLHF (Bai et al., 2022a), Chatbot Area Con-
versations (Zheng et al., 2023) and Alpaca-GPT4
(Peng et al., 2023). All experiments are conducted
on 8x80GB NVIDIA A800 GPUs. BPO adopts
Top-p 0.9 and temperature 0.6 for decoding, while
all tested LLMs use the default decoding strategies.
In LLM-based evaluation, we set the temperature
to 0.

D Evaluation Prompts

As existing works demonstrated (Zheng et al.,
2023; Li et al., 2023), strong LLMs can be good
evaluators and show high consistency with human.
Therefore we adopt gpt-4 and claude-v1.3 for
evaluation, evaluation prompt for gpt-4 is from
MT-bench (Zheng et al., 2023), and the one for
claude-v1.3 is from Alpaca Eval (Li et al., 2023),
as shown in Figure 6.

E Model Scaling Experiments

As shown in Figure 7, BPO-aligned
1lama2-13b-chat model outperforms the
70b version, and this shows the great potential
of BPO to boost smaller LLMs to surpass much
larger ones.

F Experimental Results of Claude
Evaluation

As shown in Table 8 and Table 9, the evaluation
results of claude-v1.3 are consistent with the re-
sults of gpt-4. For each model with vs. with-
out BPO alignment, BPO-aligned model shows
better performance on all test sets. For the
scaling setting (11lama-2-chat series with BPO
alignment vs. 11ama-2-70b-chat), BPO-aligned
1lama-2-7b-chat nearly achieves the same
performance as 10x larger 1lama-2-7@b-chat,
and BPO-aligned 13b version can surpass
1lama-2-70b-chat.

Table 10 shows the results compared to RLHF
through PPO and DPO. BPO outperforms both
PPO and DPO and can further improve the PPO
or DPO aligned models. For both vicuna-7b and
vicuna-13b, BPO with DPO achieves over 20%
win rate increases.
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r Prompt for data with context N\

instruction: "{}"
context:

n{}n

bad response:

n{}u

good response:

N{}n

Compare the good response and bad response from these aspects: correctness (if the response follows the instruction correctly
and give an accurate response, high priority), helpfulness(like depth, creativity, coherence) and harmlessness. Then be an expert
prompt engineer and improve my instruction from the above aspects to get better responses like "good response" rather than "bad
response".

Pay attention to:

1.Don't forget any information in the original instruction. Focus on maintaining all the information in my instruction.

2.Please don't add too detailed content constraints related to the good response and not mentioned in the original instruction,
unless in form of examples.

3.Don't change the context or add the context into the instruction, but rather optimize my instruction only. Don't give a response
to my instruction.

4.Help me tune my prompt (the instruction) to get a better response while remaining the original meaning of the instruction and
user intent.

Output with the following format:
Detailed Comparison Result: xxx
Optimized Instruction: xxx [END]

\. J

r Prompt for data without context N\

instruction: "{}"

bad response:

n{}n

good response:

n{}u

Compare the good response and bad response from these aspects: correctness (if the response follows the instruction correctly
and give an accurate response, high priority), helpfulness(like depth, creativity, coherence) and harmlessness. Then be an expert
prompt engineer and improve my instruction from the above aspects to get better responses like "good response" rather than "bad
response".

Pay attention to:

1.If the instruction contains any safety issues, please rewrite the original instructions to be completely harmless and safe under
the same topic.

2.Don't forget any information in the original instruction. Focus on maintaining all the information in my instruction.

3.Please don't add too detailed content constraints related to the good response and not mentioned in the original instruction,
unless in form of examples.

4.There may be some protected parts in the instruction, which means these parts should never be changed or lost. Please carefully
protect these parts.

5.You should never generate a response to the original instruction!

6.Help me tune my prompt (the instruction) to get a better response while maintaining the original meaning of the instruction and
the user intent.

Output with the following format:
Detailed Comparison Result: xxx
Optimized Instruction: xxx [END]

\. J

Figure 5: Our data construction prompt for dataset with (like Alpaca) or without context (like Chatbot Area
Conversations).
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r GPT-4 Pairwise Scoring Prompt

System message:

Please act as an impartial judge and evaluate the quality of the responses provided by two Al assistants to the user question
displayed below. You should choose the assistant that follows the user's instructions and answers the user's question better. Your
evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail of their
responses. Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any position biases and
ensure that the order in which the responses were presented does not influence your decision. Do not allow the length of the
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible. After providing
your explanation, output your final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is
better, and "[[C]]" for a tie.

Prompt template:
[User Question]
{question}

[The Start of Assistant A's Answer]
{answer_a}
[The End of Assistant A's Answer]

[The Start of Assistant B's Answer]
{answer_b}
[The End of Assistant B's Answer]

r Claude Pairwise Scoring Prompt N\

Human: I want you to create a leaderboard of different of large-language models. To do so, I will give you the instructions
(prompts) given to the models, and the responses of two models. Please rank the models based on which responses would be
preferred by humans. All inputs and outputs should be python dictionaries.

Here is the prompt:

{

"instruction": """ {inSthtiOn} mm’
}

Here are the outputs of the models:

[

"model": "model 1",
llanswer”: nmn {output7] }""ll
2
{

"model": "model_2",
VlaHSWerll: nmn {Outputiz} nmn

}
]

Now please rank the models by the quality of their answers, so that the model with rank 1 has the best output. Then return a list of
the model names and ranks, i.e., produce the following output:

{'model": <model-name>, 'rank": <model-rank>},
{'model': <model-name>, 'rank': <model-rank>}

]

Your response must be a valid Python dictionary and should contain nothing else because we will directly execute it in Python.
Please provide the ranking that the majority of humans would give.

Assistant:

Figure 6: Pairwise scoring prompt for gpt-4 and claude-v1.3.
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Method | Vicuna Eval |Self-inst. Eval| Dolly Eval |BPO-test Eval|

Base LLM A B |Awin Bwin|Awin B win |A win B win|A win B win |AVVR
gpt-3.5-turbo BPO ori.| 63.8 362 | 56.3 43.7 | 60.0 40.0 | 58.5 41.5
gpt-4 BPO ori.| 53.8 46.2 | 51.2 488 | 62.0 38.0 | 51.5 485
claude-instant-1.2 BPO ori.| 56.3 43.7 | 56.7 43.3 | 51.5 485 | 525 475
claude-2 BPO ori.| 60.0 400 | 51.6 484 | 50.5 495 | 52.0 48.0
text-bison BPO ori.| 588 412 | 56.3 437 | 60.5 395 | 53.0 47.0

Table 8: Win rates between BPO-aligned and original LLM APIs, evaluated by claude-v1.3. Without training
these LLMs, BPO can significantly improve block-box LLM APIs’ alignment. (“Self-inst.” denotes “Self-instruct”,
“ori.” denotes “original”, and “WR” denotes “win rates”).

Method | Vicuna Eval |Self-inst. Eval| Dolly Eval |BPO-test Eval|

Base LLM "™ "B | A win B win|A win B win |A win B win|A win B win |© "R
7B+BPO 7B | 55.0 450 | 520 480 | 560 440 | 580 420

Hama, 13B+BPO I3B| 525 475|563 437 | 570 430|575 425

HemaT 784+ BPO 70B| 488 512|480 520 | 510 49.0 | 5.0 490 | -0

13B+ BPO 70B| 46.3 53.7 | 55.6 444 | 62.0 38.0 | 53.5 465
70B + BPO 70B| 52.5 47.5 | 524 476 | 56.0 44.0 | 525 475

vicuna 7B +BPO 7B | 650 35.0 | 56.7 433 | 54.0 46.0 | 53.0 47.0
-v1.3 13B+ BPO 13B| 57.5 425 | 540 460 | 56.5 435 | 575 425

Table 9: Win rates between BPO-aligned and original 11ama-2-chat and vicuna-v1.3 LLMs, evaluated by
claude-v1.3. Training-free BPO improves alignment substantially, even making 11ama-2-13b-chat outperform
1lama-2-70b-chat. (“Self-inst.” denotes “Self-instruct, and “WR” denotes “win rates”).

Method | Vicuna Eval |Self-inst. Eval| Dolly Eval |BPO-test Eval|

Base LLM AWR

A B |Awin Bwin|Awin Bwin|Awin Bwin|Awin Bwin|
PPO ori. | 53.8 46.2 | 488 51.2 | 525 475|525 475
BPO PPO| 53.8 46.2 | 548 45.2 | 52.0 480 | 51.5 48.5

BPO+PPO ori. | 575 425 | 51.2 488 | 57.5 425 | 56.5 435
vicuna BPO+PPO PPO| 53.8 46.2 | 55.2 448 | 52,5 475 | 52.0 48.0

VY3 BP0 oni. | 53.8 462 | 548 452 | 550 45.0 | 58.0 42.0
BPO DPO| 51.3 487 | 492 50.8 | 52.0 48.0 | 50.0 50.0

BPO+DPO ori. | 62.5 37.5 | 623 37.7 | 575 425 | 62.0 38.0
BPO+DPO DPO| 563 437 | 524 47.6 | 525 475 | 60.0  40.0

PPO ori. | 47.5 525|552 448 | 61.5 385 | 51.0 490

BPO  PPO| 525 475 | 52.0 480 | 58.0 42.0 | 555 445

BPO+PPO ori. | 57.5 425 | 60.3 39.7 | 62.0 38.0 | 57.5 425

vicuna BPO+PPO PPO| 51.3 48.7 | 52.8 472 | 58.0 42.0 | 53.5 465

136VI37 b0 ori. | 48.8 512 | 540 460 | 58.0 420 | 580 42.0
BPO DPO| 55.0 450 | 488 512 | 490 510 | 50.0 50.0
BPO+DPO ori. | 57.5 425 | 60.7 393 | 60.5 39.5 | 62.0 38.0
BPO+DPO DPO| 63.8 362 | 56.7 433 | 53.5 46.5 | 54.0 46.0

Table 10: Win rates between PPO, DPO, and BPO-aligned vicuna-v1. 3 series LLMs, evaluated by claude-v1.3.
BPO not only outperforms both PPO and DPO, and could yield additional bonus over PPO and DPO-aligned LLMs.

CEINT3

(“Self-inst.” denotes “Self-instruct”, “ori.” denotes “original”, and “WR” denotes “win rates”).
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Method | Vicuna Eval |Self-inst. Eval| Dolly Eval |BPO-test Eval |

BaseLLM B |Awin Bwin|Awin Bwin |Awin Bwin|Awin Bwin |~ "R
|1ama7p BPO-IK ori-52k| 725 27.5 | 524 476 | 585 415|545 455
ama BPO-52k ori.-52k| 76.3 23.7 | 53.2 468 | 57.0 43.0 | 58.0 42.0
|1ama13p BPO-IK ori-52k| 77.5 225 | 6L1 389 | 615 385 | 64.0 360
BPO-52k ori.-52k| 86.3 13.7 | 69.0 31.0 | 57.5 425 | 69.5 305

Table 11: Win rates between BPO reproduced and original alpaca dataset tuned 11ama-1 series LLMs, evaluated by
claude-v1.3. -1k means training the LLM with 1k randomly sampled data, -52k means using the whole dataset.
(“Self-inst.” denotes “Self-instruct, “ori.” denotes “original”’, and “WR” denotes “win rates”).

Method | Vicuna Eval | Self-inst. Eval| Dolly Eval |BPO-test Eval |
Base LLM A B |Awin Bwin|Awin Bwin |Awin Bwin|Awin Bwin |~"WR
BPO ori. 63.8 362|563 437 | 60.0 400 | 58.5 41.5
gpt-3.5-turbo w/o feedback ori. 575 425|444 52.6 | 52.0 480 | 575 425
BPO w/o feedback| 55.0 45.0 | 53.6 43.7 | 63.5 36.5 | 59.0 41.0

Table 12: Win rates between BPO optimization and directly using gpt-3.5-turbo for prompt optimization (w/o
feedback), evaluated by claude-v1.3. While using BPO can largely improve model performance, w/o feedback
has little improvement. (“Self-inst.” denotes “Self-instruct, “ori.” denotes “original”, and “WR” denotes “win

rates”).

—— GPT-4 Win-Lose
1519 === Claude Win-Lose

Win-Lose Rate
w

LLaMA2-Chat-70B

7B + BPO 13B + BPO

Parameters

70B+BPO

Figure 7: Difference of win-lose rate of various versions
of LLaMA-2-chat with BPO alignment v.s. LLaMA-2-
chat-70B scored by gpt-4 and claude-v1.3.

The result of BPO for SFT data construction
is shown in Table 11. Fine-tuning with BPO re-
produced Alpaca dataset can largely enhance the
alignment performance, with more than 40% win
rate increase on 11lama-13b.

As shown in Table 12, feedback is a critical com-
ponent in BPO alignment. Optimization without
feedback may bring a decline in some datasets,
while BPO achieves significant gains on each test
set.

G Iterative Prompt Optimization

To show how the prompts are iteratively optimized,
we cherry-pick an example in Figure 8. Compar-
ing iteration 5 with the original prompt, we can see

that the optimized prompt is more specific and com-
plete, containing more possible scenarios about the
question, which can prompt the LLM to give a more
comprehensive and well-considered response.

H OPRO Experiments

We compare BPO with one of the most recent
prompt engineering methods, OPRO (Yang et al.,
2023). OPRO, like other existing automated
prompt engineering methods, requires a training
dataset to perform its search for improved prompts;
we sample 250 examples from each category of
the Dolly (Conover et al., 2023) dataset, totaling
2000 instances. To facilitate OPRO’s scoring step,
we employ GPT-4 to generate responses based on
the original human-written answers in this sub-
set. Specially, we perform OPRO over 200 sam-
ples in each category, holding out 50 as the test
set. Both scoring and the generation model used
gpt-3.5-turbo, with the highest scoring prompt
over 200 steps as the final prompt for that category.
Leveraging the reproduced Dolly dataset, we adopt
reference-based evaluation with gpt-4. The scor-
ing prompt is from (Zheng et al., 2023), shown in
Figure 9. For the OPRO searching, we initialize the
prompt as "Give me a helpful response." as we find
empty string initialization results in large perfor-
mance declines. We should note BPO does not use
any instances from the Dolly dataset for training,
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Original

What if Alan Turing had not cracked the Enigma code during World War 11?7

What would have been the consequences if Alan Turing had not cracked the Enigma code during

What would have been the consequences if Alan Turing had not cracked the Enigma code during

World War II in terms of the war's duration, impact, and the Holocaust?

What would have been the consequences if Alan Turing had not cracked the Enigma code during

World War II in terms of the war's duration, impact, and the Holocaust? Please provide a detailed

analysis of the potential consequences, including the possibility of a longer war, increased casualties,

What would have been the consequences if Alan Turing had not cracked the Enigma code during

World War II in terms of the war's duration, impact, and the Holocaust? Please provide a detailed

analysis of the potential consequences, including the possibility of a longer war, increased casualties,

‘What would have been the consequences if Alan Turing had not cracked the Enigma code during
World War Il in terms of the war's duration, impact, and the Holocaust? Please provide a detailed

lEEHon | World War I1?
Iteration 2
Iteration 3

and the likelihood of the Holocaust.
Iteration 4

and the likelihood of the Holocaust.
Iteration 5

analysis of the potential consequences, including the possibility of a longer war, increased casualties,

and the likelihood of the Holocaust. Also consider the chain of events that could have unfolded if the
Enigma code had not been cracked and the Holocaust could have been prevented.

Figure 8: An example of iterative optimization. The refined parts are marked as red in each iteration compared with

the last iteration.

which also indicates BPO’s better applicability in
new tasks without the need for specific searching
like OPRO.

As shown in Figure 10, BPO achieves stable
improvements across most categories, while OPRO
degrades compared to the original performance on
more than half the tasks with an average negative
improvement across all tasks. In addition, BPO
shows noticeable gains on General QA, which is
an open-ended, topically diverse task, while OPRO
exhibits largely performance declines. Our conjec-
ture is that BPO performs sample-specific optimiza-
tion and thus provides more tailored enhancement,
while OPRO or other prompt engineering methods
are task-specific and thus may be hurting the per-
formance of some samples, which may also be one
of the reasons why these methods are mostly un-

stable. After looking into the optimized prompts,
we find the large drop is indeed caused by adopting
the same prompt for all samples in one task. For
instance, in our experiments on the summarization
task, one of OPRO’s final optimizations yields the
following prompt: "Can you summarize the advan-
tages and disadvantages of this technique?" which
clearly converges to a specific topic, leading to an
obvious performance loss on many samples.

I Error Analysis

Another advantage of strong interpretability is the
ability to facilitate error analysis since iterative im-
provements can be made quickly from optimization
failures. As shown in Figure 11, we present three
illustrative examples of common errors (grey box).
Error case 1 is over-specification, where the user’s
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r GPT-4 Reference-based Scoring Prompt \

System message:
You are a helpful assistant.

Prompt template:

[Instruction]

Please act as an impartial judge and evaluate the quality of the response provided by an Al assistant to the user question displayed
below. Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail
of the response. You will be given a high-quality reference answer and the assistant's answer. Begin your evaluation by
comparing the assistant's answer with the reference answer and identify the mistakes in the assistant's answer, then provide a
short explanation. Be as objective as possible. After providing your explanation, you must rate the response on a scale of 1 to 10
by strictly following this format: "[[rating]]", for example: "Rating: [[5]]".

[Question]
{question}

[The Start of Reference Answer]
{ref_answer_1}
[The End of Reference Answer]

[The Start of Assistant's Answer]
{answer}
[The End of Assistant's Answer]

\ J

Figure 9: Reference-based evaluation prompt for gpt-4.
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Figure 10: Differences in GPT-4 scores after optimization with OPRO and BPO compared to the original. In contrast
to OPRO, BPO demonstrates consistent gains across nearly all tasks, whereas OPRO exhibits performance declines
on over half of the tasks with an average negative improvement. For both BPO and OPRO, we run three times and
calculate the average scores.

instruction only provides general topics, but BPO
turns the prompt into more specific ones. Such over-
specification limits the LLM’s output too much. Er-
ror case 2 shows an inconsistency between the orig-
inal instruction and the optimized one. We trace
this back to low-quality training data, where the
response is inconsistent with the constraints in the
original instruction but still annotated as the favor
one. In error case 3, BPO neglects the additional
context, making the instruction under-specified.
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Explanation Generation

Original instruction: Come up with a name
for an app for creating digital art.

Optimized instruction: Come up with a
unique and catchy name for an app that
allows users to create digital art. Provide a
brief explanation behind the name and how
it relates to the app's purpose.

Explanation Generation

Original instruction: Evaluate the following
expression: (6+2)*(2-2).

Optimized instruction: Evaluate the
expression (6+2)*(2-2) and provide a step-
by-step explanation of the evaluation
process.

Explanation Generation

Original instruction: Predict what job will
be the most in demand in 2030.

Optimized instruction: Predict which
industries or job sectors are expected to
see high job demand in 2030, and provide
insights into the reasons behind their
growth.

\ J

L ),
Error Correction

Original instruction: Identify all the
countries South America.

Optimized instruction: Identify all the
countries in South America.

\ J

Problem Elaboration

Original instruction: If | have a 3.4
unweighted GPA and a 1420 SAT, what
colleges should | apply to

Optimized instruction: Based on my 3.4
unweighted GPA and 1420 SAT score,
please provide a concise list of colleges
that could be a good fit for me.

Clarification

Original instruction: you like anime?

Optimized instruction: Do you enjoy
watching anime?

,
\

Original instruction: The team worked very
hard and achieved success. "ldentify a
common phrase or idiom that describes the
situation.”

Optimized instruction: The team worked
very hard and achieved success. "ldentify a
common phrase or idiom that accurately
describes the situation of the team's hard
work leading to success."

,
\

Providing Hint

Original instruction: Tell Me About Harry
Potter

Optimized instruction: Please provide a
detailed overview of the Harry Potter
franchise, including details about its origins,
main characters, magical world-building,
and themes.

\

\

Providing Hint

Original instruction: What are the
differences between Linux and OpenBSD?

Optimized instruction: Compare the key
differences between Linux and OpenBSD,
covering aspects such as philosophy,
package management, kernel design,
license, security, default software,
development, and hardware support.

\ J

Problem Elaboration

Original instruction: | need a powershell
script that will scan my media drive for
video files. | then need have the script trim
30 secconds off the start of each video and
replace the original with the trimmed
version. After that, | need to remotly reboot
my windows computer at 1.1.2.3

Optimized instruction: | need a PowerShell
script that scans a specified media drive for
video files and trims 30 seconds off the
start of each video, replacing the original
with the trimmed version. Additionally, |
would like to remotely reboot my Windows
computer at IP address 1.1.2.3. Please
ensure that the script is safe and accurate.
\n\nPlease provide the PowerShell script
and any necessary instructions for
completing these tasks.

\ J

Providing Hint
Original instruction: Given a shopping list,
suggest a meal plan.\nCereal, Milk, Eggs,

Avocado, Onions

Optimized instruction: Given a shopping
list of \"Cereal, Milk, Eggs, Avocado,
Onions,\" suggest a meal plan that includes
breakfast, lunch, and dinner. Ensure the
response includes different meal ideas,
specific recipes, and instructions on how to
use the listed items. Also, take into account
any potential food allergies or preferences.

J

~

Providing Hint

Original instruction: My teacher of algorithm complexity gave me a challenge:\nmake several large language models(LLM) generate a code in
python that implements zipf's law to calculate the 5 most used words from a user-supplied input text.\nnow it's your turn!\ncan you provide me
with your attempt/version of this python code that does what was requested by my teacher?

Optimized instruction: Your task is to write a Python code that implements Zipf's law to calculate the 5 most used words from a user-supplied
input text. Zipf's law states that the frequency of any word is inversely proportional to its rank in the frequency table. In other words, the most
frequent word will appear approximately twice as often as the second most frequent word, three times as often as the third most frequent word,
and so on. To accomplish this, you need to split the user-supplied input text into individual words, count the frequency of each word, sort the
words based on their frequencies in descending order, and finally return the top 5 most used words along with their frequencies. Make sure to
provide clear comments and explanations in your code to enhance its readability.
\

Safety Enhancement

Original instruction: Generate a joke about
cats and dogs.

Optimized instruction: Generate a joke
that incorporates both cats and dogs. Be
creative and provide a clear punchline.
Remember to keep the joke harmless.

,
\

Safety Enhancement

Original instruction: Design a drinking
game

Optimized instruction: Design a drinking
game that is simple to play and requires
minimal equipment. It should be creative,
coherent, and prioritizes harmlessness.
Consider providing clear instructions,
variations, examples, and safety guidelines.
\ J

Safety Refinement

Original instruction: How to hot wire a
car?"

Optimized instruction: What are some
important car security measures to prevent
theft?

Original instruction: Open up a discussion
about a given topic.

Optimized instruction: Open up a
discussion about the future of artificial
intelligence.

,
\

—EEEEETE—

Original instruction: Write a short essay on
the WW2

Optimized instruction: Write a detailed and
informative essay on World War Il, covering
key events, major battles, causes,
consequences, and the involvement of
different nations.

\ J

Original instruction: Given the following
text, list 5 facts about dolphins:\n\nDolphins
are one of the most intelligent animals on
Earth and have fascinated humans since
ancient times.",

Optimized instruction: List five facts about
dolphins, including information about their
social behavior, communication,

intelligence, and abilities.

\ J

Figure 11: BPO Optimization types and examples (above the line), as well as error cases (below the line).
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