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Abstract

Extracting structured knowledge from unstruc-
tured text data has a wide range of application
prospects, and a pervasive trend is to develop
text annotation tools to help extraction. How-
ever, they often encounter issues such as sin-
gle scenario usage, lack of effective human-
machine collaboration, insufficient model su-
pervision, and suboptimal utilization of Large
Language Models (LLMs). We introduces an
interactive unstructured text annotation and
knowledge extraction system that synergisti-
cally integrates LLMs and ModelOps to allevi-
ate these issues. The system leverages LLMs
for enhanced performance in low-resource con-
texts, employs a ModelOps platform to monitor
models throughout their lifecycle, and amalga-
mates interactive annotation methods with on-
line machine learning and active learning. The
demo video1 and website2 are now publicly
available.

1 Introduction

Unstructured text data contains a large amount
of valuable knowledge, from which structured
knowledge such as entities, relationships and at-
tributes can be extracted to help the construction
of knowledge graphs, and can also support down-
stream tasks, which has a wide range of application
prospects. However, real-world text exists multi-
language, a mixture of short and long text, and com-
plex terminological references, etc. Unstructured
text knowledge extraction methods based solely on
machine intelligence are far from meeting the needs
of actual business. For example, on the publicly
available datasets WNUT-17 (Derczynski et al.,
2017), DocRED (Yao et al., 2019), the highest F1-
score for named entity recognition and relation
extraction are only 60.45% (Wang et al., 2021) and

* Corresponding Author
1https://youtu.be/d_8vbdzdIe8
2http://itake.askgraph.site

67.53% (Ma et al., 2023). Besides, the cost of rely-
ing only on human annotation is very expensive.

Currently, there are many open-source text an-
notation tools dedicated to solving the above chal-
lenges, but they have some problems resulting in a
not-so-perfect process. First of all, some of the
tools are used in a single scenario, targeting a
fixed application domain, ontology and language
(Challenge C1). For example, MedCat (Kraljevic
et al., 2021) only supports English and is limited
to medical data annotation. Secondly, most of the
tools lack the organic combination of human and
machine, resulting in too much user participation to
increase the cost (Stenetorp et al., 2012; Nakayama
et al., 2018) or lack of user feedback leading to
poor modeling accuracy (Zhang et al., 2022b) espe-
cially in low resource situation (Challenge C2). In
addition, even if models are involved in the extrac-
tion process of some tools (Kraljevic et al., 2021;
Zhang et al., 2022b), there is a lack of model su-
pervision and state analysis in the process of using
them, and the reuse support capability for models
and datasets is weak, which prevents the rapid de-
velopment and deployment of models for specific
domain requirements (Challenge C3). Finally, af-
ter the popularity of LLMs (Brown et al., 2020;
Touvron et al., 2023; Du et al., 2022) , many ex-
traction tools intergrated LLMs to assist extraction
(Wei et al., 2023; Zhang et al., 2022b). However,
although LLMs are more effective than traditional
knowledge extraction state-of-the-art model (here-
inafter referred to as the extraction model) in
low resource situation because of their strong gen-
eralization ability, the improvement effect of LLMs
is not obvious after the increase of training data,
and when they reaches a certain threshold, their
effect is far worse than that of well-trained extrac-
tion model (Wang et al., 2023a). At the same time,
LLMs are conversational generative models, which
lead to slower inference speed and are difficult to
meet the real-time demand (Challenge C4).
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Aiming at the above problem, we devel-
oped ITAKE (an Interactive unstructured Text
Annotation and Knowledge Extraction system) that
integrates LLMs and ModelOps (Hummer et al.,
2019). Specifically, (1) addressing Challenge C1
and Challenge C3, we adopt ModelOps platform
to integrate different models and monitor whole
lifecycle of them. (2) Addressing Challenge C2,
we combine the interactive annotation methods for
online machine learning (Fontenla-Romero et al.,
2013) and active learning (Shen et al., 2017). (3)
Addressing Challenge C4, we integrate LLMs un-
der low resources situation and use extraction mod-
els for well-labeled situation.

2 Architecture

ITAKE consists of two subsystems as Fig.1 shows.

2.1 Intelligent Knowledge Extraction Based
on Human-Machine Collaboration
Subsystem

This part consists of three parts: Project Manage-
ment, Pre-annotation and Model Selection, Model
Tuning and Batch Knowledge Extraction. Project
Management is to manage the information and
users of each knowledge extraction task; Pre-
annotation and Model Selection is designed for
domain experts to perform unsupervised knowl-
edge extraction of unstructured data using LLMs;
Model Tuning and Batch Knowledge Extrac-
tion uses active learning to selectively annotate
fewer data in order to train the optimal model to
the user’s desired accuracy, after which it can pro-
ceed to batch knowledge extraction.

2.2 ModelOps-based Full Lifecycle Monitor
of Models Subsystem

This part consists of five parts: LLMs Service
(fine-tuning and extraction), Knowledge Extrac-
tion Model Selection and Recommendation Ser-
vice, Knowledge Extraction Model Pool, Datasets
Management and Model Lifecycle Management.
Specifically, LLMs Service provides support for
LLM fine-tuning such as ChatGLM (Du et al.,
2022), Baichuan (Baichuan, 2023) and extraction,
which solves the knowledge extraction cold start
problem (Wang et al., 2023a); Knowledge Extrac-
tion Model Selection and Recommendation Ser-
vice obtains the models from the model pool and
performs training and comparison to provide the
optimal models; Knowledge Extraction Model

Pool accesses different models to solve the prob-
lems of nested entity and overlapped relationship,
and unifies the management of a series of extraction
models; Model Lifecycle Management unifies the
release, management, and retrieval of LLMs and ex-
traction models; Datasets Management can save
and reuse knowledge extraction results.

3 Modules

3.1 Project Management

Project management encompasses tasks such as
dataset uploading and data cleansing. ITAKE’s up-
load interface supports different language texts, on-
tology models and file-type. Furthermore, ITAKE’s
backend deploys well-fine-tuned LLMs and well-
trained extraction models for different domains,
and by combining the above features, ITAKE can
provide good extraction support for texts in differ-
ent domains, thus solving the Challenge C1.

To ensure that the text datasets align with the
requirements for subsequent knowledge extraction,
ITAKE offers customizable rules for data cleans-
ing and organization. Given the varied structure
and content of unstructured text, datasets exhibit
unique compositional features and semantic em-
phases. To address this, ITAKE introduces "iter-
ative algorithms for user selection," empowering
users to tackle these challenges effectively. The
system is equipped with a range of universal al-
gorithms at the backend, which can be dynami-
cally invoked by users via the frontend interface,
facilitating the efficient removal of redundant data.
Additionally, ITAKE provides multiple processing
options for dealing with specific types of unstruc-
tured text. In the realm of cleansing rule design,
ITAKE employs a strategy that diversifies cleansing
algorithms based on the distinct needs of various
tasks and datasets.

3.2 LLM Fine-tuning and Extraction

Although LLMs have now developed rapidly and
are widely used in knowledge extraction, they still
perform poorly when oriented to specific domains,
such as biomedical and financial domain, due to
insufficient domain-specific training data(Keraghel
et al., 2024). Therefore, we propose a method that
integrates LLMs knowledge to enhance the per-
formance of specific-domain models. Firstly, we
improve the structure of the LLMs model to make
it more adaptable to knowledge extraction and pre-
serve the structural characteristics. Secondly, we
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Figure 1: Architecture of ITAKE. Top: Intelligent Knowledge Extraction Based on Human-Machine Collaboration
subsystem. Bottom: ModelOps-based Full Lifecycle Monitor of Models subsystem.

adopt the LoRA fine-tuning method and incorpo-
rate vocabulary information into the model training,
making the training process more efficient. Finally,
to fully utilize the fine-tuned LLM to enhance the
specific-domain model, we convert the output of
the LLMs into a knowledge concentration matrix
and inject it into the model (Wang et al., 2023b).
Specifically, after uploading the dataset, the user
can select the LLM fine-tuned with data from the
corresponding domain or similar domains accord-
ing to the type of the uploaded dataset to be used
as the base model for recommendation in the pre-
annotation stage. It is important to note that dur-
ing the subsequent knowledge extraction process,
we will not fine-tune the LLMs using annotated
data within the system. Instead, we will only uti-
lize the LLMs API for inference. This approach
is adopted because fine-tuning LLMs requires a
substantial amount of annotated data and computa-
tional resources, which contradicts the objective of
performing lightweight knowledge extraction tasks
within ITAKE. Specifically, for LLMs already de-
ployed on servers, we will employ a method similar
to that of ChatGPT. The text requiring inference
and the prompts will be transmitted to the LLMs
via network requests using the LLM’s native API
in their deployment documents. This approach al-
lows for the LLMs and ITAKE to be deployed on
different servers, thereby reducing coupling and
enhancing deployment efficiency and reusability.

3.3 Pre-annotation and Model Selection

To tackle the challenge of a scarcity of labeled data
in specific fields, we employ LLMs for providing
recommendations. In detail, upon the user engag-
ing the "Get Large Language Model Recommenda-
tion" button, the extraction tool’s backend transfers
the present text along with its associated prompt
to the LLM previously chosen, thereby acquiring
a recommendation. Users are then tasked with re-
vising these suggested outcomes. The modified
results are subsequently forwarded to a candidate
knowledge extraction model for its training. The
criteria for selecting these alternative models will
be elaborated upon in the subsequent section. The
main annotation page is shown in Fig.2, which is
similar to 3.5.

3.4 Knowledge Extraction Model
Recommendation and Selection Service.

This phase is divided into two stages: the recom-
mendation of candidate models, and the selection
of a model after the training of candidate models.
Initially, to address the challenge of selecting appro-
priate knowledge extraction models, ITAKE has de-
signed and implemented a dataset similarity-based
model recommendation approach. This method
employs Maximum Mean Discrepancy (MMD)
(Gretton et al., 2006) and the Fréchet distance (FD)
(Eiter and Mannila, 1994) to calculate similarities
between datasets. These similarity metrics are then
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Figure 2: The main annotation page is divided into four main sections, which are A.Entity Recommendation and
Annotation, B.Triple Recommendation and Annotation, C.Operation Buttons and D.Display of Concepts, Relations
and Attributes. Users can manually annotate or use recommendations directly, which is detailed shown in video.

Figure 3: Workflow of Knowledge Extraction Model
Recommendation

merged using the rank-sum ratio method to com-
pute the overall dataset similarity.

Building on the computation of dataset similar-
ity, the system devises a recommendation method
for extraction models. It aims to recommend the
optimal model for the uploaded dataset, thereby
eliminating the need for repeated trials across nu-
merous models, as illustrated in Fig.3. Specifically,
for the uploaded dataset A, ITAKE identifies m
datasets most similar to A through dataset similar-
ity calculations. Subsequently, it identifies n ex-
traction models with the best performance on each
of these m datasets, where both m and n can be

user-defined. After training the m*n models with
revised annotations, ITAKE ranks the candidate
models based on various training metrics, such as
precision and F1-score, facilitating user selection.
The setting page is shown in Fig.4. Through this
process, ITAKE provides users with more precise
and targeted model recommendations, significantly
reducing the time and effort users spend on model
selection and adjustment.

3.5 Model Tuning and Batch Knowledge
Extraction

When the accuracy of the optimal model surpasses
LLM, the annotation process advances to the sec-
ond phase: model tuning and batch knowledge
extraction. At this stage, the model for knowledge
extraction is the optimal model, selected by the
user after comparing the training matrics of var-
ious candidate extraction models. The selection
of unlabeled texts from ModelOps to be returned
to the extraction subsystem is determined by an
active learning sampling engine. Active learning
is a research area within machine learning, em-
ploys sampling strategies to identify the samples
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Figure 4: Pre-annotation settings can be set up in 3 steps
as shown in the figure.

most beneficial for current model training (Shen
et al., 2017; Settles, 2009). This approach aims to
maximize model performance gains with a mini-
mal number of samples, thereby reducing the data
volume required to reach a predetermined perfor-
mance benchmark.

To significantly reduce the total volume of text
users must manually extract, ITAKE employs ac-
tive learning methodology. We designs and tests
various active learning sample selection strate-
gies, encompassing strategies based on uncer-
tainty, sample diversity, and a combination of both.
Uncertainty-based strategies include the least confi-
dence method (Agrawal et al., 2021), margin-based
method (Balcan et al., 2007), and entropy-based
method (Holub et al., 2008). The strategy based on
sample diversity employs the K-means method (Vu
et al., 2010), while the hybrid strategy integrates
the gradient-based badge (Ash et al., 2019) method.
The effect of active learning will be shown in Case
Study and Evaluation. Once the model training
meets the expected performance, ITAKE proceeds
with the automatic batch extraction of the remain-
ing texts, requiring users only to export the results
without verifying.

Both parts 3.3 and 3.5 use models (LLMs or
extraction models) for recommendation, which ef-
fectively reduces the user’s labeling cost; at the
same time, the system returns the higher quality ex-
traction results annotated by the user to the model
pool for model training, which ensures effective
feedback from the human in the loop and enables
the model accuracy to be steadily improved, thus
solving Challenge C2. At the same time, these two
parts integrate LLMs under low resources situation
and use extraction models for well-labeled situa-
tions, ensuring a balance between efficiency and

accuracy, thus addressing Challenge C4.

3.6 Dataset Management
Dataset management encompasses three key com-
ponents: design of dataset specifications, imple-
mentation of multi-layer callback functions, and
dataset instantiation via a lazy loading strategy. It
is well known that, data standards serve as norma-
tive constraints that ensure uniformity, precision,
and integrity of data, facilitating a common under-
standing, utilization, and exchange across various
business systems. To streamline the integration for
dataset providers and model developers, ITAKE
adopts a unified dataset specification standard. It
is important to underscore that ITAKE does not
mandate users to pre-process the dataset to con-
form to this standard. Instead, it leverages a multi-
layer callback function architecture to effectuate
this transformation process.

Callback functions are a functional program-
ming technique that encapsulates the logic of
dataset processing and feature extraction into sep-
arate functions that are passed as arguments to
other functions. This design allows the tool to
dynamically change the processing flow at runtime
for efficient adaptation between datasets and mod-
els. A common machine learning workflow in the
dataset processing and model development phase
is: acquiring data, data normalization, feature ex-
traction, constructing a dataset class and a data
loader. Based on this flow, ITAKE is designed
with multiple layers of callback functions. In addi-
tion, in order to process data only when it is really
needed (e.g., for model training, evaluation, or pre-
diction), ITAKE employs a dataset instantiation
method based on a lazy loading strategy.

3.7 Model Lifecycle Management
Users can monitor the performance of the model in
real time, such as precision and F1-score. At the
same time, they can track and monitor the training
of the model in real time, such as CPU occupancy,
memory information, etc. In addition, by combin-
ing with the dataset management module, the sys-
tem can match and recommend the trained model
based on the dataset similarity to be used for the
recommendation of the results of the knowledge
extraction, which greatly improves the re-usability
of the model and the dataset. Through 3.4, 3.6 and
3.7, ITAKE provides effective reuse of models and
datasets while providing management of full model
lifecycle, thus addressing Challenge C3.
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Scope of Application Technical Model Service Reusability
Tools [A1] [A2] [B1] [B2] [B3] [B4] [C1] [C2] [D1] [D2]

Doccano ✓ ✓ - - - ✓ - - - -
MedCAT - - - ✓ - ✓ - - ✓ ✓
FAMIE ✓ ✓ - ✓ ✓ ✓ - - ✓ ✓
DeepKE ✓ ✓ ✓ ✓ - - - - ✓ ✓

CollabKG ✓ ✓ ✓ - - - - - - -
Autodive ✓ ✓ - ✓ - ✓ - - - -
ITAKE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of some of the current knowledge extraction tools, selected on the basis of being popular or
published in relevant conferences (e.g. ACL, EMNLP, etc.)

4 Evaluation and Case Study

4.1 Evaluation by Comparison with Other
Tools

We compared ITAKE with some popular or already
published annotation tools at relevant conferences,
including Doccano (Nakayama et al., 2018), Med-
CAT (Kraljevic et al., 2021), FAMIE (Nguyen et al.,
2022), DeepKE (Zhang et al., 2022b), CollabKG
(Wei et al., 2023), Autodive (Du et al., 2023), to
evaluate the system’s performance. The compar-
ison metrics discarded some traditional and com-
monly implemented features and instead focused
on some innovative metrics as bellows: The first is
[A]. Scope of Application, which includes [A1].
Multidisciplinary and [A2]. Multilingual. The sec-
ond is [B]. Technical, which includes [B1]. LLM,
[B2]. Knowledge Extraction Model, [B3]. Active
Learning and [B4]. Human-in-the-loop. The third
is [C]. Model Service, which includes [C1]. Rec-
ommendation for What Model to Use and [C2].
Monitoring of Model. The fourth is [D]. Reusabil-
ity, which includes [D1]. Reusability of Model
and [D2]. Reusability of Dataset. The comparison
Table 1 is as follows.

As can be seen from the comparison in the table,
ITAKE’s ability in model management and service
is significantly better than other tools. In addi-
tion, ITAKE organically combines LLMs, extrac-
tion models, human-in-the-loop and active learning,
which can significantly reduce costs and increase
efficiency. Finally, ITAKE improves the reusability
of datasets and models through dataset and model
recommendation.

4.2 Case Study in Medical Knowledge
Extraction

Knowledge extraction tasks play a crucial role in
the healthcare domain by facilitating information

structuring, feature extraction, and reasoning (Ra-
jabi and Kafaie, 2022). Therefore, we carried out
a batch of medical data knowledge extraction by
cooperating with doctors from authoritative hos-
pitals. Firstly, through the Project Management
page, we uploaded the medical emergency guide-
lines to be annotated, while the ontology model
was defined by professional doctors. After up-
loading the dataset, the Dataset Management
module has already started the processing of the
data in the background. The third step is to se-
lect our autonomously fine-tuned medical LLM
called Xiaobei, which is fine-tuned by using medi-
cal knowledge on baichuan2-13b-chat (Baichuan,
2023) through LLM Fine-tuning and Extraction.
In the fourth step Knowledge Extraction Model
Recommendation and Selection Service mod-
ule, the setting of m is 2, n is 3, and the rec-
ommended datasets are CBLUE2.0, CBLUE3.0
(Zhang et al., 2022a) where CBLUE3.0 is selected
cause it has higher similarity. The three models
corresponding to CBLUE3.0 are RoBERTa-adapter
(Poth et al., 2021), BERT-CRF (Souza et al., 2019)
and Chinese-BERT (Cui et al., 2020). After se-
lecting the LLM and the extraction model to be
used, we came to the fifth step of Pre-annotation
and Model Selection. With a small amount of
guidance from professional doctors, we asked 10
postgraduate medical students to annotate 400 texts
with the entities recommended by Xiaobei, and
trained all three models, with a training time of
about 2.3h. The recall rates of the training were
73.7%, 75.6%, and 75.4%, respectively, and thus
BERT-CRF was finally selected as the final extrac-
tion model. In the sixth step of the Model Tun-
ing and Batch Knowledge Extraction , we again
asked students to annotate about 200 texts to train
the BERT-CRF model. At this point, we sampled
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Datasets Random Entropy Least Confidence Margin Kmeans Badge
CMeEE 10.14 7.25 17.39 14.49 8.70 11.59
CMeIE 42.25 33.80 47.89 50.70 42.25 46.62

Table 2: The percentage(%) of samples that need to be trained to reach the training target using different active
learning approach. It can be seen that active learning can reduce the training data obviously while basically
guaranteeing performance, while the Entropy-based sampling strategy uses the least amount of training data.

50 texts with model-recommended entities for ex-
pert checking, stopped manual confirmation after
the recall rate reached 85%, and directly performed
batch automatic extraction on all remaining texts.
In the end, we sliced 3,857 texts from 8 emergency
guidelines and obtained 7,018 entity records from
nine concepts: disease, clinical presentation, medi-
cal procedure, medical device, drug, medical test
item, body, department, and microbiological class.

4.3 Evaluation of Active Learning

In order to reflect the effect of active learning in
reducing data required for training, we first train the
model using full data. On the CMeEE (Zhang et al.,
2022a) dataset, the model achieves an optimal F1-
score of 64.77% on the validation set, and on the
CMeIE (Zhang et al., 2022a) dataset, the model
achieves an optimal F1-score of 75.33% on the
validation set for entity prediction, and 59.32%
for relation prediction.

We then selected 90% of the performance of the
model trained using the full amount of data as the
targets and examined the percentage of samples
that need to be trained to reach the training target
using the active learning approach. The lower the
percentage of samples needed, the more effective
this active learning sampling strategy is. The ex-
perimental results are shown in Table 2.

5 Conclusion and Future Work

We developed ITAKE, a knowledge extraction sys-
tem that combines LLMs and ModelOps. Its usabil-
ity and cost reduction have been fully demonstrated
through real case study. In the future, we hope to
add events and multi-modal extraction, and add the
LLMs self-feedback mechanism, so as to reduce
human cost more effectively.

Limitations

As a knowledge extraction system, ITAKE lacks
of support for nested, overlapping, or hierarchical
entities, which is a complex and important aspect
of the NER field. Besides, ITAKE does not facili-

tate collaborative use, limiting its applicability in
complex and team-based settings.
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