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Preface

We are delighted to provide the opening words for the proceedings of the 19th Young Researchers
Roundtable on Spoken Dialogue Systems (YRRSDS) 2023, a workshop on Spoken Dialogue Systems for
PhDs, PostDocs and New Researchers. YRRSDS 2023 was collocated with the Special Interest Group
on Discourse and Dialogue (SIGDIAL) 2023. The workshop took place on September 11-12, 2023 in
Prague, Czech Republic at the OREA Hotel Pyramida. This year, the format for YRRSDS was in person.

Submissions to YRRSDS consisted of writing a 2 page position paper outlining the young researcher’s
current research topic and interests, and general points they would like to see discussed during the
roundtable sessions in the workshop.

Each submission was reviewed by 2 senior researchers from our Advisory Committee. We are immensely
grateful to the members of the Advisory Committee for their excellent and thoughtful reviews. Their
contributions have been essential to providing critical feedback to the participants of the workshop during
this stage in their career.

Participants accepted to the program were required to present a poster based on their submission. This
year, YRRSDS accepted all 25 submissions that were received.

The roundtable discussions this year focused on the following topics: Large Language Models (LLMs),
Evaluation methods in Spoken Dialogue Systems, Knowledge Bases, Reasoning & Planning, Multi-
modality & Interaction, Architectures and Ethics, Privacy & Regulations.

In addition to the poster sessions and roundtables, the program consisted of 3 fantastic keynote
presentations. We would like to take this opportunity to thank and acknowledge our 3 keynote speakers:
Verena Rieser (Senior Staff Research Scientist at Google DeepMind, hon. Professor at Heriot-Watt
University and Co-Founder at ALANA AI), Malihe Alikhani (Assistant Professor of AI and social justice
at the Khoury School of Computer Science, Northeastern University) and David Traum (Director for
Natural Language Research at the Institute for Creative Technologies and Research Professor at USC
Viterbi School of Engineering Computer Science Department) for their inspiring talks.

We thank the organisers who ensured that the conference ran very smoothly, and was enjoyed by all
participants. We gratefully acknowledge the support of our sponsor: Omilia Conversational Intelligence.

Lastly, we are excited to announce that this year will mark the first year the YRRSDS proceedings will be
integrated as part of the ACL anthology. We hope that by integrating the proceedings in this way, young
researchers will have the opportunity to have visibility on their positional submission, and by extension
their research.

Tanvi Dinkar and Javier Chiyah-Garcia, Organizing Committee YRRSDS 2023
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Organizers’ Notes of the Roundtable Discussions

Ethics, Privacy & Regulations

The meeting’s primary focus revolved around the ethical aspects of privacy, regulation, and human
interaction with virtual systems. The conversation began with a deep dive into privacy, highlighting the
delicate balance between privacy and utility. Participants stressed the importance of making informed
choices when it comes to cookies and being aware of how data is used, especially with virtual systems that
can blur the lines. An interesting point was raised about data usage by companies, as some have recently
updated their policies regarding collecting user data based on input queries into LLMs.

Anthropomorphism in dialogue systems emerged as another important topic. The use of human-like
language to describe these systems, along with customizable chatbots, raised questions about how users
perceive these systems and the impact on the community. The need for clarifying the relationship between
users and the system was emphasised, with user studies to explore confirmation bias when integrating
users into the dialogue process.

Architecture

The meeting involved a discussion on end-to-end (E2E) systems versus modular systems in dialogue
systems, with E2E systems increasingly becoming the standard while modular systems are less favoured.
However, E2E systems have issues related to low interpretability. The question of whether Language
Models (LLMs) are better suited than modular architectures for production environments was raised,
with the consensus that LLMs tend to work efficiently, even with small amounts of data. The discussion
also touched on the trade-off between the size and speed of integrating LLMs in a dialogue system. In
the context of transformers, memory constraints and limitations were examined, highlighting their short
memory, which can be a limitation in dialogue settings unless trained with large sequence lengths.

Large Language Models

During the meeting, the attendees discussed the suitability of Language Models (LLMs) specifically
applied to Spoken Dialogue Systems (SDS). Some researchers discussed their experiences with multi-party
dialogues, where LLMs surprisingly demonstrated effectiveness in various conversational scenarios. This
raised questions about the potential practical applications of LLMs in complex dialogue systems.

However, the real-world deployment of LLMs raised concerns. One significant issue was hallucinations,
where LLMs generate information that is incorrect or entirely fictional. These hallucinations can be
problematic and affect the reliability of the model’s output. Also discussed were the consequences of
training LLMs with synthetic data generated by other LLMs, emphasising potential complications and
unintended outcomes. The discussion shifted to the uncertainty surrounding the data used to train LLMs,
as well as the risk of data contamination. It remains unclear what information these models have been
exposed to during training. Another concerning aspect was the overconfidence of LLMs in their answers.
This underscores the importance of fact-checking and ensuring the reliability of information provided by
these models.

Despite these challenges, the meeting recognized the positive impacts of LLMs. They can be valuable
in tasks like enhancing the fluency and functionality of dialogue systems. High-quality English LLMs
can assist in language learning and provide access to knowledge. Furthermore, LLMs have demonstrated
strengths in picking up on nuances in task-oriented dialogues.
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Finally, the conversation touched on fundamental limitations in LLM architecture. Predicting the next
word was considered a limitation, especially when dealing with long-context dialogues and multi-modal
tasks.These limitations were central to the debate surrounding the overall capabilities and potential
constraints of LLMs in the field of dialogue and communication.

Evaluation

The discussion started with a focus on the quality of evaluations conducted by crowd workers and the
inherent challenges when utilising Mechanical Turk for human evaluations in Natural Language Processing
(NLP). Anecdotes about experiences with Mechanical Turk were shared, shedding light on issues related
to privacy and high rejection rates. The challenges of managing rejection rates and compensation for
incomplete tasks on Mechanical Turk were explored in detail.

As the dialogue progressed, various crowd-sourcing platforms, including alternatives like Prolific, were
brought into consideration for specific survey needs and participant selection. This shift highlighted the
need for identifying and filtering out low-quality annotators, with attention checks and quality control
measures being proposed as potential solutions. The conversation also delved into the reproducibility of
human evaluations, even for apparently objective tasks such as fluency and grammaticality.

Lastly, the granularity of annotations for dialogue research was discussed; i.e. shifting from collecting
annotations at the system-level to the turn-level. The conversation also discussed the idea of collecting
diverse opinions from annotators and employing distributional approaches to assess model performance.

Knowledge Bases, Reasoning & Planning

The discussion centred around how to create solutions to dynamically update or access knowledge within
LLMs that have been integrated into spoken dialogue systems. Since information is constantly evolving,
having a static knowledge base can lead to outdated and inaccurate responses in a dialogue system.

We also discussed whether querying LLMs with specific knowledge requests or adopting more complex
integration methods would be more effective for dialogue systems. The choice between these approaches
is pivotal as it impacts the user experience and the reliability of information provided.

However, a significant concern that emerged during our discussion was that LLMs produce hallucinations
and generate responses that are factually incorrect or misleading.

Multi-Modality & Interaction

The discussion was centred around the nature of multi-modal conversations, which is very subjective. The
limitations of using only text was emphasised, especially in capturing the contextual cues of dialogue, such
as speech, tone, and prosody, highlighting how multimodal cues have the potential to alter conversation
meanings.

It was noted that many works claim multi-modality, even when they predominantly involve image and
text, indicating that the term has become somewhat overused.

A question posed was whether multi-modality could provide the missing context in current spoken
dialogue systems. Examples of multi-modality in spoken dialogue systems were then shared. It was
stressed that integrating multi-modality into SDS is crucial, but significantly more challenging compared
to non-interactive models.
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Founder at ALANA AI

Bio: Verena is a Senior Staff Research Scientist at Google DeepMind, where she works on Safer Conver-
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on identifying and addressing safety risks in neural conversational systems, which was awarded with a
Leverhulme Senior Research Fellowship by the Royal Society.
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computer science at University of Rochester in 1994.
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technologies. This involves developing systems that can communicate and collaborate with diverse pop-
ulations, especially those from underserved communities, for critical applications such as education,
health, and social justice. Her work has received best paper awards at ACL 2021, UAI2022, INLG2021,
and UMAP2022 and has been supported by DARPA, NIH, Google, and Amazon.
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1 Research interests
Conversations between humans are based on the collec-
tion of mutual knowledge, experiences, beliefs, assump-
tions and even goals of the interlocutors. We estimate
these unconsciously, but they attribute meaning outside
words that is crucial to understanding the interaction.
This common grounding is what connects the meaning of
the physical world with our language abstractions (Har-
nad, 1990). However, current intelligent systems do not
share this mutual understanding and common grounding,
heavily impairing the interaction. Users have to simplify
queries, be more explicit and repeat information already
mentioned so that their language matches the way that
dialogue systems communicate.

As previous works have demonstrated, dialogue mod-
els trained on large scale datasets are not able to capture
meaning beyond words (symbols) (Bisk et al., 2020; Ben-
der and Koller, 2020; Bender et al., 2021) and thus fall
short on tasks that require common sense or understand-
ing nuanced meanings. Training on text alone or even
text and images may not be enough to continue advanc-
ing in the field further. Spoken dialogue systems (SDSs)
operate with a different view of the world from us and
thus, struggle to draw connections between what can be
observed or the result of actions and language, resulting
in poor interactions.

1.1 Situated human-robot interaction
My research interests lie in the area of situated interac-
tion in environments where robots and humans are co-
located as part of my PhD. In these settings, natural lan-
guage instructions given by a human can be rooted in
surrounding objects, the dialogue history and even previ-
ous events. Therefore, human-robot interactions in situ-
ated environments requires agents to maintain appropri-
ate situation awareness, which a dialogue system trained
on text alone may not be suited to (Bisk et al., 2020).

As other fields related to interaction, such as computer
vision or gesture recognition, start to reach maturity with
efficient and high-performing off-the-shelf tools, it is im-
portant to incorporate these with SDS. A more holistic
approach that combines dialogue, world state and other
interaction modalities may yield better interactive sys-
tems and solve some shortfalls of the current field, such

as the large amounts of training data needed or the dis-
connection between virtual and physical world. Previous
works have proposed training models that combine natu-
ral language with visuals and world state to spur ground-
ing (Bisk et al., 2016; Mei et al., 2016; Tan and Bansal,
2018; Suhr et al., 2019a; Shridhar et al., 2020; Padmaku-
mar et al., 2021), yet most of them focus on understand-
ing well-formed instructions sequentially, as opposed to
fluid, unpredictable or noisy dialogues as with real-world
conditions. In these cases and unlike current SDS, hu-
mans are able to collaborate and adapt, asking for clarifi-
cations or help when needed.

1.2 Referential ambiguities

Of particular relevance to situated dialogues are refer-
ential ambiguities, which arise when a referring expres-
sion does not uniquely identify the intended referent for
the addressee. They signal a potential mismatch be-
tween the perspectives of the speaker and hearer (see
e.g., Dobnik et al. (2015)) and thus hamper the inter-
action (e.g., not finding the correct object or resolving
an action). Upon detecting such ambiguities, we en-
gage in subsequent meta-communicative clarificational
exchanges (Purver, 2004) to repair the miscommunica-
tion (Purver et al., 2018).

My current work explores the use of state-of-the-
art models to resolve referential ambiguities in multi-
modal dialogues. We use the SIMMC 2.0 dataset (Kottur
et al., 2021), where a conversational agent helps a user
pick items to shop in a virtual shared environment. The
agent needs to answer queries and perform instructions as
well as keep track of the items mentioned throughout the
dialogue in a multi-modal scene. Due to the high amount
of similar-looking objects and long dialogues with dy-
namic objectives, the user needs to employ rich referring
expressions, which commonly cause ambiguities in both
the visual and conversational contexts (see Figure 1).

Initial analyses into the clarificational exchanges that
arise suggest that models struggle to understand and re-
solve these ambiguities compared to other coreferences.
This follows my work from the past year in vision and
language models for detecting these ambiguities and re-
solving coreferences in multi-modal dialogues that led to
Chiyah-Garcia et al. (2022). Vision and language models
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Figure 1: Example dialogue from the SIMMC 2.0 dataset
where the system engages in a clarificational exchange to
find the correct coat mentioned by the user.

are not enough, as they do not easily carry information
across turns and/or are able to ground the information to
the objects in the scene.

Future work will focus on learning the signals required
to process clarifications and suitable architectures in the
context of situated multi-modal interactions. Vision and
language models, although promising, lack the relational
information needed to fully ground both modalities in
complex environments. Models that learn disentangled
object representations (Bengio et al., 2013) could be bet-
ter at exploiting the attributes of potential referential can-
didates and ultimately be better suited at resolving ambi-
guities in increasingly unstructured and multi-modal sce-
narios.

1.3 Past work

My current work on situated human-robot interaction
with SDS builds upon my previous work in explain-
able dialogue systems to operate remote autonomous
vehicles (Chiyah Garcia et al., 2018a,b, 2020a), auto-
matically generating natural language explanations of
learned robot behaviour (Chiyah Garcia et al., 2021) and
analysing the use of crowd-sourced versus lab-collected
data (Chiyah Garcia et al., 2020b; Lopes et al., 2020) for
bootstrapping human-robot dialogue systems in the do-
main of emergency response.

2 SDS research

The field of dialogue research should work more closely
with other fields related to interaction. Dialogue systems
trained on text alone cannot fully understand the nuances
of language and how these affect the physical world,
hence works are increasingly combining natural language
and rich image representations to improve text and vi-

sion benchmarks (Das et al., 2018; Suhr et al., 2019b;
Zellers et al., 2019; Shridhar et al., 2020; Padmakumar
et al., 2021). Improved multi-modal representations or
more complete world views may be crucial for SDS to
navigate more complex scenarios.

SDS could also become more robust and flexible in the
way that they process natural language. Incrementally
processing words instead of turns could enable SDSs to
better understand and coordinate the conversation with
a human (Schlangen and Skantze, 2009; Eshghi et al.,
2015), as we often use feedback mechanisms such as
backchannels (i.e., ‘okay’ or ‘mhm’) or clarifications to
signal what has been grounded in a dialogue. Fluid
human-robot interactions may require keeping track of
the conversation context explicitly in real-time (Hough
and Schlangen, 2016) so the SDS can self-repair the
state when there are issues or misunderstandings (Hough,
2015).

Finally, the field of SDS could explore new ways of
blending the natural language element of interactions
with other modalities beyond vision, such as non-verbal
communication. Agents that only understand words may
not be suitable to interactions outside labs and in unstruc-
tured environments.

3 Suggested topics for discussion
Here are some of the topics for discussion:

• Multi-modality in SDS design, how to represent
other modalities aside from language and how to use
this to track the dialogue context.

• The rise of large language models such as GPT-4
and the challenges and opportunities that they bring
to SDS.

• Situated human-agent interaction, where the
agent can both observe and modify the world.
Human-robot collaboration through natural lan-
guage is a related sub-topic.

• Incremental natural language understanding ei-
ther through a mix of semantic and statistical or pure
methods.
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1 Research interests

Recently there has been an explosion of chatbot-style
systems that utilise Large Language Models (LLMs) de-
ployed in the real world. However, with this large scale
deployment, the safety of these systems is critical (Bom-
masani et al., 2021; Bender et al., 2021; Weidinger et al.,
2021; Bergman et al., 2022; Dinan et al., 2022a). While
the NLP community has traditionally explored the ethical
issues of text-based models (such as hate speech detec-
tion, inherent biases of the system etc), real-world con-
versations and dialogues differ significantly from struc-
tured, written text documents, and this brings with it its
own unique set of safety challenges.

Firstly, a central theme of generative linguistics going
back to von Humboldt, is that language is ‘an infinite use
of finite means’, i.e there exists many ways to say the
same thing. However, current research fails to account
for this inherent variability of language, which results in
a lack of robustness of these systems to: real-world use
cases, noisy perturbations to the input, or even adversarial
attacks (Jin et al., 2019; Moradi and Samwald, 2021; Wu
et al., 2021).

Additionally, in real-world interactions, words alone
don’t sufficiently communicate intended meaning; listen-
ers often arrive at meaning inferring several other speaker
cues, such as prosody or even context. However, these
unique human-like ways to communicate may be co-
opted by designers of these systems to drive up user en-
gagement, encouraging humans to relate to such systems
in human-like ways – i.e. these systems are anthropo-
morphised or personified. Assigning human characteris-
tics to dialogue systems can have consequences that could
be on one hand, harmless, e.g. referring to automated
systems by gender, but on the other, disastrous e.g., peo-
ple following the advice or instructions of a system to do
harm1. Based on these themes, I will present the research
interests in my PostDoc (§1.1 and §1.2) on safety and
robustness specific to conversational AI, including the
relevant overlap from my PhD.

1A person recently has committed suicide, allegedly as a
consequence of the harmful outputs generated from such a sys-
tem (Xiang, 2023).

1.1 Robustness in Conversational AI: How do
models perform in real-world conditions?

The real-world performance of text based models first in-
terested me in my PhD, where I focused on how robust
such models are to input transcripts arising from speech,
given that they are pre-trained on massive amounts of
written text. With this in mind, we investigated the rep-
resentations of spontaneous speech phenomena present
in speech transcripts – in particular fillers (‘uh’, ‘um’) –
using deep contextualised word embeddings. A finding
of the work was that Bi-directional Encoder Representa-
tions (BERT) (Devlin et al., 2019) already has existing
representations of fillers, and their inclusion in the input
decreased the uncertainty of the language model (Dinkar
et al., 2020), despite research to suggest that other spon-
taneous speech phenomena increase uncertainty (Sen,
2020). Thus (somewhat surprisingly), LLMs may be ro-
bust to certain kinds of spontaneous speech phenomena.

In my post-doc I shifted focus to safety-critical con-
texts, deliberating on whether there are scenarios where
models must be robust to variability. If so, what steps
can be taken to ensure such guarantees? For the former
question, it may be required legally for a chatbot to al-
ways disclose identity, such as California legislation stat-
ing ‘[...] unlawful for a bot to mislead people about its
artificial identity [...]’ (Legislature, 2018). Similar legis-
lation could be widespread in the future (Montgomery,
2023). Another scenario is that a system may give a user
false impressions of its ‘expertise’ and generate harm-
ful advice in response to medically related user queries
(Abercrombie and Rieser, 2022; Dinan et al., 2022b). In
practice it may be desirable for the system recognise med-
ical queries and avoid answering them. Thus the question
remains, on how to create and ensure such guarantees for
the output, given the inherent variability of language?

I collaborated with researchers to analyse the feasibil-
ity of applying formal verification methods to the NLP
domain (work under review). These methods ensure that
for every possible input, the output generated by a neu-
ral network satisfies the desired properties (such as con-
sistently disclosing non-human identity). The work pro-
posed semantically informed verification filters, which
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essentially creates a geometric shape around a certain em-
bedded input in a pre-trained LLM (such as a query ‘are
you a chatbot’), and guarantees that for every data point
surrounding that input within that shape, the output of the
network will generate the desired class (i.e. confirming
non-human identity). We evaluated the work on the R-U-
A-Robot dataset (Gros et al., 2021), a dataset containing
multiple adversarial ways to ask ’are you a robot’ and a
medical safety dataset (Abercrombie and Rieser, 2022), a
dataset comprised of medical queries annotated by expert
practitioners. We found that the semantically informed
filters capture not only the input, but also a large set of
perturbations and adversarial attacks, allowing for robust
representation in safety critical contexts. In the future we
plan to focus on how to apply such methods to consider
the sequentiality of dialogue, as initially asking the query
‘are you a robot’, may not have guarantees on subsequent
followup query (i.e. ‘no seriously?’).

1.2 Anthropomorphism: What is the balance
between naturalness and safety?

While a common goal of AI is to work towards more
human-like (anthropomorphic) agents, research should
also explore the trade-off between the naturalness of a
system and safety of its deployment. Consider Google
Duplex (Leviathan and Matias, 2018); a Text-to-Speech
(TTS) system for accomplishing real world tasks over
the phone. The inclusion of spontaneous speech phe-
nomena (such as hesitations) led to highly natural sound-
ing generated responses. However, these responses con-
vinced the human recipients that they were conversing
with another human, and also recieved widespread criti-
cism (Lieu, 2018).

This illusion of agency can have harmful consequences
when considering safety in conversational AI. NLP re-
searchers have begun to investigate factors that induce
personification and develop resources to mitigate such ef-
fects. However these efforts are fragmented, and many
aspects of anthropomorphism are yet to be considered.
Thus in recent work (Abercrombie et al., 2023), we dis-
cussed the linguistic factors that contribute to the anthro-
pomorphism of dialogue systems (in Dinkar et al. (2023)
with a focus on spontaneous speech phenomena), the
harms that can arise, and the recommendations that de-
signers should consider for the development, release, and
descriptions of dialogue systems.

2 Spoken dialogue system (SDS) research

With chatbot style systems being widely deployed, there
needs to be emergent research on safety and robustness,
but focusing on real world contexts and the nature of dia-
logues, rather than (brittle) performance on carefully cu-
rated datasets. Ethically, more research needs to be done

on the core set of communicative competencies truly re-
quired for different kinds of tasks in a dialogue system,
to avoid users unnecessarily personifying and relying on
the system.

3 Suggested topics for discussion
• Ethics of AI, e.g. (unnecessary) anthropomorphism

in chatbots and LLMs

• Privacy concerns and data protection, e.g. when
adding an LLM to an embodied robot, it not only
involves collecting speech/text based inputs, but po-
tentially using video surveillance to analyse input.

• Governance of AI, e.g. how can we create standards
that publicly deployed chatbots need to meet (such
as, via unit testing)?

References
Gavin Abercrombie, Amanda Cercas Curry, Tanvi

Dinkar, and Zeerak Talat. 2023. Mirages: On anthro-
pomorphism in dialogue systems.

Gavin Abercrombie and Verena Rieser. 2022. Risk-
graded safety for handling medical queries in conver-
sational ai. In Proceedings of the 2nd Conference of
the Asia-Pacific Chapter of the Association for Com-
putational Linguistics and the 12th International Joint
Conference on Natural Language Processing. pages
234–243.

Emily M Bender, Timnit Gebru, Angelina McMillan-
Major, and Shmargaret Shmitchell. 2021. On the dan-
gers of stochastic parrots: Can language models be too
big? In Proceedings of the 2021 ACM Conference
on Fairness, Accountability, and Transparency. pages
610–623.

A Stevie Bergman, Gavin Abercrombie, Shannon L
Spruit, Dirk Hovy, Emily Dinan, Y-Lan Boureau, and
Verena Rieser. 2022. Guiding the release of safer e2e
conversational ai through value sensitive design. In
Proceedings of the 23rd Annual Meeting of the Spe-
cial Interest Group on Discourse and Dialogue. pages
39–52.

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ
Altman, Simran Arora, Sydney von Arx, Michael S.
Bernstein, Jeannette Bohg, Antoine Bosselut, Emma
Brunskill, Erik Brynjolfsson, Shyamal Buch, Dallas
Card, Rodrigo Castellon, Niladri S. Chatterji, Annie S.
Chen, Kathleen Creel, Jared Quincy Davis, Dorottya
Demszky, Chris Donahue, Moussa Doumbouya, Esin
Durmus, Stefano Ermon, John Etchemendy, Kawin
Ethayarajh, Li Fei-Fei, Chelsea Finn, Trevor Gale,
Lauren Gillespie, Karan Goel, Noah D. Goodman,
Shelby Grossman, Neel Guha, Tatsunori Hashimoto,

6



Peter Henderson, John Hewitt, Daniel E. Ho, Jenny
Hong, Kyle Hsu, Jing Huang, Thomas Icard, Saahil
Jain, Dan Jurafsky, Pratyusha Kalluri, Siddharth
Karamcheti, Geoff Keeling, Fereshte Khani, Omar
Khattab, Pang Wei Koh, Mark S. Krass, Ranjay Kr-
ishna, Rohith Kuditipudi, and et al. 2021. On the
opportunities and risks of foundation models. CoRR
abs/2108.07258. https://arxiv.org/abs/2108.07258.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-Training of
Deep Bidirectional Transformers for Language Un-
derstanding. In Proceedings of the 2019 Con-
ference of the North American Chapter of the
Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long and
Short Papers). Association for Computational Lin-
guistics, Minneapolis, Minnesota, pages 4171–4186.
https://doi.org/10.18653/v1/N19-1423.

Emily Dinan, Gavin Abercrombie, A. Bergman, Shan-
non Spruit, Dirk Hovy, Y-Lan Boureau, and Ver-
ena Rieser. 2022a. SafetyKit: First aid for mea-
suring safety in open-domain conversational sys-
tems. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers). Association for Computa-
tional Linguistics, Dublin, Ireland, pages 4113–4133.
https://doi.org/10.18653/v1/2022.acl-long.284.

Emily Dinan, Gavin Abercrombie, A Bergman, Shan-
non L Spruit, Dirk Hovy, Y-Lan Boureau, and Verena
Rieser. 2022b. Safetykit: First aid for measuring safety
in open-domain conversational systems. In Proceed-
ings of the 60th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers).
pages 4113–4133.

Tanvi Dinkar, Chloé Clavel, and Ioana Vasilescu. 2023.
Fillers in spoken language understanding: Computa-
tional and psycholinguistic perspectives. Traitement
Automatique des Langues 63(3).

Tanvi Dinkar, Pierre Colombo, Matthieu Labeau, and
Chloé Clavel. 2020. The importance of fillers for text
representations of speech transcripts. In Proceedings
of the 2020 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP). Association for
Computational Linguistics, Online, pages 7985–7993.
https://doi.org/10.18653/v1/2020.emnlp-main.641.

David Gros, Yu Li, and Zhou Yu. 2021. The R-U-A-
Robot dataset: Helping avoid chatbot deception by
detecting user questions about human or non-human
identity.

Di Jin, Zhijing Jin, Joey Tianyi Zhou, and Peter Szolovits.
2019. Is bert really robust? natural language attack

on text classification and entailment. arXiv preprint
arXiv:1907.11932 .

California State Legislature. 2018. California senate bill
no. 1001.

Yaniv Leviathan and Yossi Matias. 2018. Google duplex:
An AI system for accomplishing real world tasks over
the phone. Google AI Blog .

Johnny Lieu. 2018. Google’s creepy AI phone
call feature will disclose it’s a robot, after back-
lash. https://mashable.com/2018/05/
11/google-duplex-disclosures-robot.
Mashable. Accessed 2023-03-16.

Christina Montgomery. 2023. Hearing on “Over-
sight of AI: Rules for Artificial Intelligence”.
https : / / www.ibm.com / policy / wp -
content/uploads/2023/05/Christina-
Montgomery - Senate - Judiciary -
Testimony-5-16-23.pdf. Accessed: 2023-06-
01.

Milad Moradi and Matthias Samwald. 2021. Evaluating
the robustness of neural language models to input per-
turbations. In Proceedings of the 2021 Conference on
Empirical Methods in Natural Language Processing.
Association for Computational Linguistics, Online and
Punta Cana, Dominican Republic, pages 1558–1570.
https://doi.org/10.18653/v1/2021.emnlp-main.117.

Priyanka Sen. 2020. Speech disfluencies occur at higher
perplexities. In Proceedings of the Workshop on
the Cognitive Aspects of the Lexicon. Association
for Computational Linguistics, Online, pages 92–97.
https://aclanthology.org/2020.cogalex-1.11.

Laura Weidinger, John Mellor, Maribeth Rauh, Conor
Griffin, Jonathan Uesato, Po-Sen Huang, Myra Cheng,
Mia Glaese, Borja Balle, Atoosa Kasirzadeh, Zac
Kenton, Sasha Brown, Will Hawkins, Tom Steple-
ton, Courtney Biles, Abeba Birhane, Julia Haas, Laura
Rimell, Lisa Anne Hendricks, William Isaac, Sean
Legassick, Geoffrey Irving, and Iason Gabriel. 2021.
Ethical and social risks of harm from language mod-
els.

Tongshuang Wu, Marco Tulio Ribeiro, Jeffrey Heer, and
Daniel S Weld. 2021. Polyjuice: Generating coun-
terfactuals for explaining, evaluating, and improving
models. arXiv preprint arXiv:2101.00288 .

Chloe Xiang. 2023. ’He Would Still Be Here’: Man
Dies by Suicide After Talking with AI Chatbot, Widow
Says. https://www.vice.com/en/article/
pkadgm/man- dies- by- suicide- after-
talking-with-ai-chatbot-widow-says.
VICE. Accessed: 2023-06-12.

7



Biographical sketch

Tanvi Dinkar is a Research
Associate at Heriot Watt Univer-
sity, working on Safety in Con-
versational AI with Prof. Oliver
Lemon. She completed her
PhD at Télécom Paris, super-
vised by Prof. Chloé Clavel,

Prof. Catherine Pelachaud and Prof. Ioana Vasilescu.
Her PhD studied the representations of disfluencies for
SLU, and how they can be informative signals of com-
munication, rather than simply removed as noise. During
her PhD, she was a Marie Curie Early Stage Researcher
at ANIMATAS. Her research interests include safety and
robustness in conversational AI, spoken language under-
standing, how NLP models are brittle compared to real-
world dialogues, communicative strategies and pragmat-
ics. Prior to this, she was a dialogue engineer at Nuance
(now Microsoft), coding dialogue systems for the auto-
motive industry. She decided to pursue research when she
saw from customer tickets that the task oriented dialogue
systems are not robust to people speaking naturally. She
has two masters from the University of Edinburgh, one
in Linguistics and one in Speech and Language Process-
ing. Once upon a time, she completed an undergraduate
degree in Journalism and Literature.

8



Proceedings of the 19th Annual Meeting of the Young Reseachers’ Roundtable on Spoken Dialogue Systems, pages 9–11
September 11–12, 2023. ©2023 Association for Computational Linguistics

Angus Addlesee Heriot-Watt University
Edinburgh, UK

a.addlesee@hw.ac.uk
addlesee.co.uk

1 Research interests

Speech production is nuanced and unique to every in-
dividual, but today’s Spoken Dialogue Systems (SDSs)
are trained to use general speech patterns to success-
fully improve performance on various evaluation met-
rics. However, these patterns do not apply to certain user
groups - often the very people that can benefit the most
from SDSs. For example, people with dementia pro-
duce more disfluent speech than the general population
(Boschi et al., 2017). The healthcare domain is now a
popular setting for spoken dialogue and human-robot in-
teraction research. This trend is similar when observing
company behaviour. Charities promote industry voice as-
sistants, the creators are getting HIPAA compliance, and
their features sometimes target vulnerable user groups
(Addlesee, 2023).

1.1 Data collection

Research on interactions between SDSs and people with
dementia is stifled due to the severe lack of data (Ad-
dlesee et al., 2019). Collecting natural spoken dialogue
data with vulnerable older adults is ethically challenging.
Consent must be witnessed by the participant’s carer, the
collection location must be designed to be accessible, and
collaboration with charities is often required to recruit
participants (Addlesee and Albert, 2020). Bespoke tools
are also required to collect data securely from vulnerable
participants (Addlesee, 2022).

In order to tackle this challenge, we have collected
two corpora of people with dementia interacting with
SDSs. The first corpus, called DEICTIC, contains in-
teractions captured between Amazon Alexa devices and
family members in 10 family homes. One member in
each family was diagnosed with dementia. This corpus
is currently being filtered for personally identifiable in-
formation, so its exact size is unknown, but we expect
to include over 300 interactions (including both multi-
turn and multi-party interactions). Once complete, a sub-
repository of TalkBank called DementiaBank1 will be
used to share data with other researchers studying com-
munication in the dementia domain.

The second corpus, yet to be named, is currently being

1https://dementia.talkbank.org/

User: EVA, Is Alex Rodriguez dating...
EVA: Sorry, I didn’t catch that. Dating who?
User: Jennifer Lopez
EVA: Yes, they are currently dating.

Table 1: Collaborative completion from understanding.

collected as part of the H2020 SPRING Project2. We no-
ticed in DEICTIC that multi-party interactions take place
at home, even though the system is only designed to have
dyadic interactions. Hospital staff that work in a memory
clinic also explained that patients typically attend their
appointments with a companion. We designed a data col-
lection framework to elicit a diverse range of multi-party
conversations between patients, their companions, and a
social robot called ARI (Addlesee et al., 2023). We have
collected over 50 multi-party conversations with various
versions of ARI (with a wizard-of-Oz setup, with a single
user system, and with a multi-user system).

1.2 Mid-utterance interruption recovery

Voice assistants interrupt people when they pause mid-
utterance, a frustrating interaction that requires the full
repetition of the entire sentence again. This impacts all
users, but particularly people with cognitive impairments
(Boschi et al., 2017). We know, however, that natural spo-
ken language unfolds over time. Our interlocutors pro-
cess each token as it is uttered, maintaining a partial rep-
resentation of what has been said (Marslen-Wilson, 1973;
Madureira and Schlangen, 2020; Kahardipraja et al.,
2021). That is, we understand the words that were al-
ready said if someone pauses mid-sentence. To avoid
waiting indefinitely while a conversation partner is paus-
ing, humans either prompt the turn-holder to collabora-
tively complete the question (Ginzburg and Sag, 2000;
Fernández et al., 2007; Poesio and Rieser, 2010), as
shown in Table 1, or suggest sentence completions them-
selves (referred to as cross-person compound contribu-
tions or gap-fillers (Purver et al., 2003; Howes et al.,
2011, 2012)), shown in Table 2.

We implemented both approaches to answer peo-
ple’s incomplete questions and semantically parse their
disrupted sentences. We constructed two novel cor-

2https://spring-h2020.eu/
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User: EVA, when is the next solar...

EVA:
The next solar eclipse is on the 20th
April 2023

Table 2: Prediction of question completion.

pora to measure a recovery pipeline’s ability to com-
plete these tasks. One corpus interrupts questions orig-
inally collected for Knowledge Base Question Answer-
ing (KBQA), where a semantic parser is used to con-
vert questions into an executable meaning representa-
tion over some given knowledge. For example, a sys-
tem may be asked to answer “What is the population
of Portugal?” when given Wikipedia as a knowledge
base. Both the questions and their semantic representa-
tions (in SPARQL, a knowledge graph query language)
were interrupted, resulting in a corpus of 21,000 inter-
rupted questions (see Tables 1 and 2) (Addlesee and Da-
monte, 2023a). The second corpus was generated by dis-
rupting almost 80,000 sentences more generally, along
with their abstract meaning representations (AMR) (Ad-
dlesee and Damonte, 2023b).

We used the current state-of-the-art systems on the
corresponding original tasks, given the full original ut-
terances, as performance upper bounds. Our best-
performing systems performed remarkably well, identi-
fying where the missing information is located in the
utterance’s semantic representation. In the KBQA do-
main, our best pipeline answered only 0.77% fewer ques-
tions than the SotA upper bound (Addlesee and Damonte,
2023a). When inspecting sentences more generally, our
recovery pipeline lost only 1.6% graph similarity f-score
(Smatch) compared to the AMR upper bound (Addlesee
and Damonte, 2023b). We have therefore shown that in-
terruption recovery pipelines could potentially be used to
improve voice assistant accessibility, and general robust-
ness to noisy environments like family homes, or public
spaces (like hospital waiting rooms).

To confirm that our pipelines do improve accessibil-
ity in practice, a user study must take place. We have
shown that our approach is feasible, but response gen-
eration would also be needed for an actual user study.
We plan to use our interrupted corpora to elicit clarifica-
tions from humans. We can then evaluate whether today’s
LLMs can safely generate clarification requests to elicit
the repair turn from the user.

1.3 Real-time semantic parsing
Our incremental semantic parsers in Section 1.2 work
when given sentences interrupted at a single point be-
fore named entities (where mid-sentence pauses typically
occur (Croisile et al., 1996; Seifart et al., 2018; Slegers
et al., 2018)), but the next generation of SDSs need to
process tokens in real-time (Addlesee and Eshghi, 2021).

We have developed a fully incremental graph-based se-
mantic parser by combining Dynamic Syntax (Kempson
et al., 2001; Cann et al., 2005) with RDF (Lassila et al.,
1998) – called DS-RDF (Addlesee and Eshghi, 2021). A
prototype was built3, but we have since extended the lex-
icon to be wider coverage. We are also working on an
LLM-based approach. We plan to evaluate both of these
approaches on our collected corpora. We expect to find
that the LLM-based approach has a wider-coverage, but
that DS-RDF does not hallucinate as frequently. This
is particularly crucial when interacting with vulnerable
users in a hospital setting (Addlesee, 2023).

2 Spoken dialogue system (SDS) research
The next generation of SDSs need to: (1) process lan-
guage incrementally, token-by-token to be more respon-
sive and enable handling of conversational phenomena;
(2) reason incrementally allowing meaning to be estab-
lished beyond what is said; and (3) be transparent and
controllable, allowing designers as well as the system it-
self to easily establish reasons for particular behaviour
and tailor to particular user groups, or domains. The
boom of chatGPT (and co) is extremely exciting, but
point 3 is a huge concern. Both startups and big tech
companies are applying these new approaches to every
domain they can, including healthcare. A disastrous news
story seems inevitable when one of these systems pro-
vides a vulnerable user with a harmful response (e.g. a
child, or person with a cognitive impairment). I think the
controllability of these systems will be a huge focus for
SDS researchers over the next few years.

3 Suggested topics for discussion
• Real-time time speech processing

• Multi-party dialogue

• Ethical Data Collection

• LLM controllability and grounding
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1 Research Interests 

My research interests are in artificial intelligence 

(AI) and its applications to natural language 

processing (NLP) and computer vision (CV), with a 

focus on the manufacturing sector. In particular, the 

research guides practitioners in selecting 

architectural and functional elements for SDSs. A 

conceptual architecture and taxonomy were 

developed (Colabianchi, 2023). The applications 

developed involve reflections on slot filling, 

knowledge base (KB), and Large Language Models 

(LLMs). 

Past: a conceptual architecture and a taxonomy 

SDSs represent an intuitive, and innovative 

solution that is still in the early adopter stage in 

manufacturing. The research underlined the absence of 

a reference standard for their logical operation and 

characteristics. This is also reflected in the literature, 

in which conflicting statements about the 

classification criteria and general architecture are 

often found ((Adamopoulou and Moussiades, 2020; 

McTear, 2020; Almansor and Hussain, 2020; 

Souvignier et al., 2000). Thus, from a theoretical point 

of view, the research composed an architecture that 

takes into account those developed so far, offering an 

articulated pathway between the different modules, 

with details on each step and terminological 

consistency. The architectural design includes 

modules from the beginning of the conversation to 

response generation and interface integration. 

From a functional point of view, a taxonomy to 

support the selection of SDSs elements was 

developed. Taxonomies are widely recognized in the 

field of human-computer interaction. They serve a 

crucial role in enabling the formulation of design 

principles that can guide the development of future 

artifacts, such as SDSs. The research readapted the 

steps suggested by Nickerson et al. (2013). All the 

iterations integrated reference taxonomies, SDSs 

literature, and the cross-reading of manufacturing 

SDSs defining eighteen design dimensions and forty-

two characteristics which can be divided into agent 

and agent-user interaction perspectives. In the first 

perspective, the taxonomy guides practitioners to ask 

themselves what objective they want to pursue (e.g., 

whether to develop a solution for training or to support 

the operator in complex operations) and how to 

achieve it (e.g., to include integrations with other 

tools, to give the chatbot a personification). In the 

second perspective, the taxonomy guides the choices 

regarding the type of interaction (e.g., by defining the 

duration of the conversation or the leader). 

The taxonomy revealed important relationships 

between the dimensions of the design of SDSs for the 

manufacturing sector, providing interesting insights 

into their design. The case studies revealed that the 

rule-based approach is the most widely used, and this 

is credibly the next frontier that will be surpassed, 

thanks to the increasing adoption of LLMs (ChatGPT, 

BARD, etc.) (Li et al., 2022). On the other hand, it will 

be necessary to leverage generative AI systems toward 

a narrow knowledge domain, especially in goal-

oriented contexts such as industrial applications. The 

evidence collected reveals a limited propensity for 

humanization of conversational agents, absence of 

empathy, and short-lived interaction, highlighting 

some additional features that current language models 

(LLMs) can overcome. 

Present: real case applications 

The research continued by testing the results in 

case studies, highlighting the importance of guiding 

the organization through the process. SDS 

applicability for the health and safety of workers was 

tested (Colabianchi et al., 2022). Next, a task-oriented 
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SDS with a slot-filling approach for supporting 

employees in dealing with complex cybersecurity 

procedures and cyber threats. Specifically, the SDS 

was responsible for supporting operators in the attack 

phase by trying to recover after the attack and limiting 

the sense of shame felt by users who were victims of 

phishing attacks (Colabianchi et al., 2023). These 

applications had some limitations related to the KB 

and conversation adaptability to the user's profile. 

They also lacked interaction with external systems, 

which is increasingly required by industries. 

Future: LLMs and multi-modal applications 

The widespread adoption of LLMs represents a 

significant advancement that can overcome difficulties 

associated with rule-based and retrieval systems. My 

research focuses on the use of an SDS as an on-the-job 

training assistant for a complex assembly task. The 

solution uses LLM and OpenAI. The results so far are 

excellent in terms of accuracy of responses, memory, 

and adaptability of responses to different scenarios. 

Future work includes improving KB and better speech 

understanding. Research also investigates the 

integration of these systems with CV techniques (e.g., 

for defect identification in production) or integration 

with Virtual Reality (VR) solutions (e.g., for training 

production operators in high-risk operations). 

2 Future of Spoken Dialog Research 

I think the future of SDSs research is in extreme 

personalization. If we think of an SDS to support 

workers their different qualification has to be 

considered. A balance must be maintained between 

conciseness and ease of understanding. The way an 

experienced user and a novice approach the system 

can vary, as the novice lacks sufficient knowledge or 

experience. Additionally, other factors such as specific 

situations (like emergencies) may also play a role. 

In the future also the use of LLMs and related 

privacy issues should be considered. The use of LLM 

and external players such as OpenAI frightens the 

industry. For an optimal KB, it is necessary to provide 

reports, data, and organizational values for greater 

customization. Such data sharing with an external 

player needs to be evaluated in terms of privacy and 

industry protection. 

The third aspect is the evolution of SDSs. What do 

we expect in the future? How do we envision the 

integration of these systems with other senses such as 

sight? How to take into account the need for 

explainable and interpretable AI? 

3 Suggestions for discussion 

• The evolution of SDSs: towards a multimodal 

approach. Discussion on efficient integration 

of SDSs with images, videos, or augmented 

or virtual reality scenarios.  

• Building an optimal knowledge base. How to 

work on an optimal KB that takes into 

account aspects such as: 

o the semantic meaning of words 

which might vary according to the 

application context;  

o the continuous update of 

procedures, reports, and data;  

o the ability to adapt to diction, and 

dialect, especially in contexts with 

low schooling personnel.  

• Privacy, industrial protection, and ethics in 

the era of LLMs and players such as OpenAI. 

What conversational systems should and 

should not know. What are the limits of 

knowledge? Who is holding it? How to 

empower industries with deep knowledge of 

the model. 
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1 Research interests
Conversational grounding is an interactive process
that has been studied extensively in cognitive science,
whereby participants in a conversation check to make
sure their interlocutors understand what is being referred
to. (Clark and Brennan, 1991) propose the concept of
"common ground" which is the mutual knowledge and
mutual assumptions accumulated over the course of a
conversation between the interlocutors during this inter-
active process. This common ground is built via words,
of course, but also through the use of other modalities:
pointing to objects in the environment, nodding to indi-
cate that one has understood, eye-gaze or varying into-
nation in the speech, as pointed out by (Nakano et al.,
2003). One way of thinking about this is that these units
have an underlying uncertainty which is negotiated and
removed by the participants before getting added to the
shared information. The uncertainty comes from am-
biguities that could be in the form of spatial references
like "that car" or event references like "that was funny".
When required, these uncertainties are solved through ne-
gotiations by providing additional information from the
speaker when they sense a lack of understanding from the
listener like "the big one next to the Ferrari" or by the lis-
tener themselves by asking for clarifications such as "You
mean the blue one?". A grounding mechanism deals with
removing the ambiguity between speakers while creat-
ing a local common understanding among them. This
is important both when the model is the speaker and
when it is the listener. Without a good grounding mecha-
nism, conversations would not be robust and would of-
ten lead to misunderstandings. In fact, this is evident
in the state-of-the-art dialogue systems that are increas-
ingly using Large Language Models(LLM) as the Natu-
ral Language Understanding and Natural Language Gen-
eration modules. These LLMs are incapable of retaining
and understanding all the information exchanged with the
interlocutor during a session of conversation, as shown
by Benotti and Blackburn Benotti and Blackburn (2021).
They are also shown to be not very effective at mak-
ing sure that the listener has grounded the information.
Moreover, these LLMs do not have specific architectures
to take into consideration the possibility of negotiations,

clarifications, or cancellation of information during the
conversation. They treat the entire dialog history as one
unit where utterances are arranged according to the time.
However, many dialogs contain overlapping utterances,
and multiple independent pieces of information might be
exchanged in parallel, or interleaved. This property of
natural spoken dialog makes them unique.

While this process is essential to successful commu-
nication between humans and between humans and ma-
chines, work needs to be done on testing and building
the capabilities of current dialogue systems in manag-
ing conversational grounding using the recent progress in
LLMs such as Llama (Touvron et al., 2023), Palm (Anil
et al., 2023) and GPT4 (OpenAI, 2023). Moreover, these
models are text-only models and do not take into con-
sideration the multi-modal aspect of grounding in situ-
ated environments. These include non-verbal behaviors,
para-verbal behaviors and interaction with the environ-
ment. Removing the information present in the intona-
tion of speech can lead to the introduction of ambigu-
ities in the models. For example, an utterance that re-
peats the previous utterance can either be a confirmation
of the previous utterance or a question for clarification
depending upon the intonation. Grounding in such a con-
text becomes even more challenging than just text-based
models. While text-based large language models are able
to take advantage of the vast resources of data available
publicly for their training, corpora of multimodal data of
daily human interactions are scarce and thus need mod-
els with the ability to ground the conversations in such
low-resource settings.

Thus my research interests include testing, under-
standing, and improving the functioning of current lan-
guage models with respect to Multimodal Conversa-
tional Grounding. My Ph.D. work will build on prior re-
search, in modular dialog systems, that dealt with conver-
sational grounding such as (Traum and Allen, 1994; Paek
and Horvitz, 2000). However, since the majority of the
previous work has been done using symbolic models that
are hard to generalize, the work will take advantage of re-
cent developments in pre-trained LLMs that have shown
the ability to generalize to new scenarios.

Specifically, I propose to study and develop a
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framework for incorporating multimodal conversational
grounding capabilities into current dialog systems by ask-
ing the following questions -

1. How good are current Large Language Models with
respect to conversational grounding and where could
they be improved?

2. How can multimodal context (for example, a scene
that interlocutors are viewing) be inserted into the
LLMs to help in conversational grounding?

3. How can we make the models negotiate and align
information contained by both participants?

4. How can the grounded information be represented
and stored efficiently to use with Large Language
Models?

I further elaborate on the above questions and discuss
them with respect to the work we are doing, and that we
plan to do, in the subsections below.

1.1 Testing Capabilities of Dialog Systems
Since, the advent of LLMs, dialog models have been able
to take advantage of their capabilities to generate gram-
matically and semantically correct utterances. However,
their performance in phenomena that are specific to di-
alogs such as conversational grounding has not been stud-
ied. We are currently doing a thorough study of the per-
formance of current LLMs like Llama (Touvron et al.,
2023) and GPT4 (OpenAI, 2023). Instances from the
multi-modal dataset called Meetup (Ilinykh et al., 2019)
are used to test the models on different aspects such as
disfluencies, ambiguities, and grounding acts like repair,
cancellation, acknowledgment, etc.

1.2 Incorporating Multimodal Context
Multimodal information coming from non-verbals, para-
verbals, and the situated environment are very important
for removing ambiguities and building common grounds.
Looking at ways to provide such additional context to our
language models before processing the dialogs thus be-
comes very important for a model to successfully ground
conversations. The Meetup dataset gives us an opportu-
nity to look into ways to incorporate image context infor-
mation into LLMs. We also plan to look at other spoken
dialogs like Switchboard (Godfrey and Holliman, 1993)
to incorporate acoustic information as well.

1.3 Negotiating information for Alignment
I am interested in making the model negotiate and
align the information contained by the other interlocu-
tor, which is the main purpose of Conversational Ground-
ing. For an effective Spoken Dialog System, we would

want the system to ask for a minimum amount of clari-
fications without compromising on the ability to resolve
ambiguities. Hence, the research will look into negotiat-
ing common ground by building models that could effec-
tively work with the current LLMs.

1.4 Representing and Storing the grounded
information

In order to negotiate and ground the information ex-
changed during a conversation, we need a good and effec-
tive way to represent the grounded information for which
we might need to remove the ambiguities, that gener-
ally come in the form of additional referring expressions
where necessary. Additionally, multimodal information
from the conversations also may help us to figure out the
intents of the utterances which in turn helps us remove
ambiguities before storing the grounded information. Ex-
ploring ways to store the common ground effectively in
order to use it during dialog generation with less infer-
ence time is another important topic that the project will
look into.

2 Spoken dialogue system (SDS) research

It seems clear that spoken dialogue systems(SDS) will
start incorporating visual elements as Situated Dialogs
become more prominent with the rise of use cases such
as Embodied Conversational Agents and Social Robots,
in the coming years. I also believe that these agents will
begin to serve as Personal Assistants, capable of helping
users in learning new skills and also managing their daily
schedules. Thus, research in the field of extracting accu-
rate information from users over time and using it effec-
tively would be very important as well. Hence, further
work on grounding, including clarifying user commu-
nicative intentions through multimodal information, and
incorporating world knowledge effectively, will be essen-
tial for fulfilling the potential of Spoken Dialog Systems.

3 Suggested topics for discussion

• Do we need a different set of architectures for spo-
ken dialog systems that combine the various modal-
ities in better ways or are the current transformer-
based models the future?

• How does the advent of models like GPT4 shape
the direction of research in Spoken Dialog Systems?
What can we learn from these models that can help
build better SDS?

• Will an end-to-end dialog system be able to even-
tually replace modular dialog systems? If not, then
what are the key factors that obstruct the current or
future end-to-end models from doing so?
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1 Research interests

My research interests focus on natural language gen-
eration (NLG) regarding how to make system outputs
more intuitive and comprehensible for the human-user
and conversational entrainment and alignment from
the perspective of how dialogue systems could or should
personalize its responses to the human user. As it relates
to NLG, my current work focuses on training a system
to auto-generate comments for SQL queries produced
by a Text-to-SQL parser. The goal is to make the con-
nection between technical SQL language and the user’s
question more transparent. My linguistic training lies
primarily at the intersection of computational and soci-
olinguistics. As such, my curiosities in conversational
entrainment and alignment focus on the extent to which
conversational agents can or should adjust their language
based on human characteristics such as age, race, gender,
etc.

1.1 Natural Language Generation (NLG)

My work in natural language generation has revolves
around SQL query explainability. Users asking a ques-
tion to a database may see the query as parsed by the
system along with the results. Without notable amounts
of training though, SQL commands can be difficult to un-
derstand, especially for complex queries. Additionally
the output could yield unexpected or misleading results
due to an incorrect parse of the user’s initial question.
The user may not be able to easily identify the mistake if
only given the query as explanation.

Past research in making database language more com-
prehensible to humans have largely taken the route of
summary comments or template language (Narechania
et al., 2021; Kokkalis et al., 2012; Eleftherakis et al.,
2021). These approaches do offer clarity on how the
query answers the user’s question. That said, templates or
summaries can still heavily rely on database terminology
(e.g. tables, columns, results, etc) that are not intuitive to
the average human. The approaches also do not prioritize
infusing user language into the comments or templates,
leaving the cognitive load of making these connections to
the human.

My research takes the approach of training a system to
generate line-by-line comments for each SQL command,
avoid database terminology, and leverage the user’s lan-
guage where appropriate. Line-by-line comments can di-
rectly state what information is being found in by each
SQL command as a step toward answering the user ques-
tion. One main benefit of this approach is that line-by-
line comments can make errors in the SQL query more
obvious to the human user.

My ongoing work has been focused on developing
training data for such a model. I have manually an-
notated a small set of user questions and SQL queries.
These hand-written examples of ideal comments are be-
ing used in few-shot prompting to ChatGPT where the
model is tasked with generating comments for unseen
queries. This set of ChatGPT-generated comments will
become training and dev sets for fine-tuning an open-
source LLM.

One challenge to generating natural-sounding com-
ments for incorrect SQL queries is the balance between
staying faithful to the query while integrating user lan-
guage. Current findings suggest ChatGPT favors align-
ing with user language when the SQL command diverges
from the user question, leaving errors hidden. If this bias
exists in the ChatGPT-generated comments, it is likely
the bias will persist in the fine-tuned open-source LLM
as well. Further exploration of how to manage this prob-
lem is in progress.

This work will also explore improving the quality of
the training and dev sets through filtering and comment
refinement strategies. Open-sourced LLMs will be fine-
tuned on each version of the training and dev sets to try
improving comment generation capabilities. The ulti-
mate goal is to have an open-source LLM be able to auto-
generate comments for any unseen query.

1.2 Conversational Entrainment and Alignment

As mentioned in the previous section, leveraging the
user’s language can help alleviate points of confusion
when explaining a rigid structure such as a database. Tak-
ing the user’s language into consideration can also be
beneficial in more flexible scenarios with non-database-
oriented conversational agents.
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As a future course of research, I am interested in ap-
proaching the question of conversational entrainment and
alignment with a sociolinguistic lens for task-oriented di-
alogue systems.

Factors such as age, spoken dialect, relationship,
power dynamic, gender, etc all impact human-human
conversations. Humans take in this information subcon-
sciously (or at times consciously) and may mirror or dis-
tance their language based on judgements made about
the second interlocutor. Research in the field of human-
machine interactions has started to better understand how
humans align with the machine they are speaking to,
such as Amazon’s Alexa or Apple’s Siri (?Cohn et al.,
2020), but I am primarily interested in the ways a ma-
chine can adjust their speech in order to improve the dia-
logue experience for humans. Leveraging human-human
sociolinguistic findings (e.g. features of child directed
speech (Nicola Dawson, 2021), perceptions of humor
based on gender (Crawford, 2003), or variation patterns
within different communities (Kiesling, 1998; DeCapua
et al., 2006; Beebe and Takahashi, 1989) as a basis for fu-
ture research questions, we can begin to investigate about
how those preferences shift or remain intact for human-
machine conversations.

My interests in this area build on the Computers Are
Social Actors paradigm (Nass et al., 1994). If humans
view computers as active interlocutors, then sociolinguis-
tic insights from human-human conversations should pro-
vide some guidance in better developing and assessing
human-machine conversations.

2 Spoken dialogue system (SDS) research
SDS research will continue to dive into questions
around interpretability, explainability, and controllability
as LLM capabilities progress. Questions around ethical
usage of using conversational agents and improving robot
social intelligence will also continue to be major consid-
erations in the field. I think a growing interest will be in
the dynamics occurring between the human and the dia-
logue system during a conversation.

As conversational agents become even more common-
place in the coming years, understanding the machine
as an active interlocutor will be necessary in order to
create more advanced conversational experiences for hu-
mans. I am curious about what socially-focused consider-
ations could result in improved levels of personalization
versus what adjustments could lead to toxic or harmful
speech. For example, one could imagine a dialogue sys-
tem trained to speak to all women in one way and all men
in another would lead to harmful stereotyping. Improved
levels of personalization though could take shape as a
system picking up on a human user’s dialect and lever-
aging words from that dialect to appear more familiar.

When considering future applications of SDS, it will

be crucial for research in academic and industry spaces
to be discussed and available between the groups. As
products are being developed and launched in industry,
findings from academia can be helpful in improving the
way these systems are designed. I think this collabora-
tion is where questions around what should a system be
capable of in addition to what the system can do will be
most effectively addressed.

3 Suggested topics for discussion
• What are the potential tradeoffs between develop-

ing conversational agents that rely on templated lan-
guage versus leveraging LLMs to generate more
flexible and dynamic dialogue?

• How can sociolinguistic theory impact research on
conversational agent entrainment and alignment in
order to improve dialogue personalization? How do
elements such as the perceived gender of the ma-
chine voice impact effectiveness of the dialogue sys-
tem.

• How can a multi-modal approach reduce cases of
conversational ambiguity and improve the human-
user experience?
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1 Research interests

My current research lies at the intersection of vision and
language; more specifically, I am working on problems
related to visually grounded language understanding
for conversational agents. By observing conversations
between humans, we aim to improve our understanding
of referring language use in dialogue, so that we may
develop systems capable of engaging in interactions with
humans that involve references to a co-observed world.

1.1 Referring language use in dialogue

If we define dialogue as an exchange of information, the
act of referring can be seen as a speaker attempting to
direct the attention of their addressee to some perceiv-
able information of note, i.e. the referent. Participants
in a conversation ordinarily collaborate in the process of
producing and grounding references (Clark and Wilkes-
Gibbs, 1986). Each party may contribute to the descrip-
tion and the successful identification of a referent:

A: Have you seen my dog?
B: Golden? Not particularly bright-looking?
A: No. He is a black Labrador and I’ll have you
know he’s brainier than most people.

Mentions of the same referent in a discourse are said to
corefer. For example, in the above exchange “my dog”
and “he” are coreferences, as they denote the same refer-
ent.

If we want to model dialogues that reflect this man-
ner of referencing a co-observed world, phenomena such
as described should be represented in the data that is
used for training and evaluation. Upon review of exist-
ing work, we found that few visually-grounded dialogue
tasks and datasets had explicitly accounted for these di-
alogue phenomena. This led us to introduce a task of
our own, a collaborative image ranking task we called
A Game Of Sorts (Willemsen et al., 2022). In this
grounded agreement game (Schlangen, 2019), two play-
ers are asked to rank nine images based on a given sorting
criterion. The game is implemented as a web application
that has players exchange text-based messages to discuss
how the scenarios with which they are presented–and in
which these sorting criteria are embedded–should affect

the rank of each image. Although the players see the
same images, the position of the images on their screens
is randomized. This forces them to refer to each image
based on its content rather than its position on screen.
We define task success as the players managing to reach
an agreement on which rank to assign to each image and
actually assigning the agreed upon ranks to the same im-
ages; the latter is not a given due to the players not be-
ing able to see each other’s perspective. As the game
is played over multiple rounds with the same set of im-
ages, we effectively guarantee repeated mentions of the
same referents. Analysis of dialogues collected with our
task showed it managed to induce mixed-initiative inter-
actions in which the phenomena of interest were present.

1.2 Visually grounded language understanding

Recent advances in multimodal representation learning
have led to significant improvements on vision-language
benchmarks. Vision-language models (VLMs), such as
CLIP (Radford et al., 2021), that have been pretrained
on hundreds of millions of image-text pairs, learn to
jointly embed both modalities via contrastive objectives.
The learned representations have shown to be useful for
downstream tasks that involve matching images and text.

Nevertheless, we recognize a few limitations of the
current paradigm when we consider interactive settings
in which pretrained models encounter new information.
Incorporating new information in already trained models
remains a challenge (see e.g. Parisi et al., 2019). Re-
training from scratch in light of new data is currently
not a feasible solution due to the resource-intensive na-
ture of the process. Moreover, these VLMs are trained
on large image captioning datasets or similar data from
web-based sources that contain images paired with (high-
level) descriptions. Although models trained on this data
learn to associate (visual representations of) things with
the words and phrases that are commonly used to de-
scribe them, this general language use may not align
with how humans in a conversation would describe those
same things. Take, for instance, mentions of referents
that are non-descriptive in terms of visually perceivable
attributes, such as names of pets: no pretrained model
can reasonably be assumed to know, out of the box, that
a particular dog goes by the name of Sir Gideon Ofnir,
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the All-Knowing. For these reasons, we experimented
with rapid domain adaptation based on a simple model
that learns to transform VLM embeddings to better align
the representations with the expected language use with-
out updating the parameters of the base model (Skantze
and Willemsen, 2022). Although this approach does not
provide a fundamental solution to continual learning with
VLMs, as the newly acquired knowledge is not incorpo-
rated into the base model, it does provide an opportunity–
albeit limited–to adapt to users during an interaction.

A further challenge is the handling of longer texts.
Given that most VLMs have been trained to optimize
for matching relatively short, high-level descriptions with
their associated images, they do not learn to process
discourse-like inputs. This limits their zero-shot perfor-
mance on tasks that require image-text matching based on
conversational inputs. Reference resolution in visually-
grounded dialogue, by which we mean the grounding of
mentions to their exophoric referents, can be formulated
as such a task. We proposed an approach to this task
(Willemsen et al., 2023) that addressed the discourse pro-
cessing limitations of pretrained VLMs by fine-tuning a
causal large language model (LLM) to function as an aux-
iliary discourse processor: the pretrained LLM learns to
generate definite descriptions of referents based on the
(co)referential information in the dialogue; the generated
descriptions are then used by the pretrained VLM for
zero-shot identification of referents.

2 Spoken dialogue system (SDS) research
In the coming years, I expect much emphasis to be put
on learning to integrate modalities end-to-end. Problems
that are inherently multimodal, which aside from SDSs
also includes visually grounded language understanding,
ultimately require solutions that respect the interactions
between modalities. For example, even though we can
use an automatic speech recognition system to transcribe
speech and use an LLM as the natural language under-
standing component of the SDS to processes the tran-
scription, we would miss out on extralinguistic context,
such as the prosodic cues that were present in the speech
signal, that may be vital to the interpretation of the mes-
sage: in trying to understand what message someone is
attempting to convey, we do not simply take note of the
uttered words; we also pay attention to how those words
were uttered.

3 Suggested topics for discussion
• Drawbacks of LLMs: What are the potential neg-

ative consequences for end users of the unchecked
use of LLMs in SDSs?

• Influence from industry: To what extent should cor-
porate interests be allowed to dictate the direction of

academic research?

• Governance of AI: How can we expect SDS research
to be affected by looming regulations?
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1 Research interests
The advent of large language models (LLMs) has pro-
gressively transformed advanced spoken dialogue sys-
tems (SDSs) into a commonplace reality. Expected to
be integrated into a wide range of robotics in the fu-
ture, these systems are poised to be implemented in dif-
ferent societal contexts. The author has heretofore en-
gaged in the realization of several SDSs utilizing android
robots (Inoue et al. (2020)). While the functionality of
these SDSs has primarily been limited to laboratory set-
tings, future efforts aim to incorporate real-world envi-
ronments such as hospitals, shopping malls, and schools,
thereby exerting a profound societal impact through the
advancement of SDS research.

1.1 Social SDSs in real field
While LLMs are powerful tools, they are not guaranteed
to handle all social tasks in the real world. Moreover,
even with appropriate prompt-tuning, the issue of hal-
lucination can be fatal in social tasks. First of all, it is
necessary to organize a taxonomy of various social dia-
logue tasks through different perspectives. The author’s
research group has categorized social tasks into two axes:
the speaking role and the listening role. For instance, sit-
uations that predominantly require the speaking role can
be such as “information guide,” while situations empha-
sizing the listening role can be such as “attentive listen-
ing.” The key point is to design multiple dialogue tasks
that evenly cover the space created by these two axes.

To achieve socially capable SDSs, numerous techni-
cal aspects must be addressed. For example, the sys-
tems must be capable of handling longer dialogues and
long-term interactions. Specifically, they need to effec-
tively store and refer to past dialogues as well as the
attributes of the interlocutors. While LLMs are based
on the transformer architecture, it is important to ques-
tion whether simply extending the prompt length is suf-
ficient. Human memory mechanisms are more efficient
and self-organizing, so it may be worthwhile to explore
explicit models inspired by human memory for improved
performance. Furthermore, there will be a need for
functionality that enables the expression and updating of
the system’s own personality. By achieving the above-
mentioned features, the research goal of the author is
to establish a relationship between systems and users
through social dialogue, fostering rapport and trust.

1.2 Robust and smooth turn-taking system
When testing SDSs in real-world scenarios, turn-taking
always becomes a critical and primitive issue. Conversa-
tional robots often face challenges in effectively acquir-
ing turns, leading to situations where the user ends up
speaking continuously without interaction. The systems
may interrupt and interject in the middle of the user’s
speech, even before the user has finished their turns. In
human-human dialogue, this is not the case owing to a
sophisticated mechanism for adaptation, allowing us to
engage in conversations with others for extended peri-
ods, even several hours. Consequently, conversing with
a robot lacking an appropriate turn-taking system can
quickly lead to disengagement.

The author has previously proposed several models for
turn-taking systems. However, achieving human-level
robustness and smoothness in turn-taking still remains
a challenge. Additionally, with the emergence of large
pre-trained models such as wav2vec 2.0 and AudioLM,
there is growing interest in harnessing these models to
develop end-to-end systems. Currently staying at KTH
Royal Institute of Technology, the author is actively ex-
ploring the potential of turn-taking models utilizing large
pre-trained models. The ultimate goal is to deploy such
models in real-time conversational robots. The mecha-
nism underlying human turn-taking can be seen as a so-
phisticated architecture that encompasses not only local
language understanding but also global dialogue compre-
hension, response generation, and so on. Ultimately the
author aims to investigate models that incorporate these
intricate functionalities into SDSs.

1.3 Evaluation method for social SDSs
In the process of practical implementation of SDSs, an-
other crucial aspect is the evaluation methodology. In the
field of conversational robots, reliance on subjective eval-
uations has been common, which poses challenges to re-
search reproducibility and hinders the expansion of the
research field. Therefore, efforts are being made to de-
velop objective and effective evaluation metrics. Specifi-
cally, the author is working on constructing a framework
to indirectly evaluate the “human-likeness” of systems
based on users’ multimodal behaviors. For example, in
human-human dialogues, many interactive backchannels
are observed to keep people engaged in the dialogue. In-
spired by this, if we observe many backchannels from
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users, it might be said that the system could conduct a
conversation in a more human-like manner. The ultimate
goal is to empower conversational robots to engage in
self-reflection, autonomously learn, and evolve by eval-
uating their dialogues using objective evaluation metrics.

2 Spoken dialogue system (SDS) research
In the upcoming years, SDS research is expected to shift
its focus toward practicality. It is crucial to go beyond
mere applications and strive for a more human-like un-
derstanding and behavior in SDSs. Note that it would
potentially need another discussion on whether human-
likeness is needed for SDSs.

2.1 Deeper mind state of user
To achieve a deeper understanding of users, it is essen-
tial to conduct studies that delve beyond the surface level
of dialogue and explore the inner states of humans. One
aspect of the inner state can be identified as emotion. De-
spite the extensive research conducted on emotion recog-
nition and dialogue modeling based on user emotions,
there remains a question of whether current models of
emotion recognition can adequately capture the intrica-
cies of emotions within dynamically changing social dia-
logue contexts. In social dialogue scenarios, more subtle
emotions undergo dynamic fluctuations. As humans, we
adjust our dialogues from micro to macro levels while
interpreting these nuanced emotional changes in our con-
versation partners. By achieving such capabilities, SDSs
can explore the user’s deeper inner state and become
trusted entities in our society.

Furthermore, advancing research in this field will re-
quire interdisciplinary approaches that involve fields such
as psychology. Therefore, for young researchers and de-
velopers in the SDS field, it is desirable to actively ac-
quire not only engineering knowledge but also insights
from the humanities and social sciences.

2.2 Relationship with society
Furthermore, for SDSs and conversational robots to truly
become social entities, it is necessary for them to en-
gage in not only one-on-one conversations but also in
multi-party and multi-session dialogues. However, de-
spite the significance of data-driven approaches in the
current era, there is a scarcity of datasets available for
learning and simulating such dialogues. Given the un-
likelihood of a comprehensive dataset being readily avail-
able, it becomes necessary to divide the problem and con-
struct datasets initially for individual issues. For instance,
in the context of multi-party dialogues, it is possible to
separate the problem into two distinct tasks: multi-party
turn-taking prediction and response generation. By re-
peatedly constructing such datasets and proposing new
problem formulations, it becomes essential to solidify

the emerging tasks for multi-party SDSs. Furthermore,
rather than confining conversations to a single user, it is
valuable to aim for situations where information propa-
gates through interactions between the system and multi-
ple users, ultimately fostering a sense of community.

To achieve this, standardization of datasets and exper-
imental systems is necessary. Unlike the presence of a
common framework such as ROS (robot operating sys-
tem) in robotic systems, SDSs often require individual
research groups to build their systems from scratch. It
would be desirable to develop a common system that in-
cludes available datasets to improve this situation.

3 Suggested topics for discussion
The author would like to propose the following topics for
discussion.

• What practical and societal dialogue tasks can be
achieved with LLM in the coming years?

• To what extent can SDSs delve into the user’s inner
states? Additionally, how can we ensure the accu-
racy and reproducibility of SDSs?

• What type of relationship between SDSs and users
should be considered ideal for advancing research
and development? Should SDSs be convenient tools
such as other generative AIs, providing surface-level
interactions? Or should they aim for a socially en-
gaged relationship, similar to a friend, where per-
sonal matters can be shared?
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1 Research interests

Many companies use dialogue systems for their cus-
tomer service, and although there has been a rise in the
usage of these systems (Costello and LoDolce, 2022),
many of these systems still face challenges in compre-
hending and properly responding to the customer (Følstad
et al., 2021). In our project1 we aim to figure out how to
develop and improve these conversational agents. Part
of this project, focuses on the detection of breakdown
patterns and the possible solutions (repairs) to mitigate
negative results of these errors.

1.1 Conversational breakdowns

Breakdowns lead to frustration and an overall down-
graded customer experience (Ashktorab et al., 2019).
Therefore it is important to be able to detect these break-
downs and properly solve them to mitigate these negative
effects. One of the important questions to start with when
looking at breakdowns is to define what a breakdown ac-
tually is and what triggers this breakdown (or taking a
different perspective, what happens within conversations
without breakdowns?) In the next section I will first dis-
cuss the research plan we have to figure out if there are
different kinds of breakdowns and eventually in Section
1.2 if we can solve the consequent issues through repairs.
In this project we will focus on text-based task-oriented
customer service chatbots; incorporating features such as
speech will lead to very different breakdowns (for exam-
ple arising from the ASR part of a system).

Errors are often the cause of leading to a breakdown,
which leads to the user not being able to continue the con-
versation (Higashinaka et al., 2015b). There have been
attempts to create taxonomies of errors for open-domain
systems (Higashinaka et al., 2015a, 2021). Similar to our
project, the work of Reinkemeier and Gnewuch (2022)
focuses on a text based dialogue system in a specific do-
main (in their case an insurance company). They aim to
find the causes of conversational breakdowns by conduct-
ing a cluster analysis of messages leading to breakdowns.
We will follow a similar approach as Reinkemeier and
Gnewuch (2022) by trying to cluster utterances and fig-
ure out if we can detect reasons for initiating repairs. We

1https://www.conversationalagentsresearch.com/

use real-life Dutch chatbot data from a railroad company.
The conversations cover a diverse range of topics, from
asking for a ticket refund to travel directions.

Are there any linguistic patterns to be found in utter-
ances before breakdowns occur? Or are there certain
topics the chatbot is not capable of handling? To figure
out the potential reasons for breakdowns, we use repairs
as a proxy. The advantage of using the railroad chatbot
dataset is that it has a fixed set of chatbot initiated repairs.
From this set we have selected three general repairs that
are used in various situations:

1. Not understanding the user and asking for rephras-
ing: ‘Unfortunately I don’t fully understand what
you mean. Could you rephrase the question in dif-
ferent words? Tip: I understand short and concise
questions the best.’

2. Not being able to help and redirecting to human em-
ployee: ‘I’m sorry, I believe I can not help you yet.
Shall I connect you with my colleague?’

3. Apologising and redirecting to human employee:
‘I’m sorry to hear that something isn’t to your sat-
isfaction. I can unfortunately not register your com-
plaint, but my colleague from customer support is
happy to help. Click on the button below.’

These repairs are used anytime the chatbot is not ca-
pable of answering the customer query (the last focuses
on complaints but is also used in situations were the
customers is slightly negative). Possibly not all break-
downs/miscommunications are caught with this approach
(for example when the chatbot answers with an irrelevant
answer) but the dataset is too large to manually examine
every conversation.

Similar to Reinkemeier and Gnewuch (2022) we will
use a clustering approach to figure out if there are pat-
terns to be found in breakdowns. We will add multiple
features partly derived from Reinkemeier and Gnewuch
(2022) who use for example semantic weight and per-
centage of unknown words. For example, we will also
use the number of sentences, characters, and tokens in an
utterance. We also will create more complex features as
well. As an example we will make use of commonness
as described by Meij et al. (2012). Making use of an-
chors, this metric scores commonness of n-grams based
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on Wikipedia data. We will combine this score together
with training data of the bot. This means that words with
high scores for commonness, that are not part of the train-
ing data, might indicate a wrong interpretation.

1.2 ... and Repairs
Miscommunication is an important concept in human
language (see for an extensive discussion for example
Healey et al. (2018)), sometimes resulting in breakdowns.
It is not always possible to prevent breakdowns, which
underscores the importance of repairs. As breakdowns
occur in many different situations it is necessary to criti-
cally think about the ‘best’ repair for any given situation.
So, after focusing on breakdowns we like to find out how
to mitigate these breakdowns by using repairs. As was
discussed in Section 1.1 we have used the existing re-
pairs as a proxy to detect breakdowns. We could wonder
if these repairs are actually the best repairs to fix a conver-
sational breakdown. Different forms of breakdowns, sys-
tems or different user groups might need different repair
strategies. Ashktorab et al. (2019) for example discuss
that chit-chat systems have different goals with repairs
(not repairing but engaging for further conversation).

Repair is an important notion studied in conversation
analysis to study problem resolving in conversation. The
basis of the notion is explained by Schegloff et al. (1977).
The notion of repair is later also applied on dialogue sys-
tems as breakdowns in conversation with bots are com-
mon. Ashktorab et al. (2019) investigate user preference
for eight repair strategies. Some of these strategies oc-
cur in commercial systems, others are novel strategies
that incorporate some of the inner workings of the algo-
rithms behind the dialogue system. They find that both
providing options and giving explanations are preferred
by users (Ashktorab et al., 2019). Bohus and Rudnicky
(2005) focus on non-understanding errors and recovery
strategies in spoken systems. They compare the recovery
strategies and also investigate how the user responds to
these strategies. A different approach is taken by Cuadra
et al. (2021) who investigate the self repair of a spoken
system (Amazon Alexa) and how it affects the interac-
tion. They show that if an error occurs, a repair is ap-
preciated but when no error occurs a repair can worsen
the experience. Lastly, Skantze (2005) examine how hu-
mans recover from speech recogniser errors by corrupting
speech output. These errors will be similar in spoken dia-
logue systems. They show that if participants face speech
recognition errors, they will ask task-related questions.

2 Spoken dialogue system (SDS) research
Since my submission last year, much has changed within
the field of dialogue systems. With the advent of Chat-
GPT and subsequent open alternatives (such as Alpaca
(Taori et al., 2023) and Open Assistant), there has been

renewed (media)attention for dialogue systems and chat-
bots. These new technologies will bring new possibili-
ties for research into dialogue systems but also new chal-
lenges. I suspect that much more research will focus on
the challenges and problems these systems will bring,
in for example the context of education (Kasneci et al.,
2023) and hospitality (Gursoy et al., 2023). I also suspect
that the (general) public gets more and more familiar with
these systems and the (assumed) capabilities of systems
like chatGPT. Due to both positive and negative attention
to these technologies, expectations of the public towards
dialogue systems will also shift. Therefore it seems im-
portant to learn more about expectations of users and the
ways in which we can manage those expectations. Previ-
ous research has already shown that expectation manage-
ment is an important factor. For a chatbot to be success-
ful the user needs to know what to expect from the be-
ginning (Brandtzaeg and Følstad, 2018). Previous work
has also stressed the importance of understanding the user
perceptions and expectations before building the chatbot
(Zamora, 2017), and creating chatbots with characteris-
tics that are in line with users’ expectations (Chaves and
Gerosa, 2021). Users tend to evaluate chatbots worse
when the experience does not line up with their expec-
tations (de Sá Siqueira et al., 2023). Similar research is
now also done with chatGPT, for example surveying the
expectations of healthcare workers on adopting chatGPT
in their work (Temsah et al., 2023).

3 Suggested topics for discussion
Breakdowns and repairs Can we mitigate negative

effects after encountering erroneous chatbots with only
repairs or are there other solutions as well? Should we
tailor repairs to specific situations or breakdowns?

Cooperate with industry In what way can academia
cooperate with industry and how far should we go to
make our research usable directly for industry? For which
purposes can our research be used in the industry? Re-
search has already shown that big tech companies shape
research to cater to their needs (Whittaker, 2021; Abdalla
and Abdalla, 2021), having its influence grow over the
last few years (Abdalla et al., 2023).

Incorporating ChatGPT What are the issues with in-
corporating current technologies like ChatGPT in dia-
logue systems for both research and industry? Can we
overcome issues with interpretability, transparency and
replicability? How should we evaluate closed models
if we don’t know what is exactly in the training data
(Rogers et al., 2023)? Should our focus be on the more
open models such as Stanford Alpaca (Taori et al., 2023)?
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1 Research interests

My research interests lie at the intersection between
chitchat and task-oriented dialogues (TODs), with a
specific focus on integrating capabilities typically asso-
ciated with chitchat systems into task-oriented agents.
In the SDS literature, these two modes of communica-
tion are commonly depicted with a clear contrast. On
the one hand, chitchat dialogues are characterized as
open-domain and usually involve a wide range of topics;
chitchat agents are expected to embody all the qualities of
an ideal conversationalist and be empathetic, engaging,
knowledgeable, and well-behaved. On the other hand,
TODs are closed-domain and rely on specific databases
and ontologies; task agents are designed to be efficient
and effective tools.

Additionally, the goals of these respective systems are
often presented as opposites: a lengthy conversation with
a chitchat agent is generally perceived as successful, indi-
cating user engagement and interest, whereas a prolonged
conversation with a task-oriented agent is typically con-
sidered unsuccessful or suboptimal, suggesting that the
user’s needs were not met or were met with difficulty.

However, these distinctions are not as clear-cut when
it comes to human communication. Most language is
not purely transactional1 or interactional2 but a mix of
both. In fact, exchanges are generally better described as
primarily transactional or interactional (Brown and Yule,
1983). In the context of task-oriented dialogues, a system
that lacks the ability to exhibit remorse when making er-
rors, display empathy when a user’s favorite restaurant is
unavailable, or address additional context such as having
dinner with one’s boss vs. with a friend hampers human-
system collaboration.

1.1 Towards a More Comprehensive User
Understanding

Several studies aim to add chitchat into TODs, such as
Accentor (Sun et al., 2021) and FusedChat (Young et al.,

1the goal is external to the encounter and leads to performing
an action, for example.

2the goal is internal to the encounter and pertains to the re-
lationship between participants.

2022). However, these methods only add general chitchat
and do not focus on any specific skill. Not all chitchat
may be useful in TODs and a more focused approach
should be considered.

Emotional State Understanding a user’s task-oriented
needs is undeniably crucial. Nevertheless, going beyond
that and taking into account their emotional state can re-
sult in more suitable responses. It can also compensate
for system errors, and even create the impression of a
more capable system (Lutfi et al., 2013), ultimately lead-
ing to enhanced user satisfaction. Chitchat systems have
greatly benefited from emotion detection, enabling them
to generate more empathetic responses. I believe this skill
can also enhance task-oriented systems, allowing them to
better grasp the nuances of user utterances, resulting in
more relevant and personalized responses.

To facilitate this, the EmoWOZ dataset (Feng et al.,
2022) annotates user turns from the MultiWOZ corpus
(Budzianowski et al., 2018) with emotion labels. In my
research, I have explored an initial approach called JEm-
ToD (Joint End-to-End Modeling of Emotion Detection
and Task-Oriented Dialogue) which generates emotion
labels, belief state, dialogue acts and system responses
based on a given dialogue history. I have found that al-
though this additional task does not hinder task-oriented
performance, it does not improve empathy in system re-
sponses and does not provide enough grounding. To ad-
dress this, I intend to investigate ways of more explicitly
conditioning system responses on user emotions. For ex-
ample, one approach could involve passing JEMTOD’s
output to a Large Language Model (LLM), instructing
it to reformulate JEMTOD’s response based on the pre-
dicted emotion label.

Beyond the Database A conversation is situated,
meaning that contextual information may naturally be in-
troduced. This act can be initiated by the system, to in-
corporate more diversity and make the dialogue more en-
gaging. The KETOD dataset (Chen et al., 2022) focuses
on this effort. System responses rely on relevant infor-
mation retrieved from Wikipedia about proposed entities
and annotators rewrite the original responses to integrate
this new information. I plan to experiment with models
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trained on this dataset.
This act may also be initiated by users, as they natu-

rally provide contextual details. Indeed, it is important
to acknowledge that users often have multiple, possibly
underlying, goals such as needing to blow off steam af-
ter a long day, impressing one’s significant other, or sim-
ply avoiding boredom. This background information may
surface during a task-oriented conversation, as elements
of backstory or justification of the request are introduced.
However, these details tend to either be treated as noise
by most task-oriented systems or cause confusion and
break down the dialogue. This is quite unlike chitchat
systems, trained on dialogues grounded in personas, sit-
uations, and general knowledge. We aim to explore av-
enues for enhancing TOD datasets in a similar manner,
leveraging LLMs to do so automatically, as far as possi-
ble.

2 Spoken dialogue system (SDS) research

Predicting the state of SDS in the next 5 or even 10 years
is challenging due to the rapid evolution of the field.
However, it is clear that SDS and text-based dialogue sys-
tems are here to stay, offering a convenient means of in-
teracting with machines for non-specialist users, in turn
generating increased interest from actors in industry. This
enthusiasm drives the direction of SDS towards more re-
liable systems (particularly in executing tasks like book-
ing tickets or restaurant reservations) capable of provid-
ing accurate, relevant and non-hallucinated information.
Another promising trend is the growing emphasis on per-
sonalization and adaptation of these agents to individual
users’ preferences, needs, and communication styles.

Leveraging the capabilities of LLMs for SDS presents
an exciting opportunity for young researchers in the com-
ing years. Understanding where LLMs fit in relation to
TODs is an important topic. It raises questions such as:
Can these models be employed in an end-to-end man-
ner? Should they be utilized more prominently in specific
components such as natural language understanding or
natural language generation? Can they generate training
data for early-stage prototyping while awaiting the col-
lection of real-world data? Given their ability to follow
instructions and generate coherent text, can they serve as
user simulators that account for character traits/personas
as well as task-oriented goals ?

While LLMs showcase powerful language capabilities,
ensuring they provide precise, factual, and reliable infor-
mation within narrow domains, as found in TODs, poses
a non-trivial challenge. In this regard, research focusing
on implementing safeguard mechanisms and constraints
for these models needs to be carried out, especially if they
are to be employed at scale in sensitive environments.

3 Suggested topics for discussion

• Where do LLMs fit in the task-oriented dialogue
pipeline? Is it advisable to use them compared to
smaller fine-tuned models?

• How can we enhance the contextual awareness of
SDS, in the broad sense of taking into account user
persona, situational factors such as a user’s mood,
open-domain knowledge and commonsense (Bosse-
lut et al., 2019)?

• Human evaluation is often challenging and costly to
conduct, however its significance is vital in assess-
ing a system’s performance. How can we simplify
this evaluation? Is it viable for example to establish
a platform that facilitates the pooling of efforts, al-
lowing researchers to conveniently upload their sys-
tems for evaluation by fellow experts? Could a stan-
dard framework be created ?
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1 Research interests

My research interests lie generally in the area of natu-
ral language processing (NLP), text-to-speech (TTS)
and automatic speech recognition (ASR), with a spe-
cial focus on dialogue modeling with both supervised
and unsupervised learning.

With respect to spoken dialogues, I focus on creat-
ing representations that can model prosody, turn shifts,
pauses, backchannels and improve the accuracy of two-
channel speech generation, as well as solve downstream
tasks like emotion and laughter detection. I am also inter-
ested in online ASR and speech synthesis for dialogues.

With respect to written dialogues, I aim to improve
spoken dialogue representations with text and other
modalities through multimodal learning, as is common
in ASR. I also try to improve language models using
other modalities like speech, among others (e.g., vision
and motion), and solve less-researched dialogue tasks us-
ing language models (like reference resolution (RR) and
coreference resolution (CRR)).

1.1 Resolving References in Visually-Grounded
Dialogue via Text Generation

RR is about finding linguistic elements that are seman-
tically related or refer to the same entity. CRR is simi-
lar but instead of connecting textual elements, it resolves
references to entities in other modalities. In our case, we
tried to identify references to images in dialogues. This is
challenging because information can be scattered across
the dialogue history and pronouns are especially hard to
resolve, e.g., when used by multiple speakers.

We used the dataset A Game of Sorts by Willemsen
et al. (2022). It consists of dialogues in which pairs of
speakers were tasked with ranking a set of images based
on predefined criteria. The points at which the speakers
referred to specific images were marked during data col-
lection, thus making it possible to connect the mentions
and utterances to the images.

The modeling consists of two steps: first, we fine-tuned
a language model (GPT-2 and GPT-3) to summarize what
the speakers said about the different images up to a cer-
tain point in a dialogue; in each case, the reference(s)
in the most recent utterances are pointed out to indicate
which image(s) we are interested in generating the sum-

maries for, for which the model is supposed to use the
previous mentions belonging to the very same image(s).
After this, the caption-like summaries were passed to a
vision-language model to identify the most likely images.
The correctness of the generated summaries were com-
pared against simple pronoun substitutions and the state-
of-the-art models in CRR.

The paper (Willemsen et al., 2023) has been accepted
at SIGDIAL 2023. We showed that discourse processing
is possible to frame as a causal language learning prob-
lem and that large language models can be fine-tuned to
generate referent descriptions.

1.2 ASR on multi-channel dialogues
The field of ASR is widely addressed by the research
community, but does not work well on dialogues where
there is overlapping speech or different adversarial ef-
fects (e.g., backchannels). I am working on two-speaker
ASR by conditioning the speech representations of the
two channels on each other before connecting them with
their respective transcripts. There is a possibility for ex-
tending this to on-the-fly (online) speech recognition.

The resulting models and representations could be
used to solve different downstream tasks, e.g., turn taking
and emotion detection, as well as speech synthesis and
NLP-related tasks. Such models could improve the con-
versational skills of social robots or the time-alignment of
video transcripts. These tasks have not received not much
attention in text-based large language models (LLMs) as
the main focus has been laid on content and memory im-
provement, but with the emergence of multimodal NLP
and LLM-based chatbots, aspects like turn taking could
be crucial to improve the flow of the conversation.

1.3 Dialogue speech synthesis
I might also consider working on speech synthesis. Some
issues within this field are that there is usually not enough
data to train on and that the generated speech is not ex-
pressive enough. Although current systems are enough
for many use-cases, there is room for improvement in
many aspects, e.g., delivery, prosody expression, control-
lable pauses and long-term effects. I think that speech
synthesis may benefit from the speech representations
from my other projects, especially in relation to dialogues
where these aspects are highly dependent on context.
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2 Spoken dialogue system (SDS) research

Where do you think the field of dialogue research will
be in 5 to 10 years? Dialogue research is becoming
more and more important as TTS, speech-to-text (STT)
and language models work fairly well on monologues,
continuous text and short snippets (e.g., sentences) but
do not usually take into account data more complex that
these. Dialogues can also provide context that is often
missing from monologues (e.g., disambiguation of terms
and affirmation) which can aid in better response gen-
eration when it comes to speech synthesis, for example.
What I think will improve in the upcoming years is the
connection between content and prosody as well as other
non-verbal cues.

What do you think this generation of young re-
searchers could accomplish in that time? Young re-
searchers can improve the fine-grained details to make
conversations more human-like, with respect to both con-
tent and the naturalness of non-verbal signs. Another
thing that is worth looking into is how to make use of
long-term dependencies (similarly to how language mod-
els do) and representing dialogue history (previous dia-
logue sessions) by compressing previous information.

What kind of questions need to be investigated to
get the field to that point? I think it is really important
to create high-quality representations similar to wav2vec
and HuBERT but for dialogues and dialogue context, ei-
ther with the inclusion of prosody or separately from it.

What are the most important things for users of
SDSs? Natural-sounding speech, informativeness and
correctness of generated responses, identifying turn shifts
in online systems, knowledge and visual grounding, cor-
rect reaction to human emotions, multimodal cues.

Is there a difference between SDS research in
academia and industry? Industry and commissioned
research are more profit-oriented than general academic
research, and as such, they focus on hands-on and im-
mediate applications. This narrows down the possible re-
search questions, creates the need for patents and NDAs
and requires system integration (e.g., in video games).

Will SDSs be more widely used in the future? How?
In what scenarios? As TTS and ASR are considered to
be solved for many use-cases, the areas where SDS can
be used becomes more and more niche. Nevertheless, as
mentioned before, the dialogue system of robots could
greatly benefit from this field, as well as interactive GPS
systems, general-use chatbots, personal assistants, video
game scripts and video transcriptions (especially for in-
terviews and movie subtitles).

3 Suggested topics for discussion
• How to keep up with the rapid development of large

language models? How can SDS benefit from this?
How can we improve models to keep up the pace?

• Can SDS research focus on paralinguistic elements
while making use of the recent advancements in
NLP to focus on the purely linguistic aspects? What
kind of linguistic concepts could be useful to address
and apply?

• Multi-model learning: how can SDS be combined
with other modalities (e.g., vision, text, gestures)?
What is the state-of-the-art in these topics?

• Modular vs. holistic models.

• Augmenting spoken dialogue data: how could we
address the lack of data as a common problem in this
field? What about speaker variation and prosody?

• Standardized frameworks and libraries. Common
ways to do ablation studies.

• Frameworks and repositories for setting up user
studies and data collection. Useful datasets.
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1 Research interests
1.1 Deep learning in audio classification
My main area of research interest is the use of deep
learning methods in the classification of audio record-
ings, with a particular focus on emotion recognition in
speech and deep fake detection.

Speech emotion recognition is an interdisciplinary
problem combining psychology, physics, and computer
science. By incorporating deep learning techniques, we
can enhance spoken dialogue systems and improve their
ability to understand users’ emotional states. This so-
lution has many applications, including adaptable inter-
faces, speech analysis for research purposes, and health-
care applications, where it could provide insight into pa-
tients’ well-being.

As part of my Master’s thesis, I am using pre-trained
neural models such as Whisper by OpenAI (Radford et al.
(2022)) and Wav2Vec2 by Facebook AI (Baevski et al.
(2020)) to develop a robust system that can classify emo-
tions in speech. As there is a visible lack of resources
in this area, I am also creating a dataset of emotionally
charged speech in Polish. By doing so, I hope to con-
tribute to the advancement of research in the future.

As mentioned, my research interests also include the
detection of deep fake audio. Voice conversion tech-
niques are developing rapidly, and nowadays, one can
easily preserve linguistic and semantic information of
an utterance while manipulating the speaker’s identity,
prosody, and emotions. While these techniques have
enormous potential, they also raise concerns. As such
recordings are difficult to distinguish from real ones, it
becomes harder to protect people against the spread of
fake news, identity theft, and reputational damage (Kawa
et al. (2022)).

I believe that developing models that use deep learn-
ing techniques to classify audio recordings is particu-
larly important today. It is incredibly easy to come across
fake news, which can greatly affect the society.

1.2 Sign languages
My second area of interest is sign language, which is
often forgotten in the context of dialogue systems.

The world familiar to most people is unsuitable for
deaf people, mainly due to communication barriers. For
this reason, taking measures to guarantee better access

to goods and services is crucial to enable deaf people to
participate in social and public life.

A significant problem, which most people are not
aware of, is that there is a large group of deaf people who
cannot read or write in the native languages such as En-
glish or Polish.

In many institutions, deaf people cannot use an inter-
preter, making contact with a doctor, teacher, or police
officer often impossible. The personnel of institutions is
not familiar with the needs and problems of the Deaf, so
they often demand written communication or expect lip
reading.

While researchers around the world pay attention to
this group of languages, we must remember that each na-
tionality not only has its own sign language, but also di-
alects. Thus, it is important that Polish Sign Language
also receive attention.

In addition, sign languages are considered low-
resource languages – currently there is not enough an-
notated data to do more extensive research.

The development of a real-time translation system
would provide a significant change in accessibility for the
Deaf. I think it’s worth paying attention to low-resource
languages and making dialogue systems available to ev-
eryone.

1.3 Multimodality in dialogue systems

During my master’s studies, I had the opportunity to par-
ticipate in a research and development project that re-
sulted in creating AMUseBot, a task-oriented dialogue
system designed to assist the user in completing multi-
step tasks.

The main goal of the project was to create a system
that will provide engaging experience and keep the user
focused throughout the conversation. In order to meet
these objectives, we introduced two novel approaches –
dynamic multimodal communication and graph-based
task management.

The system’s architecture follows standard baseline
and it includes several modules responsible for spe-
cific natural language processing tasks – automatic
speech recognition, natural language understanding,
dialogue management, natural language generation,
and text-to-speech.

As mentioned, the primary novelty is graph-based
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task management. It effectively organizes the flow of di-
alogue and provides the user with visual cues during the
conversation. A graph consists of a conversation history,
with edges containing the user’s statements and vertices
containing the system’s responses. With this representa-
tion, the visualization significantly improves user experi-
ence.

In addition, to ensure an engaging conversation, we
gave the system different personalities. In the basic ver-
sion, the user can choose from three options – default
short commands, a kind chef who pays attention to de-
tails, and Gordon Ramsay.

Tests with users showed that the multimodal ap-
proach significantly increased their engagement and
made the conversation more realistic.

The system was awarded an honorable mention in the
research and development project competition at the AI
Tech Summer School. The process of developing the sys-
tem was described in the article "AMUseBot: Towards
making the most out of a task-oriented dialogue system",
published in the monograph "Progress in Polish Artificial
Intelligence Research 4" (Christop et al. (2023)).

2 Spoken dialogue system (SDS) research
Currently, the biggest issue with dialogue systems is hal-
lucination – they generate grammatically correct texts
that are contentually incorrect. Research should therefore
focus on creating chatbots that are able to back up their
statements with relevant sources. To achieve this, young
researchers should focus first and foremost on develop-
ing good quality data and extracting valuable informa-
tion. This is the basis for obtaining substantively correct
and satisfactory results.

The accuracy of information is also important for
users. They should be able to get reliable answers with
prompts that do not require specialized knowledge. In
addition, multimodality, such as 3D models or human-
like robots, should be used to provide a more realistic
experience.

Nowadays, academic research is more focused on low-
resource issues. These are matters that require attention
but do not generate income. Companies, on the other
hand, prefer to focus on more profitable ventures. Find-
ing balance between both approaches is crucial to the de-
velopment of dialogue systems.

It is worth pursuing research on dialogue systems, as
they will be used even more extensively in the future –
especially in the form of virtual assistants, helpline assis-
tance, or emergency calls.

3 Suggested topics for discussion
• Using anthropomorphism to improve human-

machine interaction – is speech emotion recognition

too much?

• The gap between spoken and sign language: data
acquisition methods and technological solutions.

• Leveraging multimodality in times of narrowing at-
tention span.
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1 Research interests

Task-Oriented Dialogue (TOD) systems provide interac-
tive assistance to a user in order to accomplish a specific
task such as making a reservation at a restaurant or book-
ing a room in a hotel.

Speech presents itself as a natural interface for TOD
systems. A typical approach to implement them is to
use a modular architecture (Gao et al., 2018). A core
component of such dialogue systems is Spoken Language
Understanding (SLU) whose goal is to extract the rele-
vant information from the user’s utterances. While spo-
ken dialogue was the focus of earlier work (Williams
et al., 2013; Henderson et al., 2014), recent work has fo-
cused on text inputs with no regard for the specificities
of spoken language (Wu et al., 2019; Heck et al., 2020;
Feng et al., 2021). However, this approach fails to ac-
count for the differences between written and spoken lan-
guage (Faruqui and Hakkani-Tür, 2022) such as disfluen-
cies.

My research focuses on Spoken Language Under-
standing in the context of Task-Oriented Dialogue.
More specifically I am interested in the two following re-
search directions:

• Annotation schema for spoken TODs,

• Propagation of dialogue history for contextually
coherent predictions.

1.1 Annotation schema for spoken TODs

Chat TODs corpora benefit from a wide diversity of
semantic annotation schema which have different lev-
els of precision. The Slot-Value scheme is proba-
bly the most commonly used one, such as for the
Dialogue State Tracking (DST) annotations of Multi-
Woz (Budzianowski et al., 2018). However this scheme
lacks grounding (e.g. two mentions of the same entity
are seen as two separate values) which is a fundamental
aspect of human-human interactions (Benotti and Black-
burn, 2021). It also does not provide dynamic links be-

tween the mentioned entities1 which can be essential to
co-reference resolution. For instance, when a user book-
ing a hotel room refers to the previously mentioned ho-
tel by its address such as "I would like to book the one
in Prague.", the link between a hotel and its address be-
comes essential.

More recent schema such as Dialogue-AMR (Bo-
nial et al., 2020) and Dialogue Meaning Representation
(DMR) (Hu et al., 2022) address these shortcomings by
relying on the same mechanisms as Abstract Meaning
Representation (AMR) (Banarescu et al., 2013). Users of
spoken dialogue system (SDS) tend to refer to previously
mentioned entities by their characteristics which change
over the course of the dialogue. The hierarchical rela-
tions defined in DMR track those relations thus enabling
direct disambiguation. Dialogue-AMR further maps it to
specific robotic controls.

I believe such rich annotation scheme will help address
spoken TODs specificities and I am currently working on
such a scheme for the MEDIA spoken TOD dataset (Dev-
illers et al., 2004).

1.2 Dialogue history propagation

For TOD systems to help users accomplish complex
tasks, such as choosing the most relevant hotel to a user
requirements, it must take into account the information
provided in previous turns. Dialogue history is thus cru-
cial information for contextually accurate and consistent
predictions. However it remains unclear how to prop-
agate such context in a spoken dialogue understanding
model’s predictions.

During the recent Speech Aware Dialogue Systems
Technology Challenge (Soltau et al., 2022) all proposed
systems aggregated the dialogue history once transcribed,
including our system (Jacqmin et al., 2023) which ranked
first. End-to-End models, which benefit from joint-
optimization, require more sophisticated mechanism to
limit the input size.

1Note that definition of slot types often imply some static
relations between the slots. For instance in Multi-Woz DST
annotations slots are grouped by domain.
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I am currently exploring different fusion strategies be-
tween a textual semantic context and audio extracted fea-
tures (e.g. two cross attention modules each attending to
an encoder, modality fusion before the decoder).

2 SDS research

The Spoken Dialogue System field is moving at an in-
credibly fast pace and the gap between research and de-
ployment is narrowing. Therefore I believe future re-
search will have to rely on more realistic datasets.

• Such datasets should provide a database of entities
given that all errors do not lead to a wrong entity
matching.

• The very interactive nature of SDS implies that a
misunderstanding at a given turn can change how the
next turns unfold. I believe future datasets should be
dynamic and provide several continuations at each
turn. This will enable researchers to measure which
misunderstandings lead to poorer dialogue trajecto-
ries.

• Some chat corpora have been vocalized to bene-
fit from the large quantity of data of such corpora.
However SDS research also requires natural speech
datasets to take into account the specific interactions
(e.g. confirmations, repetitions, turn taking) of spo-
ken dialogues.

Finally evaluating the impact of SDS components on
the completion of the targeted task seems to be a promis-
ing and mandatory research path.

3 Suggested topics for discussion

In a broader discussion I believe the following topics
might be interesting to discuss:

• While generative models are displaying impressive
capacities they may not provide a reliable and con-
sistent behavior. For instance when SDS are con-
nected to APIs, it becomes essential to include some
control over the inputs of the APIs. Hence I believe
discussing techniques to secure the use of such mod-
els in SDS might prove helpful.

• Prompting techniques are being widely adopted,
however we have only little understanding of how
they work. I believe sharing our experience and
knowledge of prompting can provide indications of
what seems to happen internally with prompts. For
instance, one might wonder if any type of informa-
tion (e.g. structured, audio, image) can be passed as
a prompt.

• Finally I believe SDS research should take into ac-
count its ethical implications such as the greenhouse
gas emission burden of deep learning or the anthro-
pomorphic relation users tend to develop with dia-
logue systems. Investigating computing wise effi-
ciency and human computer interaction in the con-
text of SDS might help move forward in both direc-
tions.
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1 Research interests

My research interests can be broadly categorized into the
areas of natural language understanding and multi-
modal dialogue systems.

1.1 Global context for natural language
understanding

My main topic of interest is global context for natural
language understanding. As a shallow analogy to hu-
man conversation, the understanding of the user’s utter-
ances by a dialogue system can be improved by supplying
it with additional context constituting the greater „whole”
of the conversation, such as dialogue history.

In my ongoing master’s thesis, I describe various
sources of global context and analyze the effect append-
ing some of their configurations to user utterances has on
a natural language understanding module’s performance.
I consider intra-systemic sources where the extra infor-
mation is already present in the system, for example, dia-
logue history or previously identified dialogue acts and
slot values, and – inspired by such approaches as Xu
et al. (2021) – extra-systemic ones, where the informa-
tion is taken from the outside, e.g., WordNet definitions
of words present in a given utterance. As the main part
of the thesis, I conduct a series of experiments with the
use of a T5-based natural language understanding mod-
ule and the MultiWOZ dataset. By comparing the perfor-
mance of several versions of the module fine-tuned with
samples enriched with global context in various ways
against a baseline, I show that overall the use of global
context translates into better performance of the module.

1.2 Multi-modal dialogue systems

Conversations with dialogue systems are often not easy
for the users: as various evaluation studies show
(Adamopoulou and Moussiades, 2020), they tend to give
up mid-conversation, get frustrated easily, or end up rat-
ing the whole ordeal poorly. My second topic of interest
is the theory and practice relating to multi-modal dia-
logue systems, which are one of the potential solutions
to such problems. By engaging the user through multiple
modalities, it is easier to draw his attention and keep him

focused on the task at hand, allowing the conversation to
continue in cases where it might have ended prematurely.

Recently, along with a team of other students from my
university, I finished the development of AMUseBot, a
task-oriented dialogue system envisioned as a cooking as-
sistant, previously presented at the 4th Polish Conference
on Artificial Intelligence in Łódź in the form of a poster
and a publication (Christop et al., 2023) describing the
work-in-progress stage of the project. AMUseBot com-
municates with users simultaneously through text, voice,
and a graphical display, putting the principles of multi-
modal communication into practice. It also employs a
mix of rule-based and machine learning-based modules,
enabling a controlled „main scenario” dialogue progress
while simultaneously being able to understand and reply
to more open-ended user utterances in a robust manner.

2 Spoken dialogue system (SDS) research
• Where do you think the field of dialogue research

will be in 5 to 10 years? I think that the field of
dialogue research is bound to rise in importance by
a large margin. Besides personal assistants becom-
ing vastly more capable and, ergo, more ubiquitous
over the next few years, I suspect that a relatively
new avenue for dialogue system research will open
up – embedded SDSs. By that, I mean systems in-
tegrated with websites, electronic appliances, build-
ings, etc., acting as an interface layer of sorts, en-
abling querying dedicated databases containing in-
formation about a company, product, and the like, in
natural language.

• What do you think this generation of young re-
searchers could accomplish in that time? I think
it will be a perfect time to be a young researcher.
Even now, there is a vast array of opportunities re-
lating to both implementing recent research findings
in practice and also pushing the theoretical side of
the field forward. The current climate of natural lan-
guage processing research might be a bubble, at least
to some extent, but it need not devalue the accom-
plishments of the researchers in the near future. It is
a unique opportunity that should not be missed.
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• What kind of questions need to be investigated to
get the field to that point? I believe that the field
can go far just with the current momentum. Nev-
ertheless, I would like to see more attention being
brought to ethical and social issues of SDSs deploy-
ment so that the field does not only go forward but
also in the right direction. As the capabilities of such
systems increase, so too do their influence on society
and the responsibility of their creators.

• What are the most important things for users
of SDSs In my opinion, one of the most important
things for users of SDSs is the feeling that the sys-
tem inhabits the same world as they do. I feel like
there is still work to be done in regard to creating
robust systems that not only talk in a natural, engag-
ing way but also do not include false, nonsensical,
or ambiguous information „not from this world” in
their utterances without resorting to rule-based ar-
chitectures.

• Is there a difference between SDS research in
academia and industry? In the broader context
of natural language processing research, currently, a
growing divide between academia and industry can
be observed in terms of available resources, with the
industry leaving academia behind. Considering the
current paradigm revolving around large language
models, some predict academia to become relegated
to a „secondary” role, being limited to, e.g., eval-
uation of models developed by private companies.
I am very interested in alternative, more optimistic
perspectives regarding this issue or ideas relating to
preventing the pessimistic one.

• Will SDSs be more widely used in the future?
How? In what scenarios? With the somewhat re-
cent advances (and, more importantly, public recog-
nition) of generative AI, I think that in the future,
SDSs will be used way more widely, albeit we can
expect to mainly see more conversational systems
focused only on holding a natural-sounding con-
versation with a user without a task component in-
volved. Nevertheless, I think that in the long run,
this will also bring attention to research aimed at
supplementing task-oriented SDSs with controlled
(grounded) generative modules.

3 Suggested topics for discussion

• The importance of additional sources of knowledge
in SDSs: global context, ontologies, external knowl-
edge bases, grounding, etc. Are such solutions nec-
essary in the long run? Or is further pure compute
scaling sustainable?

• Is developing a robust test for measuring high-level
natural language understanding that will not fall
prey to the AI effect like the Turing test possible?
What could it look like?

• Long-term perspectives for transformer-based mod-
els in the dialogue domain. Can we expect fu-
ture breakthroughs without changing the current
paradigm?

• Is there potential in integrating SDSs with embod-
ied AI agents? What are the implications of such a
synthesis?
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1 Research interests
My PhD focuses on conversational agents for behaviour
change, with a focus on the feasibility of applying Large
Language Models (LLMs) such as GPT-4 in this context.

1.1 Prompt Engineering and Conversational
Framework Design for LLMs for Wellbeing

I designed a conversational framework based on Motiva-
tional Interviewing theory, a client-centered therapy ap-
proach that emphasizes open questions and reflections
to help clients find their own reasons and strategies for
change Miller and Rollnick (2002); Clifford and Curtis
(2016). The framework classifies user turns with codes
relevant for behaviour change Miller et al. (2003) and
selects a counsellor behaviour to be prompted to GPT-
4 based on the user utterance type. I will evaluate to
what extent GPT can be controlled in this context us-
ing the prompt engineering techniques employed in the
conversational framework, and what current restraints of
such models are in the context of interactions that rely on
deeply social behaviours such as empathy and conveying
an understanding of underlying expressed emotions and
thoughts. In this context, I am also exploring how to mit-
igate potential harms of using such a technology in the
context of behaviour change. To achieve this, it is im-
portant to define how LLM-output in the context of em-
pathy and therapist-client interactions can be evaluated.
Thus, I am interested in evaluation metrics for NLG in
niche contexts where no ground truth is available, such as
Sharma et al. (2020); Welivita and Pu (2020). In the same
vein, I want to explore methods of harm mitigation, for
instance caused by unhelpful advice or reinforcing neg-
ative behaviours if misused (i.e. supporting weight loss
for anorexic users).

1.2 Effects of LLM-driven Motivational Chatbot on
Behaviour Change Motivation

For the remainder of my PhD, I will mainly focus on the
effects a conversational agent using the created conver-
sational framework has on motivation and readiness to
change behaviour. To do this, I will run two user stud-
ies, the first utilizing situated work task situations, where
participants are requested to imagine they want to pur-
sue a specific behaviour change before conversing with
the chatbot. In this user study, we will measure whether

the framework created leads to higher therapeutic align-
ment, user engagement, and perceived empathy and com-
petence than a LLM-based chatbot that does not use the
framework. The measures we will employ are based on
similar research by He et al. (2022). The text data col-
lected in this study will be analysed with regard to the
quality of conversation and potentially harmful LLM-
outputs. I will also explore, to what extent user behaviour
influences the quality of the conversation. For instance,
I hypothesize, that conversations with shorter user utter-
ances might be less successful, as they give the chatbot
less to work with.

In the second study, we will then test the conversational
agent on people who are actually interested in changing
their own behaviour. In this study, we will also mea-
sure effects of the chatbot on self-efficacy, readiness to
change, and goal reflection. Participants will fill out all
three measures both before and after the interaction with
the chatbot. An increase in readiness to change, self-
efficacy, or goal reflection will be a sign of the success
of the intervention and the feasibility of using the chat-
bot to increase motivation for behaviour change. In fu-
ture work, these evaluations could be complemented by a
longer term study which investigates effects on behaviour
change success.

2 Spoken dialogue system (SDS) research
I believe, that ChatGPT has caused a paradigm shift in the
field of conversational AI research. Not only has it led to
new opportunities of research, it also put chatbots on the
map for the general population. This leads to a wider un-
derstanding of conversational AI and SDS in the general
population. However, this also has the potential of lead-
ing to the privatization of conversational AI and SDS re-
search, as it becomes harder and harder for researchers to
compete with the financial prerequisites and manpower in
industry. On the other hand, it could also mean increased
collaboration between industry and academic research.

Ethical design is also a challenge that becomes increas-
ingly important in times of LLMs. The curation of less
biased datasets for training, the mitigation of the envi-
ronmental impact of LLMs, and the containment of low-
paid, unethical labour employed by industry creators of
such models all call for solutions, which leave a rich gap
for ethical research in the context of large models for con-
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versational AI.

3 Suggested topics for discussion
Here, authors will suggest three topics for discussion in
the discussion panels during the event. As an example,
here are some of the discussion topics discussed in previ-
ous workshops:

• Evaluation of LLM-outputs when no ground
truth/gold data is available

• Controllability of LLM-based text generation

• How can researchers compete with industry consid-
ering the difference in funding and manpower?

It is recommended to suggest topics, on which the au-
thor has knowledge, but also topics that they find inter-
esting and relevant to the young community.
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1 Research interests
My primary research focus lies in the domain of Text
Style Transfer (TST), a fascinating area within Natural
Language Processing (NLP). TST involves the transfor-
mation of text into a desired style while approximately
preserving its underlying content. In my research, I am
also driven by the goal of incorporating TST techniques
into NLP systems, particularly within the realm of dia-
logue systems. I am intrigued by the concept of Stylized
Dialog Response Generation, which aims to enhance the
versatility and adaptability of dialog systems in generat-
ing text responses with specific style attributes. By ad-
vancing our understanding of TST and its integration into
dialogue systems, my research seeks to contribute to the
broader field of human-computer interaction. Through
the development of robust and versatile dialogue systems
with enhanced style transfer capabilities, we can facili-
tate more engaging and personalized conversational ex-
periences.

1.1 Text Style Transfer
Text style transfer (TST) is an NLG task that aims to au-
tomatically control the style attributes of a text while pre-
serving the style-independent content (Jin et al., 2022; Hu
et al., 2022). In McDonald and Pustejovsky (1985), style
is defined as a notion that refers to the manner in which
semantics is expressed. Style has also been defined in
Hovy (1987) by its pragmatic aspects, which can be ex-
pressed as a variety of concepts, such as sentiment, emo-
tion, humor, similes, personality, politeness, formality,
simplicity, or authorship, which is generally expressed in
the TST research as a variety of styles (Jin et al., 2022;
Hu et al., 2022). Table 1 shows some basic examples of
TST.

My research interests in the field of Text Style Transfer
(TST) encompass several important areas:

• Exploring methods to perform TST task without di-
rect supervision (i.e., in case of the unavailability of
the parallel data).

• Developing models that accurately control style at-
tributes while preserving the style-independent con-
tent in the generated text.

• Deal with the barriers of lack of training and evalu-
ation datasets in TST tasks.

• Designing comprehensive evaluation measures tai-
lored specifically to TST tasks to ensure reliable as-
sessments of system performance.

• Build TST-based downstream applications.

In my research, I have developed a sentiment trans-
fer model (Mukherjee et al., 2022) that accurately con-
trols sentiment attributes in generated text, striking a bal-
ance between style transfer and content preservation. Ad-
ditionally, I have proposed a polite chatbot (Mukherjee
et al., 2023) that generates polite and coherent responses
based on the given context.

Moving forward, my future research will focus on
further tackling the challenges in TST tasks, introduc-
ing innovative automatic evaluation measures, providing
benchmark models and datasets for the TST community,
and building TST-based applications.

1.2 Stylized Dialogue Response Generation
In the field of dialogue systems, researchers are using
Text Style Transfer (TST) techniques to generate dialog
responses with different styles. TST allows them to ma-
nipulate the style of the generated text, such as making
it more informal or adding specific emotions or polite-
ness. This enhances the flexibility and adaptability of di-
alog models to produce text that matches desired style at-
tributes. While traditional research in dialogue response
generation focused on producing grammatically correct
and contextually relevant responses, it was found that
simply being coherent may not make the chatbot engag-
ing.

Politeness plays a crucial role in enhancing interac-
tions and relationships between participants. To address
this, we developed a polite chatbot model that generates
responses that are both polite and coherent in the given
context (Mukherjee et al., 2023).

Researchers also explored generating persona-based
responses to maintain consistency and capture back-
ground information (Li et al., 2016). They encoded per-
sonas of individuals to model human-like behavior. For
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Source Style Target Style
Impolite → Polite: Shut up! the video is starting! Please be quiet, the video will begin shortly.
Negative → Positive: The food is tasteless. The food is delicious.
Informal → Formal: The kid is freaking out. That child is distressed.

Table 1: TST examples regarding sentiment, polarity, and formality.

example, the Emotional Chatting Machine introduced by
Zhou et al. (2018) generates responses with emotional
tones based on the content.

By leveraging TST techniques and exploring different
style attributes, including conversational style, emotion,
and politeness, researchers aim to create more engaging
and personalized dialog systems. These efforts contribute
to aligning dialog systems with user preferences and ex-
pectations.

2 Spoken dialogue system (SDS) research
In the next 5 to 10 years, the field of dialogue re-
search will witness significant advancements. Young
researchers have the opportunity to contribute to trans-
formative developments in Spoken Dialogue Systems
(SDS).

The convergence of academia and industry will narrow
the gap between theoretical advancements and practical
applications. This collaboration will lead to more robust
and adaptable SDS architectures, enabling non-experts to
create virtual conversational agents and collaborative as-
sistants easily.

Key questions to address include leveraging language
models for practical task-oriented dialogue systems, in-
corporating cognitive modeling to enhance goal-driven
behavior, and focusing on user-centricity and extreme
personalization.

There are differences between SDS research in
academia and industry, with academia emphasizing fully
automated learning and interpretability, while industry
research gradually incorporates neural components into
hand-coded systems.

SDS will be widely used in various scenarios, includ-
ing voice assistants in everyday devices, specialized ap-
plications like car assistants and healthcare, and "AI for
good" initiatives for accessibility and inclusivity.

In summary, the future of SDS research lies in the con-
vergence of academia and industry, the development of
user-centric and personalized dialogue systems, and col-
laboration between interdisciplinary researchers.

3 Suggested topics for discussion
As we delve into the exciting realm of spoken dia-
logue systems (SDS) research, we propose three thought-
provoking topics for discussion during the event. These
topics not only align with our expertise but also resonate

with the interests and relevance to the young research
community.

Stylistic Expressiveness in Dialogue Systems: One
area of focus is exploring the potential of text style
transfer (TST) in stylized dialog response generation.
Discussions can revolve around advancements in gen-
erating stylistically expressive responses, including but
not limited to polite dialog generation, personalized di-
alog generation, and other forms of stylized dialog re-
sponse generation. Sharing best practices, challenges,
and novel techniques to achieve high-quality and con-
textually appropriate stylized responses would enrich our
understanding of how to enhance the naturalness and user
satisfaction in SDS interactions.

Evaluation Metrics for Stylized Dialog Systems:
Evaluation plays a crucial role in assessing the effective-
ness and performance of SDS, particularly in the context
of stylized dialog response generation. Engaging in dis-
cussions about the development of evaluation methodolo-
gies, metrics, and benchmarks specific to stylistic quali-
ties would greatly benefit the research community. By ad-
dressing challenges such as subjective assessment, cross-
system comparison, and capturing the nuances of style,
we can establish standardized evaluation practices that
facilitate fair and comprehensive evaluations of different
stylized dialog systems.

Ethical Considerations in Stylized Dialog Systems:
Given the increasing adoption of SDS and the impact it
has on human-computer interactions, ethical considera-
tions are paramount. Engaging in discussions about the
ethical implications of stylized dialog systems, such as
potential biases, fairness, transparency, and privacy con-
cerns, would enable us to develop responsible and so-
cially aware SDS solutions. By collectively exploring
ways to mitigate biases, ensure user privacy, and foster
inclusivity in stylized dialog systems, we can shape the
future of SDS research with a strong ethical foundation.

These suggested topics provide opportunities for
knowledge exchange, critical thinking, and collabora-
tion among researchers interested in text style transfer
and stylized dialog response generation. By delving into
these areas, we can foster innovation, address challenges,
and drive the advancement of SDS technologies with a
focus on user-centricity and ethical considerations.
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1 Research interests

The section is devoted to the author’s interests, which are
developed in the course of research conducted as part of
his development at the university and his professional du-
ties in his paid work.

1.1 The process of creating conversational agents

The author’s interest is to work on dialogue systems and
to develop software that will serve a group of users as
daily aids within various areas of their lives. As part of
his professional experience and research conducted dur-
ing his graduate study, the author has faced the chal-
lenges of producing modern dialog systems. AMUseBot
is a system developed as part of a research and develop-
ment project during the study period. The agent is the
user’s helper in the process of cooking. The emphasis
was placed on the multimodality of the system, in addi-
tion to the chat interface, the steps of the recipe are pre-
sented in an interface, based on a graph, so that the user,
can easily follow the steps of the recipe and the agent has
a voice interface (Christop et al., 2023).

1.2 The NLU part of the conversational agents

The complexity of today’s dialogue agents opens the door
to many possible studies of individual modules. The au-
thor focuses his attention on the NLU module, which is a
key component of any dialog system. The responsibility
of this module is to understand the current utterances of
the user. This task consists of two subtasks, speech act
classification, and slot value extraction. The challenges
posed are non-trivial, from the fact that the system cre-
ators cannot predict what words the user will try to con-
vey information with. There are many techniques used to
improve the quality of these modules (Bayer et al., 2021).
One of the techniques explored more extensively by the
author in his thesis is data augmentation. In the thesis,
the author focuses on comparing the performance of ex-
isting augmentation methods and extending the existing
augmentation technique using translation chains within
back translation methods.

Aiming to push the boundaries in NLU research, the
author announces his work on the challenge announced

with the DSTC11 Track 2 with the title: "Intent In-
duction from Conversations for Task-Oriented Dialogue".
The author tests the impact of the augmentation tech-
niques studied on the final result of the generated solu-
tion. The task consists of two subtasks: “intent cluster-
ing, which requires participants to assign labels to turns
in the dialogues where customers express intents open
intent induction, in which participants must induce a set
of intents from dialogues, with each intent defined by a
list of sample utterances to be used as training data for an
intent classifier.” (Gung et al., 2022).

1.3 Approach
The adopted solution is to modify only the given datasets,
not the clustering algorithm. The text augmentation
method is back-translation en->de->en, with the utiliza-
tion of Opus-MT (Tiedemann and Thottingal, 2020). The
particular models are chosen due to the high similarity
of the output translations to source data and are being
chosen by other authors in similar problems (Ido et al.,
2020). The size of the generated set takes values in the
range <0.0; 1.0> of the size of the source data.

1.4 Results
The results showed an improvement in the performance
of the clustering (see 1.4). The induction methods with an
accuracy improvement of 4,67% will result in 8th place
(among 20 registrations). Achieved results indicate that
data augmentation is beneficial to use in unsupervised
techniques like in the supervised methods.

Figure 1: Result in f1 metric for augmentation experi-
ments in intent clustering.
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2 Spoken dialogue system (SDS) research

Thanks to the recent success and development of LLM
and technologies such as ChatGPT (Radford et al.,
2019), users are very keen on dialogue systems, and inter-
est in the subject matter and work will bring a number of
improvements and enhancements to the technologies we
currently know. Although predicting the future of tech-
nology for a period of time greater than 5 to 10 years
gives the impression of being impossible, there are some
fields that are likely to be explored in future works.

• Regarding the growing popularity of virtual agents
they will become more accessible and help in more
areas of our lives, they will provide legal assistance,
health care, and technical assistance.

• The responses of the assistants will be more person-
alized and will take into account the different con-
texts of the user, the context of the conversations,
the profile of the user, and his mood and emotions.

• More and more optimized solutions will be created,
and the computational complexity of the modules
used to build the systems will decrease, enabling
software developers to start using more and more
advanced models to create dialogue assistants (Peng
et al., 2023).

3 Suggested topics for discussion

Regarding the participation in the DSTC11 challenge and
the author’s topic of research work, the suggestions for
the discussion subjects are:

• The results of the work on the challenge with the
DSTC11 in particular: the applied strategy to solve
the problem, the results of the used techniques, and
the use of augmentation.

• Improvements for the topic of unsupervised aug-
mentation methods, exploration of the subject of
back translation, and further directions of research.

The expectations for the dialogue are constantly grow-
ing along with the quality of each submodule. The top-
ics presented are particularly important as they relate to
improving the quality of the cutting-edge modern NLU
module.
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1 Research interests

My research interests encompass two key areas: mea-
suring user satisfaction in goal-oriented dialogue sys-
tems and exploring the potential of multi-modal inter-
actions. In the context of goal-oriented dialogue sys-
tems, I am particularly focused on evaluating and enhanc-
ing user satisfaction throughout the interaction process.
Task-oriented dialogue systems play a vital role in facil-
itating efficient and effective task completion for users.
However, assessing user satisfaction goes beyond simply
measuring task success rates and accuracy. It involves
capturing the user’s subjective perception of satisfaction,
which requires the development of comprehensive eval-
uation methodologies and metrics. I aim to investigate
novel approaches for measuring user satisfaction in goal-
oriented dialogue systems, addressing the limitations of
existing evaluation techniques and proposing innovative
strategies for improvement.

Additionally, I am intrigued by the possibilities offered
by multi-modal dialogue systems. These systems lever-
age multiple modes of communication, such as speech,
text, gestures, and visuals, to enhance the user experi-
ence and improve the overall quality of interactions. By
incorporating different modalities, multi-modal dialogue
systems have the potential to provide more natural and
immersive conversations.

1.1 Evaluating user satisfaction in task-oriented
dialogue agents

As the field of dialogue agents development continues to
advance, it becomes crucial to evaluate their performance
and measure user satisfaction. Traditional approaches to
evaluating textual documents or tweets may not directly
translate to dialogue agents due to the dynamic nature
of dialogues and the contextual changes that occur over
time (Yang et al., 2022). To ensure user engagement and
coherence throughout the conversation, it is important to
address the challenges of fulfillment of the user’s needs.
Additionally, incorporating paralinguistic cues, such as
intonation and emotional recognition, can significantly
impact the user experience and effectiveness of dialogue
agents. I aim to explore different methodologies and ap-

proaches for evaluating dialogue agent user satisfaction,
considering both subjective and objective measures. By
understanding the factors that contribute to user satisfac-
tion, we can enhance the development and deployment
of dialogue agent systems to better meet user needs and
expectations.

1.2 Multimodality in dialogue system
Additionally, my focus extends to the exciting domain of
multi-modal dialogue systems, which offer a wide range
of possibilities and advancements over traditional text-
based solutions. Notably, my team and I have finished
developing AMUseBot (Christop et al., 2023), a multi-
modal dialogue system designed to assist users in the
cooking process. AMUseBot boasts a rich multi-modal
interface encompassing speech, text, and dynamic graphs
that are presented during conversations. By incorporat-
ing multiple modes of communication, AMUseBot cre-
ates a more immersive and intuitive user experience, en-
abling users to interact naturally and obtain information
efficiently.

One of the key advantages of multi-modal dialogue
agents lies in their ability to leverage different modalities
to convey information effectively. While text-based so-
lutions have been predominant in dialogue systems, the
inclusion of speech and visual elements adds a new di-
mension to the interaction, mimicking real-life conver-
sations more closely. With AMUseBot, users can con-
verse through speech, type text, and even receive vi-
sual representations of recipes and cooking instructions.
This multi-modal approach enhances the system’s ability
to provide comprehensive assistance and accommodates
users with varying preferences or accessibility needs.

Moreover, the architecture of AMUseBot combines
both machine-learning and rule-based components, lever-
aging the strengths of each approach. The machine-
learning components enable the system to learn from
data and adapt to user preferences, while the rule-based
components provide explicit control and enable domain-
specific knowledge integration. This hybrid approach en-
sures the system’s flexibility, adaptability, and accuracy
in understanding user queries, offering tailored recom-
mendations, and guiding users throughout the process.
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2 Spoken dialogue system (SDS) research
• Where do you think the field of dialogue research

will be in 5 to 10 years? I anticipate a greater em-
phasis on multi-modal dialogue systems. With ad-
vancements in technologies such as Computer Vi-
sion and gesture recognition, integrating visual and
textual cues into dialogue interactions will provide
richer and more immersive experiences. This opens
up new possibilities for dialogue systems to under-
stand and respond to not just spoken language but
also visual and non-verbal communication, making
the interactions more natural and intuitive.

• What are the most important things for users
of SDSs? SDSs that exhibit context awareness are
highly valued. Users expect SDSs to remember
the context of the conversation, maintain continu-
ity, and intelligently handle follow-up questions or
references. Understanding and retaining contextual
information enable SDSs to provide more personal-
ized and relevant responses, enhancing user satisfac-
tion.

• Will SDSs be more widely used in the future?
How? In what scenarios? While multi-modal
dialogue systems contribute to the wider usage of
SDSs, their application extends beyond that. SDSs
will find extensive use in customer service, health-
care, education, smart homes, and accessibility do-
mains.

• Is there a difference between SDS research in
academia and industry? Academic researchers
delve into fundamental questions, such as dialogue
management, state tracking, and user satisfaction
metrics, conducting controlled experiments and de-
veloping benchmark datasets. In contrast, industry-
focused SDS research prioritizes practical applica-
tions and real-world deployment, aiming to create
commercially viable systems that address user needs
and enhance experiences. Industry researchers focus
on scalability, robustness, and reliability, optimiz-
ing system performance, integration, and engineer-
ing considerations.

3 Suggested topics for discussion
• Using multimodality in goal-oriented dialogue sys-

tems

• Development of robust evaluation metrics for dia-
logue systems that exhibit a high correlation with
human user satisfaction.

• Personalization in dialog. Giving chatbots personas
for higher user focus.
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1 Research interests
My research interests broadly lie in the area of Infor-
mation Extraction from Spoken Dialogue, with a spa-
cial focus on state modeling, anaphora resolution, pro-
gram synthesis & planning, and intent classification in
goal-oriented conversations. My aim is to create em-
bedded dialogue systems that can interact with humans in
a collaborative setup to solve tasks in a digital/non-digital
environment.

Most of the goal-oriented conversations usually in-
volve experts and a laypersons. The aim for the expert is
to consider all the information provided by the layperson,
identify the underlying set of issues or intents, and pre-
scribe solutions. While human experts are very good at
extracting such information, AI agents (that build up most
of the automatic dialog systems today) not so much. Most
of the existing assistants (or chatbots) only consider indi-
vidual utterances and do not ground them in the context
of the dialogue. My work in this direction has focused
on making these systems more effective at extracting the
most relevant information from the dialogue to help the
human user reach their end-goal.

1.1 Information Extraction from Doctor-Patient
Dialogue

Following each patient visit, physicians draft long semi-
structured clinical summaries called SOAP notes. While
invaluable to clinicians and researchers, creating digi-
tal SOAP notes is burdensome, contributing to physician
burnout. Physicians spend more than 2 hours creating
and updating these SOAP notes for every hour of direct
patient care.

To automate this arduous task of SOAP note gen-
eration, I worked on a pipeline that converts the dia-
logue into transcripts, performs speaker diarization, ex-
tracts the most important utterances from the physician-
patient conversation, and then summarizes them in the
required format and structure. We built state-of-the-art
transformer-based extractive and abstractive summariza-
tion architectures to extract the most relevant information
from the conversation transcripts (Krishna et al., 2021).

First, the extractive summarization module clusters
and classifies the transcript utterances into the SOAP sec-
tion they contain information for e.g., Past Medical His-
tory, Assessment, etc. One of the main novelty points

of this module was that it learns contextual representa-
tions for each utterance in the conversation by ground-
ing them onto the UMLS (a medical ontology) concepts
and conditioning them on the information flow and asym-
metric roles/ expertise of the speakers (patient vs physi-
cian) (Khosla et al., 2020). Finally, the abstractive mod-
ule creates a summary for each cluster conditioned on the
predicted SOAP note section. This conditioning tailors
the output summary to the format expected by each sec-
tion. Overall, our system was one of the first complete
pipelines to automatically generate SOAP notes from
conversation transcripts between patients and physicians.

1.2 Anaphora Resolution in Dialogue

Most of the earlier work in the Anaphora Resolution com-
munity has focused on expository text. Some example
datasets include (most domains within) ONTONOTES
(Pradhan et al., 2012), GAP (Webster et al., 2018), etc.
The systems built on these datasets often focused only
on identity anaphora resolution. More recently, research
has been carried out for interpretations beyond identity
anaphora in datasets like ARRAU (Poesio et al., 2018).

During my Masters, I worked on creating new bench-
marks and systems for three types of anaphoric relations
(identity, bridging, discourse deixis) in a dialogue setting.
I spearheaded the creation of multiple dialogue datasets
labeled with these different types of anaphoric relations.
These datasets were then used to host the CODI-CRAC
2021 (Khosla et al., 2021) and 2022 (Yu et al., 2022a)
Shared-tasks where we invited other researchers in the
community to build new systems that solve this problem.
I also worked on the metrics that were used to score the
different systems that were submitted to the shared task
(Yu et al., 2022b). We created a first of its kind state-of-
the-art benchmark dataset, and a baseline system to per-
form automatic resolution of these three different types of
anaphoric relationships in dialogue. Our system was built
on top of a transformer-based encoding layer, trained, and
evaluated to perform generalizable anaphora resolution in
different types of dialogue settings.

1.3 Intent Classification in Dialogue

My ongoing work is in performing contextual intent clas-
sification in spoken & written dialogue between humans
and an agent. Most of the existing production-ready as-
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sistants are not good at grounding the interactions in the
context of the dialogue.

I am actively researching on creating dialogue systems
that can perform context-dependent intent classification
on the incoming user utterance, and interact with exter-
nal tools/ APIs to perform further processing conditioned
on that intent. I worked on a transformer-based state-of-
the-art intent classification system that not only classifies
incoming utterances into different intents that the assis-
tant can handle, but also detect utterances that are out-
of-scope for the assistant’s current capabilities to grace-
fully convey to the customer (Khosla and Gangadhara-
iah, 2022b). In our recent work, we also created a new
intent-classification dataset that evaluates the prowess of
state-of-the-art models on samples that can prove to be
adversarial in the production scenario Khosla and Gan-
gadharaiah (2022a). The dataset was a significant con-
tribution as it was a first of its kind that evaluated intent
classification systems on non-iid distributions.

2 Spoken dialogue system (SDS) research

Owing to the fast-paced innovations in language and
speech, SDSs are likely to transition into becoming use-
ful assistants for the human users. They might go one step
further, and be able to interact with their environment to
perform tasks and help the user achieve their goal. To get
to this stage, however, SDS research has to focus on di-
alog management modules that are capable of accurately
modeling user’s intents and goals, translating those in-
tents into actionable steps (or programs), executing those
steps in their (digital) environment, and deploying reme-
dial measures when needed. All of which will need to
happen in a transparent, verifiable, and controlled setting.

3 Suggested topics for discussion

• End-to-end vs Modular methodologies for Spoken
Dialogue Assistants.

• Program Synthesis and Planning in Dialogue Assis-
tants to perform complex tasks.

• Methods for Efficient Interaction with Digital/Non
Digital APIs and Tools.

• Modeling multi-modal context in Dialogue.
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1 Research interests
My research interests lie in the area of modelling natu-
ral and human-like conversations, with a special focus
on emotions in task-oriented dialogue (ToD) systems.
ToD systems need to produce semantically and grammat-
ically correct responses to fulfil the user’s goal. Being
able to perceive and express emotions pushes them one
more step towards achieving human-likeness. To begin
with, I constructed a dataset with meaningful emotion la-
bels as well as a wide coverage of emotions and linguistic
features in ToDs. Then, I improved emotion recognition
in conversations (ERC) in the task-oriented domain by
exploiting key characteristics of ToDs. Currently, I am
working towards enhancing ToD systems with emotions.

1.1 Dataset Construction
Current research on emotions in conversations focuses
on chit-chat dialogues because chit-chat dialogues are
means for emotional expression and therefore are usu-
ally rich in emotions. Yet, emotions in ToDs, another
important genre of spoken dialogues, are overlooked. In
ToDs, users aim to achieve specific goals, such as ho-
tel booking, by interacting with the system. While it is
true that users do not express emotion the same way as
they do in chit-chat dialogues, I observed that users do
express various emotions concerning their goals. Users
may talk about their feelings towards assorted situations
that prompt them to interact with the system, such as a
robbery or a vacation. It is also not uncommon to observe
that users apologise to the system when they believe that
they have caused trouble or confusion to the system, for
example, when they try to correct or change their search
criteria. In some worse scenarios, users may even insult
the system. I am interested in such emotional nuances
in users, which can have different implications for the
system and would require different response strategies.
This led me to construct EmoWOZ, a corpus of task-
oriented dialogues where user emotions are annotated
with our tailored annotation scheme (Feng et al., 2022).

1.1.1 Annotation Scheme for User Emotions
Existing ERC datasets make use of basic emotions

from psychological theories. However, these emotion la-

bels do not capture enough emotional nuances that are
meaningful enough for ToDs. For example, to a ToD
agent, it is unclear what “happiness” or “positive” means.
What is missing that may influence system response here
is whether the user emotion is elicited by the system.

In this spirit, I designed a tailored annotation scheme
inspired by the Ortony, Collins, and Clore (OCC) model
where emotions are defined as valenced reactions to var-
ious cognitive elicitors (Ortony et al., 1988). I devised a
set of seven emotion labels considering three emotional
aspects: valence, elicitor, and conduct. Valence con-
cerns the positivity or negativity of emotions. Elicitor
can be the system, including the entity proposed by the
system, an event/fact, which is out of control of the sys-
tem, or the user. The conduct aspect accounts for abusive
behaviours.

1.1.2 Dialogue Collection and Annotation
I annotated user emotions in dialogues from two

sources using Amazon Mechanical Turk. The first source
is MultiWOZ (Budzianowski et al., 2018), one of the
most well-established datasets for ToD modelling. Exist-
ing dialogue state labels in MultiWOZ allow us to inves-
tigate how task information can be leveraged to improve
emotion recognition. The numerous benchmark results
on MultiWOZ also allow us to directly assess the effec-
tiveness of introducing emotion in ToD modelling tasks.

Since dialogues in MultiWOZ are human-to-human,
and human operators rarely make mistakes, I additionally
collected human-to-machine dialogues for balanced emo-
tion coverage and diverse linguistic expressions. We refer
to this sub-set as DialMAGE (Dialogues with a MAchine
GEnerated policy).

1.1.3 Annotation Quality Assurance
Given the difficulty and subjectivity in text emotion

annotation, we adopted several quality assurance meth-
ods such as tutorials, qualification tests, hidden tests,
and outlier detection. Each utterance was annotated by
three English-speaking workers. The final inter-annotator
agreement (Fleiss’ Kappa) is 0.6, suggesting moderate to
substantial agreement. This suggests a good usability of
the dataset.

54



1.2 Improving ERC in ToDs

To build an emotion-aware ToD system, the first step
is to give the system the ability to recognise user emo-
tions. I first trained chit-chat ERC models with EmoWOZ
and observed suboptimal results. This motivated me to
exploit the characteristics of ToDs to improve ERC in
ToDs. I proposed a framework called ERToD (Emotion
Recogniser for Task-oriented Dialogues), which effec-
tively adapts chit-chat ERC models to the task-oriented
domain by addressing three critical aspects: data, fea-
tures, and objectives. First, I proposed two strategies
of data augmentation to alleviate the class imbalance in
EmoWOZ. Second, I used dialogue state as the task in-
formation encoding in combination with sentiment-aware
text encoding. Third, I devised a multi-task learning ob-
jective and a novel emotion-distance weighted loss func-
tion. These approaches significantly improved the ERC
performance of existing models.

1.3 Enhancing ToD Systems with Emotion

The ultimate goal of studying emotions in ToDs is to im-
prove the system in either objective evaluation metrics or
subjective user experience. Emotion is very important for
a human operator, so can it influence all components in a
modular ToD system. Correctly identifying the user emo-
tion by the operator helps accurately identify the intent
of the user and the status of the task completion, suggest-
ing the potential of using emotion to improve downstream
ToD modelling.

I showed that by considering emotion recognition as
an auxiliary task in a multi-task learning framework, the
joint goal accuracy of TripPy (Heck et al., 2020), a strong
BERT-based dialogue state tracker, can be significantly
improved. Our group has also developed an emotional
user simulator (Lin et al., 2023), which exhibits diverse
emotional expressions while achieving comparable task-
related performance with other state-of-the-art generative
user simulators. Currently, I am working towards incor-
porating emotion into other ToD modules, namely the di-
alogue policy and the natural language generator.

2 Spoken dialogue system (SDS) research

I expect in the future that SDSs can be more human-like
by not only mimicking human responses but also mim-
icking the thinking process of humans. This should in-
volve rationalising each decision of the system. Specific
to my research interest, I envisage more use of emotion in
task-oriented dialogue systems to push further the system
performance as well as to improve the explainability of
system behaviours via emotion. For example, the system
should understand the user’s situation and the cause of the
user’s emotion, which can hopefully lead to an optimal
choice of dialogue acts as well as the system’s emotional

conduct.

3 Suggested topics for discussion
• Ethics in Conversational AI: When talking to com-

puters, users are less refrained from showing impo-
liteness. What can we do to detect such behaviours?
What is the proper response of a conversational AI?
How can a conversational AI redirect the user to-
wards good conduct?

• Professionality: What is the desired interpersonal
skill and emotional behaviour of a ToD agent when
it tries to show empathy?

• Large Language Models (LLMs): How can LLMs
be applied to ToD when they are still prone to prob-
lems such as confabulation?
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1 Research interests
I am broadly interested in evaluation of dialogue sys-
tems, in all its many facets: The data they are trained
on, their ability to perform a task successfully, their skills
with respect to various dialogue phenomena, their re-
semblance to human cognitive processes, and their eth-
ical and societal impact. More specifically, my research
topics focus on understanding the possibilities and lim-
its of current multimodal neural network-based models
to incrementally encode information for natural language
understanding in general and also for building common
ground and asking for clarification. Besides, I am in-
terested in dialogue games as a means to elicit and col-
lect dialogue data and to evaluate the abilities of dialogue
models.

1.1 Incremental Processing in the Age of
Non-Incremental Encoders

My main line of research has been on employing bidirec-
tional models, like bidirectional LSTMs (Hochreiter and
Schmidhuber, 1997) and Transformers (Vaswani et al.,
2017), for incremental processing. When used under
a restart-incremental paradigm (Schlangen and Skantze,
2011), these models incrementally build partial represen-
tations that are useful despite they typically being trained
on full sequences. I have assessed their incremental
behaviour on multiple tasks (Madureira and Schlangen,
2020; Kahardipraja et al., 2021). Then, I supervised a
thesis on modelling a recomputation policy (Kahardipraja
et al., 2023), which led to a proposal of an evaluation
methodology for revisions (to be presented at SIGdial
2023). I am currently interested in finding means to inter-
pret these sequences of partial hypotheses, linguistically
and with the aid of cognitively-motivated signals.

1.2 Scorekeeping
Beyond token-level incremental processing, dialogue
models should handle the conversational grounding
turn by turn, incrementally building representations that
encode what information is private and at which moment
something becomes (and remains) shared. I have pro-
posed an evaluation method (Madureira and Schlangen,

2022) to investigate to what degree visual dialogue mod-
els appropriately do scorekeeping (Lewis, 1979). This
method has been realised both as a probing task with the
internal state representations and also by posing direct
questions to an agent.

1.3 Clarification Requests in Multimodal Dialogue
Games

Dialogue games can be useful means both to collect di-
alogue data and to evaluate a dialogue model. I have
been studying the multimodal, instruction-following
CoDraw game (Kim et al., 2019) in more detail, and
have provided annotation on Instruction Clarification
Requests which shows that this is a very rich and large
CR dataset (Madureira and Schlangen, 2023b,a). I have
been working on the task of detecting the moments to ask
iCRs and am also interested in the problems of what and
how to ask.

2 Spoken dialogue system (SDS) research

I do not dare trying to predict what the field of dialogue
research will be in 5 to 10 years given the pace of the
latest innovations. But I am convinced that evaluation
is a cornerstone for model development and deployment,
and that evaluation has to be much more than optimising
metrics. We need evaluation for transparency, for policy
making, for increasing the literacy and awareness of users
interacting with SDS. I strongly support that everyone
involved in building SDS continuously seek to sharpen
their perspectives on our responsibility, as individuals and
as a community, also beyond the technical and theoreti-
cal aspects. We need opportunities to promote and take
part in dialogues on many urgent topics, for instance: The
impact of these technologies in the world, the protection
of vulnerable groups, the options for regulation, the mit-
igation of risks, the influence of commercial interests on
research and on users, and the power concentration. I
am interested in discussing what actions can or should
be taken and what should we really be aiming for when
building or evaluating SDS.
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3 Suggested topics for discussion
• Modelling decisions token by token or turn by turn,

when the signal is sparse.

• Limitations of crowdworking as a method for data
collection and evaluation. Impact of task instruc-
tions, misunderstandings, subjective judgements,
quality of the data.

• Ethical considerations of what can be done versus
what should be done.
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1 Research interests

My research work centers on how to enable a human-
like interaction through generating contextual, emotional
or proactive responses, both in task-oriented and in chit-
chat spoken dialogue systems (SDSs), because natural
language generation (NLG) is an indispensable compo-
nent in SDSs and can directly affect the user interactive
experience of the entire dialogue system. In addition to
NLG, I am also interested in natural language understand-
ing (NLU), as it plays a crucial role in SDSs and is a pre-
requisite for dialogue systems to generate replies.

1.1 Commonsense enabled conversational model

Many pre-trained transformer-based (Vaswani et al.,
2017) language models (LMs) have been widely applied
in SDSs and shown promising performance. However,
the probing experiments in Zhou et al. (2021) demon-
strated that pre-trained LMs (Zhang et al., 2020; Roller
et al., 2021; Lewis et al., 2020) fail to capture com-
monsense (CS) knowledge hidden in dialogue utterances,
even though they were already pre-trained with numerous
datasets.

To improve the CS understanding and reasoning abil-
ity of a pre-trained model and to build a dialogue agent
like shown in Figure 1, we firstly inject external knowl-
edge into a pre-trained conversational model to establish
basic commonsense. Secondly, we leverage this inte-
grated commonsense capability to improve open-domain
dialogue response generation so that the dialogue agent is
capable of understanding the CS knowledge hidden in di-
alogue history on top of inferring related other knowledge
to further guide response generation (Liu et al., 2022a).

1.2 System-initiated transitions in unified SDSs

SDSs have been separately developed under two differ-
ent categories, task-oriented and chit-chat. The former
focuses on achieving functional goals and the latter aims
at creating engaging social conversations without special
goals. Creating a unified conversational model that can
engage in both chit-chat and task-oriented dialogues is
a promising research topic in recent years. We investi-
gate the “initiative” that occurs when there is a transition

I’m on a diet to lose weight.

Underlying Commonsense Knowledge
1⃝, diet [has subevent of] lose weight

2⃝, diet [related to] eat
3⃝, diet [related to] food, food [has property] healthy

Don’t forget to eat more healthy.

Figure 1: The ideal dialogue agent can understand the
CS knowledge hidden in the dialogue history ( 1⃝), mean-
while, infer the reasonable CS knowledge ( 2⃝ and 3⃝) for
further guiding an informative response generation.

from chit-chat to task-oriented in one dialogue and de-
velop proactive capabilities for unified models to be able
to initiate this transition through generating a transition
sentence (Liu et al., 2023b).

We firstly build a transition info extractor (TIE) that
keeps track of the preceding chit-chat interaction and
detects the potential user intention to switch to a task-
oriented service. Meanwhile, in the unified model, a
transition sentence generator (TSG) is extended through
efficient Adapter tuning and transition prompt learning.
When the TIE successfully finds task-related information
from the preceding chit-chat, such as a transition domain
(“train”) or transition value (“London Kings Cross”),
then the TSG is activated automatically in the unified
model to initiate this transition by generating a transition
sentence under the guidance of transition information ex-
tracted by TIE (like “If you want, I can look for a train to
London Kings Cross for you.”). This proactivity is ben-
eficial for commercial dialogue systems to actively sell
their task-related services (Chiu et al., 2022; Liu et al.,
2022b).

2 Spoken dialogue system (SDS) research
• How to tackle hallucinations in large generative

models, such as ChatGPT? Compared with its pre-
decessors, like GPT-2, the ChatGPT improved abil-
ity to generate more reasonable replies in various
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contexts. However, it is difficult to completely elim-
inate the hallucinating generations even with Chat-
GPT or GPT-4, especially when dealing with com-
plex topics. In the future, reducing hallucinations
effectively might be a persistent challenge, as it is
related to the inherent properties of neural network
architectures. In addition to model development,
we can apply some post-processing technologies to
identify and remove hallucinations from the gener-
ated output.

• How to enhance LLMs with knowledge graphs
(KGs)? Along with the introduction of LLMs,
people are more interested in integrating external
knowledge, such as knowledge graphs (KGs), into
LLMs to enhance its performance, especially for
fact-aware or question answering (QA) tasks. Yang
et al. (2023) provides a comprehensive review for
KGs enhanced pre-trained LMs and proposes some
possible research directions. From my perspective,
it is crucial to consider how KGs can be incorpo-
rated into dialogue-based generative models. Given
the impressive performance of ChatGPT, it is worth
to explore to what extent external knowledge can be
effectively exploited.

3 Suggested topics for discussion

I suggest discussing the following topics:

• Chances and challenges to SDS research commu-
nity along with the launch of ChatGPT: Since
its release at the end of 2022, ChatGPT has re-
ceived significant attention from both industry and
academia. This surge of interest has led to a grow-
ing number of researcher to devote themselves into
the study of large language models (LLMs). Mean-
while, we have also witnessed many surprising and
amazing applications for these models, such as Mi-
crosoft 365 Copilot. Despite the promising oppor-
tunities, young researchers also encounter various
challenges. Because a series of ChatGPT and GPT-
4 models are no longer publicly available, they are
not easily accessible to young researcher. Even if
we have access, do we have sufficient computing re-
sources to run these LLMs? On the other hand, there
is a need to reconsider the development of SDS, such
as for emotional chatbot, we previously explicitly
predict emotions in user utterances and leverage this
information to enable empathetic responses. How-
ever, the question arises now if it is necessary to put
in the effort to explicitly detect user emotions and
improve the accuracy of emotion detection. Because
with advanced capabilities, ChatGPT have demon-
strated the ability to perceive user emotions and gen-

erate appropriate responses accordingly (Elyoseph
et al., 2023) even without predicting user emotions.

• Understanding ability of ChatGPT: ChatGPT and
its predecessor GPT-2 are both auto-regressive gen-
eration models. However, the ChatGPT has shown
impressive capability in understanding a wide range
of topics, which underlies its remarkable perfor-
mance on generating human-like responses. Some
academic studies have started to investigate and
evaluate the logical reasoning ability of ChatGPT
and GPT-4 (Liu et al., 2023a; Zhong et al., 2023;
Zhao et al., 2023). Hence, there are some follow-up
questions, like how can we accurately evaluate the
understanding ability of these large generative mod-
els? Furthermore, do we underestimate the perfor-
mance of these large generative models in terms of
its understanding ability?

• Evaluation in LLMs: To assess the performance
of LLMs, many researchers subject ChatGPT to var-
ious Benchmarks (Zhong et al., 2023; Bang et al.,
2023). Zhao et al. (2023) explores the emotional di-
alogue capabilities in ChatGPT and finds that met-
ric results may not necessarily reflect its poor under-
standing. One potential reason is significant discrep-
ancy between its prediction standard and annotation
standard. When it comes to generation tasks, hu-
man evaluation is commonly viewed as the best re-
liable way to evaluate NLG systems, but come with
many issues, such as costly and time consuming and
human judgement bias (Celikyilmaz et al., 2020).
However, some papers (Chiang and Lee, 2023) in-
vestigate the possibility of using LLMs to be an al-
ternative to human evaluation.
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1 Research interests

The author’s objective centers around developing a spo-
ken dialogue system (SDS) that can emulate the cogni-
tive and conversational qualities of a human friend. Key
attributes such as empathy, knowledge/causality reason-
ing, and personality are integral components of human
interaction. The proposed approach involves the cre-
ation of an Empathy-enriched SDS, capable of compre-
hending human emotions and circumstances, thus pro-
viding companionship and assistance akin to a trusted
friend. Additionally, the Causality-reasoning for SDS
aims to ground the system in commonsense knowledge
and equip it with the ability to reason about causalities,
such as predicting user desires/reactions and system in-
tentions/reactions, thereby enhancing the system’s intel-
ligence and human-like behavior. Finally, the concept of
a Personality-conditioned SDS involves enabling sys-
tems to exhibit distinct personalities, further enhancing
the naturalness of human-robot interaction.

1.1 Empathy-enriched SDS

Incorporating empathy into the dialogue system is essen-
tial for improving human-robot interaction experiences,
as empathy is the emotional bonding among humans;
robots expressing empathy would give humans a feeling
of being understood and satisfied with the conversation.
To produce an empathetic response, the generative mod-
els encounter the problem of generating safe responses
(generic and meaningless, such as ‘I see’), or unnatu-
ral responses (have grammatical or logical errors, such
as ‘that is so sweet. I am sorry to hear that’). Instead,
the retrieval-based models are guaranteed to produce nat-
ural and empathetic responses, as they are retrieved from
external documents, but encounter the problem of pro-
ducing responses that are not closely relevant to the di-
alogue context. In order to address the aforementioned
challenges, the author proposed to combine a VAE-based
response generation model with a retrieval system based
on emotion recognition. Additionally, the proposed ap-
proach incorporates the use of multi-modal facial expres-
sions by the virtual agent to enhance the vividness of em-
pathy. This combined methodology is subsequently ap-
plied in human-robot interaction experiments to evaluate
its effectiveness.

1.2 Causality reasoning for SDS
Integrating commonsense knowledge into the SDS can
significantly enhance the system’s expertise and enable
it to deliver informative responses, thereby serving as
a valuable human life assistant. However, in order to
achieve a higher level of human likeness, the causality
reasoning capabilities of SDS are also essential. In par-
ticular, the ability to generate responses that cater to hu-
man satisfaction relies on accurate prediction of user de-
sires/reactions from the user’s standpoint, as well as the
ability to reason about the system’s intentions/reactions
from a perspective that closely mimics human behavior.

With the advent of large language models (LLMs)
such as GPT-3 and ChatGPT, Bang et al. (2023b) in-
troduced ChatGPT’s potential in causal reasoning based
on whether the model can make a judgment on correct
causes or effects. However, existing evaluations primar-
ily focus on assessing the LLMs’ capacity to recognize
causes or effects from the user’s perspective, rather than
generating causality explanations from the view of both
the user and the system. In this study, the author initially
evaluated the ability of LLMs for causality explanation
generation and subsequently proposed an approach to en-
hance this capability through the integration of in-context
learning and commonsense reasoning, which considers
the system’s intention and reaction, along with the user’s
desire and reaction.

1.3 Personality-conditioned SDS
Personality refers to the unique set of enduring traits,
patterns of thoughts, feelings, and behaviors that charac-
terize an individual. A personality-conditioned dialogue
system that exhibits distinct personalities, can create a
more human-like conversational experience, fostering a
sense of rapport and understanding with the users. The
expression of personality is contingent upon the situa-
tion. For example, people may be more inclined to openly
express their thoughts, feelings, and experiences among
close friends, while in a formal or initial conversation,
such expression tends to be politer and more subtly im-
plied. Furthermore, individuals with diverse personality
traits tend to exhibit distinct empathetic styles in their re-
sponses (Richendoller et al. et al (1994)). Extroverts,
for example, may frequently employ positive emotional
language and show perspective-taking compared to intro-
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verts. By incorporating personality-based empathetic re-
sponses, more gratifying conversations can be achieved.
Therefore, the author actively conducts ongoing research
in the field of personality-conditioned SDS, which aims
to develop spoken dialogue systems that adapt their re-
sponses based on individual personality traits.

2 Spoken dialogue system (SDS) research
In the forthcoming years, two potential directions for the
SDS community could involve the automated evaluation
of subjective aspects within SDS and developing person-
alized SDS to cater to users with diverse personalities.

2.1 Trustable evaluations for SDS
In the field of open-domain dialogue systems, evaluation
is commonly conducted using automatic metrics and hu-
man judgments. However, automatic metrics, such as
BLEU, METEOR, and ROUGE, are based on word over-
lap and struggle to capture the diverse nature of dialogue
systems. On the other hand, human judgments are more
reliable, but expensive and lack standardized protocols.
Hence, there exists a necessity to combine the merits of
automated and human evaluations while mitigating their
respective drawbacks. Inspired by Giorgi et al. (2023a)
who proposed human-centered metrics (such as emotion,
and personality) for dialog system evaluation, hierarchi-
cal evaluation of spoken dialogue systems (SDS) repre-
sents a possible approach to effectively quantify system
performance. For instance, at the utterance level within a
conversation, to evaluate the "relatedness," "fluency," and
"informativeness" of the responses. Furthermore, at the
conversation level, it is crucial to evaluate whether the re-
sponder demonstrates a distinct personality and exhibits
empathy appropriately. Lastly, at the system level, the
evaluation should consider the system’s ability to main-
tain robustness across interactions with users possessing
diverse personalities. However, since all the above eval-
uation aspects are subjective, the research of suitable au-
tomated metrics requires further exploration.

2.2 User-adaptable SDS
Humans with different personalities have varied prefer-
ences for systems personalities, therefore, a personalized
SDS that is adaptable to the user’s personality is essen-
tial to improve human-robot interactions. This involves a
three-step process: firstly, accurately detecting the user’s
personality, the accuracy of personality (such as big-five
traits) recognition is still not good even with the assis-
tance of LLMs; secondly, exploring the mapping between
user personality traits and corresponding system person-
alities in both chit-chatting and task-oriented domains;
and finally, personalized response generation which is tai-
lored to the user’s unique personality. Moreover, for the
purpose of achieving a higher level of human likeness, it

is crucial to incorporate a fusion of verbal and non-verbal
response generation techniques within the system. This
entails the inclusion of elements such as backchannels,
fillers, pitch variations, facial expressions, and other rel-
evant non-verbal cues. By incorporating these steps, the
SDSs are expected to effectively cater to the individual
preferences of users, thereby improving the overall inter-
action experience.

3 Suggested topics for discussion
• What are the subsequent advancements in common-

sense/knowledge reasoning for SDS, and how can
they be effectively applied to various SDS tasks?

• The interplay between personality and emotion in
personality recognition and response generation.

• In what ways can an empathy-enriched SDS con-
tribute to the treatment and management of mental
disorders?
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1 Research interests
Although task-oriented dialogue systems have improved,
not all users can accomplish their tasks (Takanobu et al.,
2020). The task success rate of the state-of-the-art
model (Feng et al., 2023) on the MultiWOZ dataset
(Budzianowski et al., 2018) is around 80%, indicating
room for improvement. Even for dialogue systems built
using large language models such as OpenAI’s Chat-
GPT1, the system performance is not always satisfac-
tory (Hudeček and Dušek, 2023). One possible reason
for this limited performance is that users fail to achieve
their tasks because of limited knowledge about the sys-
tem. Hence, I seek to offer a solution based on tutorials,
which provide users with system knowledge, and user
adaptation, which adapts the system’s behavior to that
of the user, thus enabling users to succeed in dialogues
without changing their behavior.

1.1 Tutorials in task-oriented dialogue systems
To develop appropriate tutorials, I am currently conduct-
ing studies on estimating a user’s task success ability.
Among previous studies on user ability estimation, Ghaz-
arian and Noorhosseini (2010) constructed an automatic
skill classifier that uses mouse movements in desktop ap-
plications to adjust the interface or content provided by
the system. Komatani et al. (2003) proposed a method
for estimating user attributes, such as the skill level with
respect to a system, and enabling the system to change
its behavior accordingly. However, those studies focused
on estimating user ability solely from user behavior. I
believe that consideration of the characteristics of users’
tasks would lead to better user ability estimation.

I proposed a method that estimates task success abil-
ity by applying item response theory (IRT) (Lord, 1980),
which is commonly used in education for estimating ex-
aminee abilities, in slot-filling task-oriented dialogue sys-
tems (Hirai et al., 2023). Specifically, I first collect di-
alogues in which the system presents each user with a
unique dialogue goal and the user must engage in a di-
alogue based on that goal. Next, by treating the correct
filling of each designated slot as a problem, I apply IRT

1https://openai.com/blog/chatgpt/

to estimate the item characteristics of slots. Finally, the
user engages in the dialogue based on the given goal, and
his/her task success ability is estimated by using the item
characteristics of filled and unfilled slots. Through ex-
periments on using the estimated task success ability to
predict the probability of a correct answer for each slot,
I found that the proposed method significantly outper-
formed baseline methods. In other words, the proposed
method could accurately estimate a user’s task success
ability.

I now seek to improve the estimation accuracy by ap-
plying recent deep-learning-based IRT methods. Addi-
tionally, I aim to investigate methods for estimating task
success ability more efficiently by not requiring the user
to engage in a complete dialogue. I also want to create an
interactive tutorial agent that poses a user with a certain
dialogue goal and estimates the user’s task success on the
basis of how the goal is handled.

1.2 User adaptation by task-oriented dialogue
systems

Tutorials can enable users to achieve tasks by changing
their behavior. In an engineering sense, however, it is
desirable to not require users to change their behavior,
which makes user adaptation a viable option. That is, if
a system can vary its behavior according to the user, then
users will be able to accomplish tasks more easily.

I am particularly interested in exploring methods to
adapt the system behavior according to a user’s task suc-
cess ability. For example, I want to develop a system that
leverages a user’s estimated task success ability to change
the vocabulary level, adjust the amount of information in-
cluded in an utterance, or adapt the parameters of recog-
nition models such as those used in speech recognition
and natural language understanding. For instance, Ohashi
and Higashinaka (2022) proposed a method that uses re-
inforcement learning to generate adaptive utterances for
users with a limited vocabulary. Such techniques using
reinforcement learning could be applied in this research.

I previously participated in the Dialogue Robot Com-
petition 2022 (DRC2022) (Minato et al., 2022). In
that competition, participants developed systems for hu-
manoid robots in a physical environment to act as counter
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salespeople for travel agencies. I consider this setting
ideal for developing user-adaptive task-oriented dialogue
systems, because many types of users visit travel agen-
cies, and salespeople must exhibit hospitality and adapt
to users as much as possible to enable them to accom-
plish tasks in an efficient, satisfactory manner. In addition
to the robot’s dialogue content, I also want to implement
multi-modal, user-dependent behaviors such as gestures
and facial expressions.

2 Spoken dialogue system (SDS) research

Multi-modal dialogue systems have the characteristic of
being able to convey information that cannot be conveyed
through text or speech alone. However, the research on
multi-modal dialogue systems is not especially extensive
when compared with research on text- or speech-based
dialogue systems. Additionally, most of the current re-
search on multi-modal dialogue systems focuses on sys-
tems that use images (Sun et al., 2022), whereas there is
limited research on dialogue robots in physical environ-
ments.

I believe that the scarcity of large-scale, multi-modal
dialogue datasets is one reason for the limited progress
in the field. It is anticipated that virtual-, augmented-,
or mixed-reality systems will be useful in constructing
multi-modal dialogue datasets at a lower cost, thus en-
abling the development of large multi-modal datasets.
Consequently, there will be an increase in research on
multi-modal dialogue systems, including those involving
robots.

3 Suggested topics for discussion

I would like to discuss the following topics:

• What information should be obtained from users
when adapting task-oriented dialogue systems to
them?

• Deep learning is commonly used in task-oriented di-
alogue systems but involves high costs for dataset
construction. What methods are available to collect
annotated, large-scale datasets efficiently?

• Can large language models be used for accurate an-
notation of task-oriented dialogue datasets?
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