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Poland

adrcha2@st.amu.edu.pl

1 Research interests

My research interests encompass two key areas: mea-
suring user satisfaction in goal-oriented dialogue sys-
tems and exploring the potential of multi-modal inter-
actions. In the context of goal-oriented dialogue sys-
tems, I am particularly focused on evaluating and enhanc-
ing user satisfaction throughout the interaction process.
Task-oriented dialogue systems play a vital role in facil-
itating efficient and effective task completion for users.
However, assessing user satisfaction goes beyond simply
measuring task success rates and accuracy. It involves
capturing the user’s subjective perception of satisfaction,
which requires the development of comprehensive eval-
uation methodologies and metrics. I aim to investigate
novel approaches for measuring user satisfaction in goal-
oriented dialogue systems, addressing the limitations of
existing evaluation techniques and proposing innovative
strategies for improvement.

Additionally, I am intrigued by the possibilities offered
by multi-modal dialogue systems. These systems lever-
age multiple modes of communication, such as speech,
text, gestures, and visuals, to enhance the user experi-
ence and improve the overall quality of interactions. By
incorporating different modalities, multi-modal dialogue
systems have the potential to provide more natural and
immersive conversations.

1.1 Evaluating user satisfaction in task-oriented
dialogue agents

As the field of dialogue agents development continues to
advance, it becomes crucial to evaluate their performance
and measure user satisfaction. Traditional approaches to
evaluating textual documents or tweets may not directly
translate to dialogue agents due to the dynamic nature
of dialogues and the contextual changes that occur over
time (Yang et al., 2022). To ensure user engagement and
coherence throughout the conversation, it is important to
address the challenges of fulfillment of the user’s needs.
Additionally, incorporating paralinguistic cues, such as
intonation and emotional recognition, can significantly
impact the user experience and effectiveness of dialogue
agents. I aim to explore different methodologies and ap-

proaches for evaluating dialogue agent user satisfaction,
considering both subjective and objective measures. By
understanding the factors that contribute to user satisfac-
tion, we can enhance the development and deployment
of dialogue agent systems to better meet user needs and
expectations.

1.2 Multimodality in dialogue system
Additionally, my focus extends to the exciting domain of
multi-modal dialogue systems, which offer a wide range
of possibilities and advancements over traditional text-
based solutions. Notably, my team and I have finished
developing AMUseBot (Christop et al., 2023), a multi-
modal dialogue system designed to assist users in the
cooking process. AMUseBot boasts a rich multi-modal
interface encompassing speech, text, and dynamic graphs
that are presented during conversations. By incorporat-
ing multiple modes of communication, AMUseBot cre-
ates a more immersive and intuitive user experience, en-
abling users to interact naturally and obtain information
efficiently.

One of the key advantages of multi-modal dialogue
agents lies in their ability to leverage different modalities
to convey information effectively. While text-based so-
lutions have been predominant in dialogue systems, the
inclusion of speech and visual elements adds a new di-
mension to the interaction, mimicking real-life conver-
sations more closely. With AMUseBot, users can con-
verse through speech, type text, and even receive vi-
sual representations of recipes and cooking instructions.
This multi-modal approach enhances the system’s ability
to provide comprehensive assistance and accommodates
users with varying preferences or accessibility needs.

Moreover, the architecture of AMUseBot combines
both machine-learning and rule-based components, lever-
aging the strengths of each approach. The machine-
learning components enable the system to learn from
data and adapt to user preferences, while the rule-based
components provide explicit control and enable domain-
specific knowledge integration. This hybrid approach en-
sures the system’s flexibility, adaptability, and accuracy
in understanding user queries, offering tailored recom-
mendations, and guiding users throughout the process.
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2 Spoken dialogue system (SDS) research
• Where do you think the field of dialogue research

will be in 5 to 10 years? I anticipate a greater em-
phasis on multi-modal dialogue systems. With ad-
vancements in technologies such as Computer Vi-
sion and gesture recognition, integrating visual and
textual cues into dialogue interactions will provide
richer and more immersive experiences. This opens
up new possibilities for dialogue systems to under-
stand and respond to not just spoken language but
also visual and non-verbal communication, making
the interactions more natural and intuitive.

• What are the most important things for users
of SDSs? SDSs that exhibit context awareness are
highly valued. Users expect SDSs to remember
the context of the conversation, maintain continu-
ity, and intelligently handle follow-up questions or
references. Understanding and retaining contextual
information enable SDSs to provide more personal-
ized and relevant responses, enhancing user satisfac-
tion.

• Will SDSs be more widely used in the future?
How? In what scenarios? While multi-modal
dialogue systems contribute to the wider usage of
SDSs, their application extends beyond that. SDSs
will find extensive use in customer service, health-
care, education, smart homes, and accessibility do-
mains.

• Is there a difference between SDS research in
academia and industry? Academic researchers
delve into fundamental questions, such as dialogue
management, state tracking, and user satisfaction
metrics, conducting controlled experiments and de-
veloping benchmark datasets. In contrast, industry-
focused SDS research prioritizes practical applica-
tions and real-world deployment, aiming to create
commercially viable systems that address user needs
and enhance experiences. Industry researchers focus
on scalability, robustness, and reliability, optimiz-
ing system performance, integration, and engineer-
ing considerations.

3 Suggested topics for discussion
• Using multimodality in goal-oriented dialogue sys-

tems

• Development of robust evaluation metrics for dia-
logue systems that exhibit a high correlation with
human user satisfaction.

• Personalization in dialog. Giving chatbots personas
for higher user focus.
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