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Abstract

Capturing readers’ engagement in fiction is a
challenging but important aspect of narrative
understanding. In this study, we collected 23
readers’ reactions to 2 short stories through
eye tracking, sentence-level annotations, and
an overall engagement scale survey. We ana-
lyzed the significance of various qualities of
the text in predicting how engaging a reader
is likely to find it. As enjoyment of fiction
is highly contextual, we also investigated in-
dividual differences in our data. Furthering
our understanding of what captivates readers in
fiction will help better inform models used in
creative narrative generation and collaborative
writing tools. The interactive demo is available
here1.

1 Introduction

The question of reader engagement in fiction has
been studied in the psychology field for decades,
with some of the foundational theoretical work
from Gerrig (1993) on Transportation Theory
paving the way for more recent theoretical frame-
works and experimental setups, notably the work
by Melanie C. Green (2004) and Busselle and Bi-
landzic (2009).

However, as Jacobs (2015) emphasized in his
article on the neurocognitive science of literary
reading, the samples normally collected are small
and not enough to compensate for individual differ-
ences in reading patterns due to reader context and
other situational factors. In order to help close the
experimental gap, one contribution of this study is
to provide a data set of reader reactions to natural
stories, which Jacobs refers to as “hot” experimen-
tal research. This data, along with the extraction of
linguistic features, allows us to test theories around
reader engagement and discover which textual qual-
ities have the most impact.

1https://bookdown.org/bishop_pilot/
acldemo2/ACLDemo.html

In our study, we have the following research
questions:

• RQ1: Does absorption in a story lead to
longer dwell times? To answer this question,
we looked at how well the different annotations
correlated with dwell time to see if there is a
relationship between dwell time and different
modes of reading – one being immersed and
the other more reflective. We also looked at
whether linguistic features of the text related
to a more affective reading mode led to higher
dwell times as Jacobs predicts.

• RQ2: How much is engagement dependent
on reader context vs. linguistic features? In
order to address this question, we evaluated
how well the features we extracted could predict
whether a sentence was highlighted by readers.

• RQ3: Are dwell time patterns consistent
across readers? We scaled dwell times per par-
ticipant and evaluated the pattern over the story
to see if dwell times increased and decreased in
the same areas of the story for different readers.

With respect to RQ1, our findings indicated that
negatively-valenced, concrete sentences had higher
dwell times. No relationship was found between
the highlights and dwell times. This may be due
to the fact that the highlighting data is sparse. For
RQ2, we found that features such as valence, senti-
ment, and emotion were significant across readers,
although the reader context accounted for much of
the variance in highlighting annotations. Regarding
RQ3, there was a high amount of variance between
readers for dwell time. However, once dwell times
were individually scaled, we could see some con-
sistency in their patterns, particularly when looking
only at highly engaged readers.

For future studies, a modified highlighting exer-
cise in which participants must select a category
for each sentence — including none — could result
in less sparse annotation data. A more complete an-
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Ours Kunze et al.
(2015)

Magyari
et al. (2020)

Hsu et al.
(2015)

Maslej et al.
(2019)

Data gathered
Eye tracking x x x

Saccade angle x x
fMRI x

Engagement survey x x x x
Engagement annotation x x
Textual features extracted

Emotional arc x
Lexical categories x x x

Description category x

Table 1: Comparison between our study and other similar experiments.

notation of the story text would allow us to explore
the connection between dwell time and different
modes of engagement. As new methods are created
for representing complex features of stories, such
as character relationships and story tension, data
sets like ours can be used to find more meaning-
ful relationships between the story text and how
engaging it is.

2 Related Work

In his model for the neurocognitive poetics of lit-
erary reading, Jacobs (2015) proposed two modes
of reading: one fast track — “immersion” and one
slow — “aesthetic trajectory”. The former is pro-
posed to be brought on by things like familiarity,
suspense, sympathy, and vicarious hope; whereas
the latter is a more reflective and connected mode
brought on by aesthetic appreciation, more com-
plex emotion, and unfamiliar situations. We used
this framework to inform what variables we ex-
pected to have an impact on dwell time.

Busselle and Bilandzic (2009) conducted a se-
ries of studies to narrow down the salient aspects
of reader engagement and created a general media
engagement scale. The aspects they defined are nar-
rative understanding, attentional focus, emotional
engagement, and narrative presence, and the scale
they created include questions related to those as-
pects. We adapted this scale for written narrative
to gauge overall interest in the stories used in our
study. In addition, in order to obtain more granular
information, we used these aspects to design an
annotation task that would provide sentence-level
feedback. Using visualizations and linear mixed
effect models, we explored textual features that had
an impact on engagement and dwell time across

readers. There have been several other eye track-
ing as well as fMRI studies in the area of reader
engagement (a few are shown in Table 1). One
13-participant study showed that words in enactive
passages had on average longer fixation durations
and dwell times (Magyari et al., 2020). Based on
survey responses, the authors hypothesized that in
the enactive texts, the ease of imagery contributes
to greater involvement in imagination and results in
an overall slower reading speed. Hsu et al. (2015)
conducted an fMRI study and found valence and
arousal scores as good predictors of overall emo-
tional experience of the reader.

3 Methods

Participant study design The study asked 31
English speakers (17 female, 11 male, 3 other, av-
erage age: 26) to read two short stories by Anton
Chekhov2 while their eyes were tracked, and then
answer an engagement scale survey:

• I was curious about what would happen next.
(+)

• The story affected me emotionally. (+)
• While reading my body was in the room, but

my mind was inside the world created by the
story. (+)

• At times while reading, I wanted to know what
the writer’s intentions were. (+)

• While reading, when a main character suc-
ceeded, I felt happy, and when they suffered
in some way, I felt sad. (+)

• The characters were alive in my imagination.
(+)

2“Expensive Lessons” and “Schoolmistress”
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Figure 1: Engagement highlight counts (left) and linguistic feature scores (right) for Expensive Lessons. More
examples and interactive demos are available in https://bookdown.org/bishop_pilot/acldemo2/
ACLDemo.html

• I found my mind wandering while reading the
story. (-)

• I could vividly imagine the scenes in the story.
(+)

• At points, I had a hard time making sense of
what was going on in the story (-)

After reading through both stories, they com-
pleted a highlighting exercise where they high-
lighted areas according to the following categories:

• Present: Able to vividly picture the scene in the
story

• Confused
• Curious: Curious about what will happen next
• Connected: Connected to the character; able to

identify with them or feel their emotions
• Other: Enjoyed it for a different reason

Eye-tracking data Due to calibration issues, 8
samples were discarded, leaving 23 (13 female, 8
male, 2 other, average age: 28, std.: 10). See Ta-
ble 4 for more details on the participants. The eye
tracking results were drift corrected and interest
area reports were exported using words as interest
areas. Outliers for dwell time were removed using
the inner quartile range method (1.7% of the data).
The data was aggregated to the sentence level and

dwell time values were normalized by sentence
character count. To handle missing data, null val-
ues for the eye tracking features were filled with
the average of the 5 nearest sentences (5.7% of all
sentences read across participants). Dwell times
were then scaled individually per participant using
min-max scaling. This allowed each participant’s
dwell time patterns to be preserved when scaling.

Linguistic and discourse features We extracted
the following features from the stories to create
sentence-level predictors: negative and positive
sentiment scores using the RoBERTa sentiment
base model, emotion categories using the Dis-
tilRoBERTa emotion base model3, concreteness
scores from the Brysbaert et al. (2014) corpus, va-
lence and arousal from the NRC-VAD corpus (War-
riner et al., 2013), word frequency from the subtlex
corpus (Brysbaert, 2015), and average word length.
Emotions extracted were based on the basic emo-
tions described by Ekman and Cordaro (2011) plus
a neutral category: anger, disgust, fear, joy, neu-
tral, sadness, surprise. Sentence level scores for
concreteness, valence, arousal, and word frequency
were obtained by using the scores of each lemma

3RoBERTa sentiment model and DistilRoBERTa emotion
model
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Figure 2: Highlights and features.
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and then computing the mean and difference be-
tween minimum and maximum scores. To obtain
lemmas, we used the BookNLP 4 code package.
All feature scores used in our models are scaled to
[0, 1].

As these sentence-level features can have high
variability on their own, we performed low-pass
filtering by Fourier transformation on sliding win-
dows of ten sentences. As a result, we were able
to filter out extreme features and smoothly track
the patterns of features that persist over a longer
context.

Limitations There are a few issues with the data
that should be mentioned. Since the participants
were asked to read two stories in a row, it is best
to make sure there is a balance in which story is
read first. However, due to poor tracking of reading
order, our data ended up with a skew towards one
story (Expensive Lessons: 16, Schoolmistress: 7),
which may affect level of attention for the second
story.

In addition, the stories did not receive high
scores on average in the engagement survey. On a
scale from 0-4, Expensive Lessons got an average
of 2.09 and Schoolmistress averaged 1.92. Ideally,
stories used for such studies should be more widely
popular in order to make engagement more likely.
Perhaps in part due to the low average score, the
highlighting data is sparse, making it difficult to
find relationships between dwell time and engage-
ment categories.

Finally, although efforts were made to recruit
participants from the larger community, a majority
of the participants were University students and
staff, with a minority from outside the University
community. As seen in Table 4, this resulted in
a skew towards younger, college-educated partici-
pants. Observations from this study may not gener-
alize well to other groups.

4 Results

Other studies have shown that valence and arousal
play an important role in predicting interest in a
story (Maslej et al., 2019; Hsu et al., 2015) and
Jacobs (2015) emphasized the importance of af-
fective processes in his framework. In order to
determine the importance of these values for our
data, we used linear mixed model analysis. Using
lme4 (Bates et al., 2015) and lmerTest (Kuznetsova

4BookNLP

et al., 2017), we fit predictions of the proportion of
the sentence highlighted and dwell time, with ran-
dom effects of participant (n=23) and story (n=2).
Variables were tested for collinearity using the vari-
ance inflation factor (VIF) method outlined by Zuur
et al. (2010), and no variables exceeded the recom-
mended threshold of 3. Observations and fixed
effects are on a [0, 1] scale. See Appendix B for
exact model definitions.

4.1 Predicting engagement highlights

Slope Pr(> |t|) Sig. VIF
(Intercept) -0.05 0.49
char. ct. 0.16 < 0.001 ∗ ∗ ∗ 2.19
word freq. 0.07 0.08 . 1.23
positive 0.03 0.09 . 1.58
negative 0.09 < 0.001 ∗ ∗ ∗ 1.73
concrete 0.02 0.15 1.24
valence 0.11 0.011 ∗ 1.39
arousal -0.02 0.68 1.11
val.-span 0.11 < 0.001 ∗ ∗ ∗ 2.75
ar.-span 0.11 < 0.001 ∗ ∗ ∗ 2.61
surprise 0.08 0.001 ∗∗ 1.11
disgust 0.03 0.059 . 1.15

Table 2: Fixed Effects: predicting highlights

We fit a model for predicting the proportion of a
sentence highlighted by a reader in order to see how
significant the textual features were across readers
to address RQ2. Table 2 shows major results in
predicting annotated highlights with different lin-
guistic and discourse features.

Our results support a significance of valence
mean (p=0.01), similar to Hsu et al. (2015). Un-
like in other studies, we found that arousal mean
had no significance (p=0.686). However, similar to
Hsu et al. (2015), valence-span — the difference
between valence max and valence min (p<0.001)
and arousal-span — the difference between arousal
max and arousal min (p<0.001) were significant.
The positive slope for both (0.1) suggests that the
reader was more engaged in sentences with a higher
range of valence and arousal.

Of the emotion categories (i.e. anger, disgust,
fear, joy, neutral, sadness, surprise), surprise was
found to be a significant effect (p=0.001) with a
positive slope (0.08). Other features that had an
impact were negative sentiment score (p<0.001)
and character count (p<0.001). The positive slope
for negative sentiment (0.09) partially align with
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the Maslej et al. (2019) study, where negative emo-
tion predicted higher story ratings, although unlike
their findings, there was no relationship between
concreteness and engagement.

When including random effects that model in-
dividual participants, the model explains 23% of
the variance; without these effects the explained
variance drops to 3.7%. So, with respect to RQ2,
the reader context is important in elucidating the
relationships of the fixed effects with engagement.

Since the proportion is bounded between 0 and
1, the model residuals are not normally distributed.
We therefore also fit a generalized mixed model
with a binomial distribution, with the observed out-
come a binary variable representing whether or not
the sentence had any highlighting. Table 5 shows
largely the same results, except that word frequency
and positive sentiment are not significant when pre-
dicting the binary outcome.

4.2 Predicting eye movement dwell time

Slope Pr(> |t|) Sig. VIF
(Intercept) 0.10 < 0.001 ∗ ∗ ∗
word freq. 0.18 < 0.001 ∗ ∗ ∗ 1.19
positive 0.01 0.045 ∗ 1.57
negative 0.01 0.1 1.68
concrete 0.01 0.0002 ∗ ∗ ∗ 1.21
valence -0.06 < 0.001 ∗ ∗ ∗ 1.37
arousal -0.01 0.34 1.09
val.-span -0.02 0.0029 ∗∗ 2.40
ar.-span -0.06 < 0.001 ∗ ∗ ∗ 2.24
surprise -0.03 < 0.001 ∗ ∗ ∗ 1.07

Table 3: Fixed Effects: predicting dwell time

To address RQ1, we fit a model that pre-
dicted dwell time (Table 3). In our findings,
valence mean was significant (p<0.001) with a
negative slope (-0.06) and arousal mean was not
(p=0.349). Valence-span (p=0.0029) and arousal-
span (p<0.001) were found to be significant. The
negative relationship between valence mean and
dwell time supports part of Jacobs’ proposed frame-
work, which states that passages that engage our
emotions, particularly negative valence, would
likely result in higher dwell times. There was no re-
lationship between highlights and dwell time, how-
ever, so we were not able to confirm whether the
different categories of engagement correlated with
different modes of reading.

There was also a positive relationship between

concreteness and dwell time (p<0.001, slope=0.01).
According to the prevailing theory in neuroscience,
"words referring to easily perceptible entities coac-
tivate the brain regions involved in the perception
of those entities" (Brysbaert et al., 2014). This
observation may indicate that this leads to longer
processing times. So indirectly our observation
has some overlap with the findings of Maslej et al.
(2019), where enactive passages had higher dwell
times, although the linguistic features of their study
differed.

To evaluate how consistent dwell time patterns
were across readers (RQ3), we examined the dwell
time graphs of participants to see if there was a
similar pattern. We noticed an especially striking
similarity in patterns amongst readers who were
highly engaged (see Figure 3).

Although removing word-level outliers for dwell
time improved the skewness of the data, it is still
heavily skewed to the left. This resulted in residuals
with a fat tail and therefore not perfectly normal. A
log transformation improved the normality of the
data, but it resulted in less normal residuals. This
may impact the reliability of the above results.

5 Conclusion

By collecting reader feedback and eye tracking data
on literary fiction, we were able to support findings
of other studies that emphasized the importance
of affective language for reader immersion. Al-
though we found no direct relationship between
dwell times and highlighted text, the dwell time
model and the highlight model shared some pre-
dictors, such as valence and arousal. One possibil-
ity to explore for future studies would be to look
at whether this overlap is related to two different
modes of engagement — one that leads to higher
dwell times and one that leads to lower dwell times.

However, as mentioned, this exploration would
require a more complete annotation. This could be
achieved by selecting more engaging stories and
modifying the highlighting exercise to require read-
ers to annotate each sentence with a category or
select none. Further analysis on our data set could
be done by extracting more complex features. This
would expand the analysis beyond the lexical level
would allow us to find more interesting relation-
ships.

78



Figure 3: Dwell time for engaged readers
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A Participants

B Model Definition

Predicting engagement highlights:

Category Count
Age: 18-24 10
Age: 25-40 10
Age: 40+ 3
Native English speaker 17
Speaks English with friends 23
Speaks English with family 22
Speaks English at work 23
Gender: Female 13
Gender: Male 8
Gender: Other 2

Table 4: Participant info (n=23)

lmer(proportion_highlighted ~ 1 +
norm_dwell_time +
character_count_norm +
word_freq_avg + positive +
negative + concreteness +
valence_avg + arousal_avg +
valence_span + arousal_span +
surprise + disgust + (1 |
participant_id) + (1 |
story), data=all_data)

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

Predicting dwell time:

lmer(norm_dwell_time ~ 1 +
word_freq_avg + positive +
negative + concreteness +
valence_avg + arousal_avg
+valence_span + arousal_span
+ surprise +
proportion_highlighted + (1 |
participant_id) + (1 |
story), data=all_data)

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

Predicting engagement highlights — binary:

glmer(highlight ~ 1 +
norm_dwell_time +
character_count_norm +
word_freq_avg + positive +
negative + concreteness +
valence_avg + arousal_avg +
valence_span + arousal_span +
surprise + disgust + (1 |
RECORDING_SESSION_LABEL) + (1
| story), data=all_data,
family=binomial)

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→
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Variable Estimate Pr(> |z|) Sig
(Intercept) -2.51 <0.001 ***
norm_dt 0.28 0.279
char. count 2.05 < 0.001 ***
word freq. 0.17 0.569
positive 0.08 0.548
negative 0.44 0.001 ***
concreteness 0.01 0.876
valence 0.88 0.006 **
arousal -0.32 0.392
val.-span 0.90 <0.001 ***
ar.-span 0.78 <0.001 ***
surprise 0.51 0.002 **
disgust 0.19 0.049 *

Table 5: Results from binomial engagement highlights
model

C Further Experiments

We asked ChatGPT to highlight the most engaging
parts of the beginning of “Expensive Lessons”, and
here was the response:

Highlighted engaging portions:

• The opening sentence immediately grabs the
reader’s attention by presenting an idea that they
may not have considered before.

• Vorotov’s struggle with his lack of language
skills is relatable and adds a sense of realism to
the story.

• The description of Vorotov’s physical appear-
ance and breathing difficulties creates a vivid
image of the character and adds depth to his
struggle.

• The use of dialogue between Vorotov and the
servant adds a sense of immediacy to the story
and keeps the reader engaged.

• The introduction of Alice Osipovna Enquête as
a young lady dressed in the latest fashion creates
intrigue and mystery around her character.

• The revelation that Alice was sent by one of
Vorotov’s friends adds a layer of unexpected-
ness to the story and piques the reader’s curios-
ity.

This shows good potential for automatically de-
tecting the most engaging passages to provide an
engaging summary of stories.
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