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Abstract

The WMT 2023 Shared Task on Low-Resource
Indic Language Translation featured to and
from Assamese, Khasi, Manipuri, Mizo on one
side and English on the other. We submitted
systems supervised neural machine translation
systems for each pair and direction and ex-
perimented with different configurations and
settings for both preprocessing and training.
Even if most of them did not reach competi-
tive performance, our experiments uncovered
some interesting points for further investigation,
namely the relation between dataset and model
size, and the impact of the training framework.
Moreover, the results of some of our prelimi-
nary experiments on the use of word embed-
dings initialization, backtranslation, and model
depth were in contrast with previous work. The
final results also show some disagreement in
the automated metrics employed in the evalua-
tion.

1 Introduction

This paper describes our systems to the WMT 2023
Shared Task on Low-Resource Indic Language
Translation. The task featured four low-resource
languages indigenous to the northeastern regions of
the Indian subcontinent. The translation was to be
done to and from Assamese (Indo-Aryan), Khasi
(Austroasiatic), Manipuri, Mizo (Sino-Tibetan) on
one side and English on the other. We submit-
ted supervised neural machine translation systems
for each pair and direction and experimented with
different configurations and settings for both pre-
processing and training. We did not use large pre-
trained models, but trained transformers (Vaswani
et al., 2017) of different size and with different
parameters for each direction, both on bilingual
and multilingual data. Even if most of our final
systems did not reach a satisfactory or competitive
performance, settling for the middle to low part
of the scoreboard, we argue that our experiments
brought up some interesting points that call for a

deeper investigation. Chiefly, these are the relation
between dataset and model size, and the impact of
the training framework. Moreover, the final results
seem to confirm recent research on the reliability of
automatic evaluation metrics, with several cases of
disagreements in the ranking of the systems, rang-
ing from one to several places in the leaderboard.

2 Datasets

In the following Section, we first briefly present
the languages involved, then we give a summary of
the datasets, their contents, domains, and structure.

2.1 Languages

Assamese (Asamiya) is an Indo-Aryan language
mainly spoken by more than 15 million people in
the Indian state of Assam, where it is also the offi-
cial language. Assamese is also one of the 22 offi-
cial languages recognized by the Republic of India
at the federal level. It is influenced by several other
regional languages, mostly Tibeto-Burman vari-
eties, and Bengali, another Indo-Aryan language,
with which shares the Bengali-Assamese writing
script, an abugida system. Assamese serves as a
quasi lingua franca for the region and functions
as one of the source languages for some pidgins
and creoles of the area, such as Nefamese and
Nagamese. Assamese is an inflected language with
eight grammatical cases and a large collection of
classifiers. It follows the subject-object-verb order.

Khasi (Ka Ktien Khasi) is an Austroasiatic lan-
guage with 1 million speakers (the Khasi people)
in the Indian state of Meghalaya. It is official in
some districts of the state, but not in the state as
a whole, and it is considered as "vulnerable". It
is related with the other languages in the Khasian
group native to the Shillong Plateau, and it is sur-
rounded by unrelated languages such as Assamese,
Bengali, Manipuri, and others. It is written both
in the Latin, as is the case with this task’s data,
and the Bengali scripts. Khasi is a stress language
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Language IS0-639-3 Family Script Num. of Speakers Official at: Vitality
Assamese asm Indo-Aryan Bengali 15M Federal -
Khasi kha Austronesian Latin M Local VUL
Mizo lus Sino-Tibetan Latin 1.8M State -
Manipuri mni Sino-Tibetan Meitei, Bengali 0.85M Federal VUL

Table 1: Summary of the Indic languages involved in the task. For each language, the columns give its ISO code, its
language family, the writing system(s) it employs, the number of its speakers and its status, both in terms of official
recognition and conservation according to the UNESCO. Khasi and Manipuri are listed as "Vulnerable".

without tones. It has nine grammatical cases and
follows the subject-verb-object word order.

Mizo (Mizo tawng) is a Tibeto-Burman language
spoken by around 850 thousand Mizo people, pri-
marily in the Indian state of Mizoram, where it is
an official language. It is written in a modified ver-
sion of the Latin script. Mizo is a tonal language
with eight tones, it follows the object-subject-verb
order, and it has six grammatical cases.

Manipuri (Meiteilon) is a Tibeto-Burman lan-
guage official in the Manipuri state of India and
also at federal level. It is spoken natively by 1.8
million people, the Meitei, both in Manipur and
in small communities in the neighboring states. It
is considered "vulnerable" by the UNESCO. Ma-
nipuri employs a wide array of writing systems, the
official ones being the Meitei script and the Bengali
script.! The Latin script is also used. Manipuri is a
tonal language, It follows the subject-object-verb
word order.

Table 1 summarizes the main facts about this
task’s Indic languages.

2.2 Composition

Table 2 gives, for each language pair, the size of the
datasets. The parallel datasets made available for
this task are small, with the biggest being asm and
lus, at 50k sentence pairs. Of the Indic languages,
two are written in Bengali script (asm and mni), and
two in their own variations of the Latin script (kha
and [us). Following the notation of the Flores-200
benchmark dataset (Goyal et al., 2022), we denote
the collation of data in Bengali script with Beng,
and in Latin script with Latn.

Monolingual data was released for all Indic lan-
guages: asm,lus, and mni have around 2/2.5M sen-
tences each, while kha has only 180k. While we did
not look at the domains for these data, we sampled
the content of the parallel datasets.

'This is the writing system used in the task’s Manipuri
dataset.

Table 3 gives an outline of the contents of each
split of each dataset. For asm, both the valid and
test set differ from the training data. The former is
composed mainly by dictionary definitions, while
the latter mostly contains religious content. The
kha dataset is consistent in terms of domains. The
lus train split has almost exclusively religious con-
tent, the validation split contains both religion and
instances of single words, and the test split is quite
mixed in content. The mni data is almost entirely
composed by news or otherwise informative text.

3 Methodology

This Section describes our methodology and the
baselines we moved from.

3.1 Baselines

For our experiments, we set as our baseline a stan-
dard Transformer (Vaswani et al., 2017) with the
hyperparameters in Table 4. We wanted to experi-
ment with ways to make the most out of the training
data given, and thus we did not use pre-trained mod-
els in our work. Almost all models were trained
with Fairseq (Ott et al., 2019). The two final sub-
missions to and from Assamese were trained with
TorchScale (Ma et al., 2022).

3.2 Preprocessing

The preprocessing for our models was done with
SentencePiece (Kudo, 2018), both BPE (Sennrich
et al., 2016) and Unigram (Kudo, 2018), and HFT
(Signoroni and Rychly, 2022a). We chose these
three segmentation algorithms either for their pop-
ularity, as it is the case with BPE and Unigram,
or for their stated application, in the case of HFT.
For all these algorithms, we set as our baseline pa-
rameters a vocabulary size of 2000, with separate
dictionaries for source and target language, and a
frequency threshold of 100. For other experimental
and final runs, we explored different values and set-
tings of segmentation algorithm, vocabulary size
and learning, and frequency threshold.
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Dataset Train Valid Test Monolingual Script
eng-asm 50,000 2,000 2,000 2,624,715 Beng
eng-kha 24,000 1,000 1,000 182,737 Latn
eng-lus 50,000 1,500 2,000 1,909,823 Latn
eng-mni 21,687 1,000 1,000 2,144,897 Beng
eng-Beng 71,687 200 - - Beng
eng-Latn 74,000 200 - - Latn
eng-all 145,687 400 - - Both

Table 2: Size of the dataset for each language pair. Languages are given in ISO-639-3 codes. Train, valid, and test
splits are in number of sentence pairs, whereas monolingual data are in number of sentences for the target language.
To denote the collation of languages that in the task data are written in Bengali script (asm and mni) and Latin script
(kha and lus), we use Beng and Latn, respectively. all denotes the collation of all train splits.

Domain
Dataset Train Valid Test
eng-asm rel,news misc,news misc
eng-kha rel rel rel
eng-lus  rel rel,misc misc,rel
eng-mni  news news news,misc

Table 3: Domains contained in each split of each dataset.
Our investigation was conducted on a random sample
of each split. rel(igion) denotes Bible text and religious
news; news stands for all non-religious news and in-
formation; and misc indicates all other miscellaneous
domains, e.g. short conversational phrases, dictionary
definitions, words.

Parameters

encoder/decoder layers 6
enc/dec embedding dim 512
enc/dec feed forward dim 2048
enc/dec attention heads 8
optimizer adam
learning rate le-3
warmup updates 4000
dropout 0.3
label smoothing 0.1
max tokens 16384

Table 4: Hyperparameters for our baseline models. Here
encoder and decoder parameters are set at the same
value.

3.3 Experiments

We explored several ideas and aspects of training
during our experiments, which we summarize be-
low.

3.3.1 System Architecture

We tried several configurations of encoder/decoder
layers, inspired by previous work such as Araabi

and Monz (2020) and van Biljon et al. (2020) which
finds that shallower transformers work better in a
low-resource scenario. This was the case also for
most of our experiments, where smaller models
always outperformed the baseline. This holds true
even when training on multilingual data. Apart
from the baseline, we tested bigger and deeper
models, inspired by work such as (Narang et al.,
2021; Wei et al., 2022; Wang et al., 2022), on mni-
eng, which we considered as the "easiest" direction
for the models. Preliminary results show degrad-
ing performance with the increase of number of
encoder layers. We trained on data tokenized with
Unigram and a jointly learned vocabulary of 2000,
since this was the best performing setup on the
validation split. The results of this experiment are
given in Table 6, in terms of BLEU score.

One outlier is the translation to and from As-
samese, where baseline models, albeit with a
dropout of 0.1, outperformed the smaller ones. In
these directions, our final systems turned out to be
18/6 models with an embedding dimension of 384
and a feedforward dimension of 1536. However,
it should be noted that these final systems were
trained in a parallel line of experiments and with a
different framework, TorchScale (Ma et al., 2022),
which provides further optimization options, such
as DeepNorm. Whether the difference in model
behavior is due to the difference in training frame-
work is still not clear and could be explored in
future work.

3.3.2 Multilingual Training

We trained parent systems on two different multilin-
gual configurations: using all languages in the task,
and using only the ones which shared the script.
We called these collated dataset eng-all, eng-Beng,
and eng-Latn respectively. The intuition here is
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BLEU ChrF RIBES TER COMET Place
eng-asm 796 2731 0.31 91.38 0.59 10/13
eng-kha 13.90 37.31 0.61 73.99 0.65 7/11*
eng-lus 2048 4560 0.73  61.22 0.68 9/10
eng-mni 19.65 5326 0.66 69.70 0.72 12/14
asm-eng 11.29 30.13 0.64  73.39 0.64 9/13*
kha-eng 12.71 3455 0.65 78.15 0.56 6/11*
lus-eng 23.16 43.02 0.72  62.31 0.63 6/10*
mni-eng 32.18 58.71 0.76  56.35 0.74 8/14*

Table 5: Summary of the scores of our best submissions reported in the final evaluation. A star (*) denotes the
subtasks in which we scored above the organizers’ baseline.

enc/dec BLEU Increment
4/4 25.89 +15.41

6/6 10.48  baseline
8/4 9.52 -0.96

12/4 2.95 -7.53

16/4 3.08 -7.4

Table 6: An example of the effect of changing the depth
of the Transformer on the quality of mni-eng translation.
4/4 and 6/6 share the same parameters as the final and
baseline systems respectively, while other models have
an embedding dimension of 384 and a feedforward di-
mension of 1536.

to leverage script and language relatedness, which
we assumed to be present if not for typology, than
for script or geographical closeness, in order to ob-
tain better representations of shared subwords and
tokens.

We then fine-tuned child systems for each direc-
tion, using eng-Beng for Assamese and Manipuri,
and eng-Latn for Khasi and Mizo. eng-all was a
parent for systems in all directions. We did not
specify any language tag or direction for the par-
ent training, since we did not intend to use them
for multilingual translation directly. And since the
child systems operate only in one direction, we did
not need to specify any language tag for fine-tuning
either.

Pretraining on all languages proved to be better
than standard supervised training for translating
into English from Khasi and Mizo, while transla-
tion from Manipuri had better performance with
the same script parent.

3.3.3 Backtranslation

We experimented with backtranslation in the eng-
mni direction, by normalizing and deduplicating
the provided monolingual data down to around

300k sentence pairs. We then backtranslated the
other side with our best available system for the
mni-eng direction, which had a BLEU score of
32.18. Despite this decent performance, the sys-
tems we trained on the backtranslated data, both
transformers with 4/4 encoder/decoder layers, em-
bedding dimension of 256 and 384, and feedfor-
ward dimension of 1024 and 1536, did not outper-
form the previous best system. The bigger of the
two models had a roughly 2.5 BLEU points on the
smaller one, indicating that bigger architectures
could have had even better performance. However,
we did not test this at this point.

We also tried other back translation approaches,
such as Data Diversification (Nguyen et al., 2020),
which proved to be effective in the WMT22 Low-
resource shared task for Lower/Upper Sorbian and
German (Signoroni and Rychly, 2022b). How-
ever, our results using the baseline systems were
inconclusive and we decided to explore other ap-
proaches.

3.3.4 Word Embeddings Initialization

Previous work (Qi et al., 2018; Edman et al., 2021)
showed that using word embeddings to initialize
the model’s weights improves, sometimes greatly,
the performance for low-resource machine transla-
tion systems. We tested this in the eng-mni direc-
tion, training source side word embeddings on the
train split with FastText (Bojanowski et al., 2017)
in the skipgram setting. While training new base-
line systems with the word embedding initialization
we observed tiny gains of <0.5 BLEU, however
the models converged faster, with 15 to 35 fewer
epochs elapsed.

3.3.5 Tokenization Settings

We wanted to explore different settings for the vo-
cabulary size and frequency threshold of the tok-
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enizer, as well as for the segmentation algorithm
itself, with the objective to find the best settings for
each language pair and direction.

Jointly training the vocabulary never resulted
in the best system when translating from English,
however it gave the best performance for bilin-
gual training of lus-eng and kha-eng. Nevertheless,
these were not the best models overall. With re-
spect to vocabulary size and frequency threshold,
in all cases apart from eng-mni where we found
size 500 and threshold of 200 as best settings, the
baselines of 2000 and 100 for these parameters
resulted in the best systems. Overall, the picture
regarding tokenization and preprocessing settings
is not clear and warrants for more investigation.

4 Final Systems

After the experimental phase, we submitted our
best performing systems. Table 7 gives their set-
tings and parameters, while Table 5 summarizes the
final scores and our placements. Firstly, it should
be highlighted that the systems were ranked accord-
ing to BLEU (Papineni et al., 2002) score. Other
metrics, such as ChrF (Popovié, 2015), RIBES
(Isozaki et al., 2010), TER (Snover et al., 2006),
and COMET (Rei et al., 2020), were computed.
Looking at the final scores, one can spot several
instances in which the metrics do not agree with
each other. As a matter of example, the best system
for English-Manipuri has 51.96 BLEU, against our
twelfth place with 19.65; however our "low-tier"
system beats the first one in ChrF (53.26 > 52.61),
RIBES (0.66 > 0.51), and COMET (0.72 > 0.57).
Recent work has argued for the abandonment of
BLEU as a metric of machine translation perfor-
mance (Kocmi et al., 2021; Mathur et al., 2020;
Tan et al., 2015; Sai et al., 2023) in favor of neural
metrics which correlate better with human judge-
ments, however this is not always possible when
under-resourced languages are involved. While we
did not conduct a full and systematic analysis and
comparison of the final scores, cases such as the
one cited above call for a deeper investigation on
automatic evaluation in machine translation.

As our final systems, we obtained roughly two
kinds of models: the ones trained on bilingual par-
allel data, and the ones fine-tuned from a multilin-
gual pair. The former were our best for translating
English to the all the Indic languages, and also to
translate from Assamese into English. Multilingual
pretraining and fine-tuning performed better for the

remaining directions, Khasi, Mizo, and Manipuri
into English. kha-eng and lus-eng were fine-tuned
from a parent trained on all the parallel dataset,
while mni-eng was fine-tuned from an Assamese
and Manipuri parent. Parent models were trained
according to the settings in Table 7, with a patience
of 20. fine-tuning was done on only the data for the
final translation direction, again with a patience of
20.

Regarding the preprocessing configuration, the
settings varied across all the directions. In some
cases, such as eng-kha and eng-lus, sticking to
separate source and target vocabulary of size 2000
with a frequency filter of 100 resulted still in the
best system. However, for eng-mni we found our
best system with separate vocabularies of size 500
and a threshold of 200. For multilingual systems,
we set the vocabulary size for the Indic side to
750 to try and force the learning of more shared
subwords. For the English side, we left the value
at 2000. There is no clear winner with respect to
segmentation algorithm.

System architecture is the same for all systems,
apart from English to and from Assamese. The best
architecture was almost always a Transformer with
4 encoder/decoder layers, embedding dimension
of 256, feedforward dimension of 1024, and 4 at-
tention heads. For the models involving Assamese,
we found that a deeper model of 18 encoder and 6
decoder layers, embedding dimension of 384, feed-
forward dimension of 1536, and 4 attention heads
performed the best.

Other hyperparameters were not investigated ex-
tensively, so all of our models were trained with
the adam optimizer, a learning rate of 1e-3, 4000
warmup updates, a dropout of 0.3, a label smooth-
ing of 0.1, and max tokens for each batch at 16384.

5 Conclusions

This paper describes our experiments and the result-
ing supervised neural machine translation systems
we submitted to WMT23 Low-resource Indic Ma-
chine Translation shared task. We trained systems
for all directions in the task and experimented with
hyperparameter tuning and multilingual training.
We did not use transfer learning from pretrained
systems, and thus our models were not competitive
for some directions. Nonetheless, we argue that
our investigation and preliminary analysis on the
behavior of different architecture and preprocess-
ing configuration can be useful to other researchers
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eng-asm eng-kha eng-lus eng-mni asm-eng kha-eng lus-eng mni-eng
training data bilingual ‘ fine-tuned multilingual
tokenization hft unigram hft | bpe
src/tgt vocab. size 2000 500 2000 \ 750/2000
freq. threshold 100 200 100
enc/dec layers 18/6 4/4 18/6 4/4
embedding dim. 384 256 384 256
feedforward dim. 1536 1024 1536 1024
attention heads 4
optimizer adam
learning rate le-3
warmup updates 4000
dropout 0.3
label smoothing 0.1
max tokens 16384

Table 7: Summary of the systems for our final submission. The columns give the values for various settings and
parameters for preprocessing and training. bilingual training denotes a standard supervised training on parallel data,
fine-tuned multilingual stand for a system fine-tuned on bilingual parallel data, from a parent system trained on
more parallel corpora combined. kha-eng and lus-eng were fine-tuned from a parent trained on all languages, while
mni-eng parent was trained only on asm and mni data, which shared the same writing system.

in the field and exposed some interesting points to
be explored in future work. Some of our prelimi-
nary experiments, such as the use of word embed-
dings for initialization and backtranslation, did not
give the expected results, thus prompting further
inquiry.

Limitations and Future Work

As already mentioned above, some instances of
disagreement between metrics in the final ranking
signal the need for a deeper analysis of the auto-
mated evaluation of machine translation. Here, we
did not conduct a methodical study on the matter in
this instance, this should be the subject for future
studies.

The disagreement between metrics notwithstand-
ing, it could be said that overall the performance
of our systems was limited. Supervised training
showed all its limitations with the small amount of
parallel data made available for training. A care-
ful choice of hyperparameters and techniques may
ameliorate the situation, but these factors are de-
pendent on the specific dataset involved. Further
research must be carried out to uncover clearer con-
nections between the features of the dataset and
the choice of parameters and methods to be used.
This would cut experimental costs in terms of re-
sources and time, and could lead to better and more
efficient models.

However, even if the final systems did not reach
competitive levels of performance in some of the

cases, our experiments brought up some points that
warrant for a deeper investigation. First, the per-
formance of a certain configuration of settings may
depend on the framework used for training. The ex-
periments with transformer depth for mni-eng con-
tradicts our best systems for Assamese. Whether
this discrepancy depends on the languages or on the
fact that we used different framework for different
translation directions has to be clarified.

Moreover, the connection between dataset and
model size has to be investigated further. As-
samese worked better with bigger models, even
if its dataset was smaller than the multilingual
datasets. This goes against the common under-
standing that a model with fewer parameters is best
to deal with fewer data, which will not be enough
to train a bigger model. Why this happens only for
the Assamese dataset, and not for others, should be
better understood.

Ethics Statement

As with any other system trained on real-world data,
our models may be biased. These must be taken
into account, especially in light of the complex
ethnic and religious situation of the region. 2
Following Lacoste et al. (2019), we report that
the experiments and the research that led to the
results presented in this paper were conducted

“https://www.bbc.com/news/world-asia-india-66086142
(retrieved Aug 31 2023)
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on a private server infrastructure consisting of an
NVIDIA Tesla T4, A40, and A100 for around 300
hours of training at an efficiency of 0.59 kg/kWh?
for a total of 44.25 kg C' O3 eq.
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