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Abstract

We describe our submission of a new metric,
SLIDE (Raunak et al., 2023), to the WMT 2023
metrics task. SLIDE is a reference-free quality-
estimation metric that works by constructing
a fixed sentence-length window over the docu-
ments in a test set, concatenating chunks and
then sending them for scoring as a single unit
by COMET (Rei et al., 2022a). We find that
SLIDE improves dramatically over its context-
less counterpart on the two WMT22 evaluation
campaigns (MQM and DA+SQM).

1 Introduction

Reference-based metrics such as COMET typically
perform far above their source-based quality es-
timation (QE) counterparts. One explanation is
that the human reference provides an answer or
grounding to many types of translation ambiguities,
such as pronoun selection, that may be impossible
to predict from just a single input sentence alone.
A handful of approaches have looked at extend-
ing metrics with source- and target-side context
(Vernikos et al., 2022; Deutsch et al., 2023; Rau-
nak et al., 2023) in hopes of providing stronger
correlation with human judgments. We base our
submission on SLIDE (Raunak et al., 2023), which
explicitly postulates and provides evidence for the
claim that source-side context may work to provide
the same information as human references.

2 Metric settings

SLIDE is parameterized by (w, s), a window and
a stride. The window, w, is a fixed-size sentence
window that is moved across each document in
a test set. The sentences in the window are con-
catenated on the source and system systems with
a space, and then sent directly to the underlying
QE model, COMETKiwi (Rei et al., 2022b) in our
submission, for evaluation as a single chunk. The
window is then incremented by s sentences, and

Metric MQM DA+SQM

® metricx_xl_DA_2019 0.865 0.850
® metricx_xxl_MQM_2020 0.850 0.861
® BLEURT-20 0.847 0.827
® metricx_xl_MQM_2020 0.843 0.859

SLIDE(6, 6) 0.843 0.838
® COMET-22 0.839 0.839
® COMET-20 0.836 0.823
® Doc-COMET 0.836 0.810
® UniTE 0.828 0.847
® MS-COMET-22 0.828 0.830
® UniTE-ref 0.818 0.838
® MATESE 0.810 -
® YiSi-1 0.792 0.782

COMETKiwi (WMT-22) 0.788 0.832
COMETKiwi (public) 0.770 0.816
Doc-COMET 0.752 0.810

® chrF 0.734 0.758
® BLEU 0.708 0.704

Table 1: Pairwise system accuracy against the WMT22-
MQM and DA+SQM annotations. Metrics that use a
reference are marked with ®. We mark our entries in
bold. COMETKiwi (public) uses no context. Our entry
to the WMT23 task, SLIDE (6,6), improves over it in
both settings.

a new value computed. These values are treated
independently, summed and averaged over a test
set in typical fashion. Documents that are shorter
than the window size, and the “remainder” portions
of documents that cannot be perfectly tiled by the
window and stride, are skipped.

In practice, we used a (w, s) value of (6, 6) for
all languages except EN-DE and DE-EN. For those
languages, the data was provided at the paragraph
level. We therefore simply took the provided seg-
mentations one-by-one, without providing a win-
dow or stride. We chose this value because it had
some of the best reported results in Raunak et al.
(2023, Figure 1). Table 1 repeats Table 2 from
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their paper, depicting results on the WMT22 tasks
with the pairwise accuracy (Kocmi et al., 2021).
Our entries are marked in bold. SLIDE improves
dramatically over its context-less counterpart. We
also call attention to COMETKiwi (WMT-22); this
is the number from the official submission to the
task, which performs much better than the publicly
available model.

3 Results

The WMT23 test set (Freitag et al., 2023; Kocmi
et al., 2023) for each language pair comprises a set
of documents containing between 1 and 173 lines,
with a mean of 9.7 and a median of 7 across 14
language pairs.

At the time of publication, official results were
not available, so we cannot comment on how well
the strong results from Raunak et al. (2023) gener-
alized to the new settings in WMT23.

We note also that we discovered after the sub-
mission that a bug in our code resulted in debug-
ging output appearing in the data to be scored by
COMET. This unfortunately affects the scores and
means that SLIDE’s placement in the official rank-
ings are incorrect.

4 Conclusion

In this system description, we presented our sub-
mission to the WMT 2023 metrics task. SLIDE

is designed as a reference-free quality-estimation
metric which leverages the strength of contextual
information by constructing a fixed sentence-length
window over documents in a test set. The ini-
tial findings from Raunak et al. (2023) showcased
the potential of SLIDE to deliver enhanced perfor-
mance over context-less metrics, particularly in the
WMT22 evaluation campaigns.

While we anticipate the official results from the
WMT23 metrics task, bug in our code might have
affected SLIDE’s standing in the rankings.

We believe that SLIDE is a step forward in our
collective endeavor to create metrics that align
more closely with human judgments. Future works
may explore optimizing window and stride con-
figurations or integrating advanced algorithms to
further exploit the potential of context in quality
estimation tasks.
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