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Abstract

In the context of this biomedical shared task,
we have implemented data filters to enhance
the selection of relevant training data for fine-
tuning from the available training data sources.
Specifically, we have employed textometric
analysis to detect repetitive segments within
the test set, which we have then used for re-
fining the training data used to fine-tune the
mBart-50 baseline model. Through this ap-
proach, we aim to achieve several objectives:
developing a practical fine-tuning strategy for
training biomedical in-domain fr<>en models,
defining criteria for filtering in-domain training
data, and comparing model predictions, fine-
tuning data in accordance with the test set to
gain a deeper insight into the functioning of
Neural Machine Translation (NMT) systems.

1 Introduction

The objective of our contribution to the biomedical
shared task this year is to gain deeper insights into
the NMT training pipeline, assess the factors influ-
encing performance, and evaluate the robustness of
the training system.
Our training strategy was to build tailor-made fine-
tuning data with regard to the test data. We calcu-
lated repeated segments (Salem, 1986) in the test
data and used a selection of them to extract the cor-
responding data set from the available training data
(as outlined in Section 2.1.1). In order to highlight
the "reproducibility", we consistently adhered to
the same pipeline with minimum settings presented
in Section 2.
While our experience encountered various techni-
cal obstacles that likely affected our system’s per-
formance, these challenges prompted us to priori-
tize explainability and comparability. This became
especially important when the system produced ir-
relevant results and hallucinations. We elaborated
on this in Sections 3 and 4. The remaining sections
of the paper are organized as follows: Section 2

outlines our filtering pipeline, Section 3 delves into
our results, and Section 4 provides a discussion of
these results. Section 5 explores related research
and outlines future work.

2 Optimizing Fine-Tuning Data Selection
and Pipeline

For this shared task, we exclusively fine-tuned
the "mBart-50 large" baseline model (Tang et al.,
2020) over 3-epoch, 5-epoch, and 10-epoch train-
ing cycles. Our approach prioritized reproducibility
and involved a clear distinction between a "hori-
zontal" dimension (facilitating inter-system analy-
sis, especially in comparison with e-translation1)
and a "vertical" dimension (examining differ-
ences in training strategies within the same sys-
tem). The fine-tuned setting was established
with the following parameters set as a minimum:
"num_train_epochs", "train_file", "validation_file",
"test_file", "per_device_train_batch_size"2.

2.1 Raw Training Data

As recommended by the WMT biomedical shared
task, we employed the corpora listed in Table 1.
The entire corpus, intended for fine-tuning, com-
prises over 90M words in English and more than
100M in French. It is from these corpora that we ex-
tracted the filtered aligned sentences in both source
and target languages.

2.1.1 Segmental Proximity Analysis for
Training Data Filtering

Our training data filtering strategy is rooted in the
theoretical principles of segmental proximity anal-
ysis. Repeated segments are sequences that are
automatically identified as being repeated within

1https://commission.europa.eu/resources-
partners/etranslation_fr

2Because of hardware constraints, we had to significantly
reduce the batch dimension to 4

https://commission.europa.eu/resources-partners/etranslation_fr
https://commission.europa.eu/resources-partners/etranslation_fr
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Corpus Lines Words
PubMed abstract 13,033 2,429,484 (en)

3,051,103 (fr)
UFAL 2,693,509 89,191,554 (en)

100,024,568 (fr)
Edp 821 92,309 (en)

110,977 (fr)
Khresmoi 1,500 28,454 (en)

33,189 (fr)
Scielo3 9,393 213,684 (en)

9,501 262,377 (fr)

Table 1: Raw corpora used

UFAL (en) 30848
UFAL (fr) 16791
Pubmed abstract (fr) 8393
Pubmed abstract (en) 3566
Edp (fr) 54
Edp (en) 10
Khresmoi (fr) 19
Khresmoi (en) 1

Table 2: Matches in raw training corpus

the same text or across different texts.4

The computation of repeated segments (Salem,
1986) is a useful tool in corpus analysis. The com-
puted inventory of repeated segments is of undeni-
able interest for discourse analysis (Sousa, 2014;
Gledhill et al., 2017). This tool facilitates the ex-
amination of various discourse phenomena, encom-
passing the circulation of formulaic expressions,
discourse routines, lexico-grammatical patterns,
and more. On a cognitive level, the analysis of
repeated segments can offer a substantial contri-
bution to the study of knowledge pattern dissemi-
nation in specialized discourse. For these reasons,
the computation of repeated segments holds sub-
stantial value in text profiling, especially in the
context of training data selection. Our working
hypothesis posits that discerning semantic prox-
imity within a vast dataset can be accomplished
through a deliberate selection of repeated segments
guided by specific formal criteria, including factors
such as frequency and segment length. The method
relies on the assumption that related texts share
common discourse properties, including phraseol-
ogy, terminology, and structural patterns. These

4Consortium HN CORpus, Langues et Interactions -
Huma-Num: https://corli.huma-num.fr/en/glossaire/repeated-
segments/

elements can be effectively "captured" through re-
peated segments computation and unveiled through
segmental proximity analysis (Salem, 1986; Lebart
et al., 1997).

The concept of segmental proximity has been
thoroughly explored in the work of (Salem, 2006),
where the statistical properties of this phenomenon
were demonstrated. In this study, Salem (ibid.:1)
"considers measures of similarity based on the com-
putation of the frequencies of identical sequences
of words among the texts to be compared".

In order to identify common sequences within
the two sections of a comparable monolingual cor-
pus, it was first necessary to compile a list of seg-
ments containing a minimum of four words that
were repeated in both parts of the corpus. All seg-
ments found exclusively in one part of the corpus
were removed from consideration. The sequences
that remained were then selected based on their
length and their presence in each of the comparable
parts of the corpus. By prioritizing relatively longer
sequences, we were able to exclude many shorter
and more frequent sequences, many of which con-
sisted of common combinations of function words
such as "of the" or "by means of."

According to the findings presented in Salem
(Salem, 2006), the analysis of lexical distances and
proximity indices computed on individual forms
(such as the Jaccard index and Chi-square distance)
did not reveal any significant affinity between the
two sections of the comparable corpus under study.
However, when calculations were based on the
identification of repeated segments, it became ev-
ident that the two parts shared a relatively high
number of extended sequences. This methodology
enables the study of a range of phenomena related
to the circulation of textual units that surpass indi-
vidual vocabulary items.

Following this line of research, we compiled
a systematic inventory of all repeated segments
with a length of at least four words, such "acute
respiratory syndrome coronavirus", "followed by
maintenance therapy", etc. in each test set (English
and French), which consisted of texts provided by
WMT. We used iTrameur (https://itrameur.clillac-
arp.univ-paris-diderot.fr) to facilitate this process.
We then selected repeated segments with a total
frequency of 10 or more. This curated inventory
was used for the profiling and filtering of available
medical text datasets (training data). We then se-
lected repeated segments having a total frequency

https://eige.europa.eu/publications-resources/thesaurus/terms/1196?language_content_entity=en
https://eige.europa.eu/publications-resources/thesaurus/terms/1196?language_content_entity=en
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of 10 or more and used this inventory for pro-
filing and filtering of available medical text sets
(training data). This process allowed us to build a
dataset that shared common discourse properties
and demonstrated semantic similarity with the test
set.

2.2 Extraction of Aligned Sentences
Containing Filtered Segments

By employing a list of repeated 4-word segments,
we implemented a procedure to extract aligned
sentences containing these filtered segments (Al-
gorithm 1). To achieve this, we concatenated
every delimiter (D) one by one ( ,;”˜ &|#@=‘-
.?!%*$()[]_:+«»§/) of iTrameur5 and every word
(g) of each 4-word repeated segment (G) of source
language (S, which can be either English or
French) to form a regular expression-like pattern
GD. We used this pattern to match aligned sen-
tences that contain the segment in both source (Sn,
n is the index of matched sentence in raw training
corpus of source language) and target (Tn) lan-
guages. The extraction result is reported in Table2.
The extracted sentences are used to fine-tune the
baseline model of mBart50.

Data: segment G, delimiter D and aligned
sentences S and T

Result: aligned sentences Sn and Tn

containing G
1 for g in G do
2 GD← concatenate(g,D)
3 if GD in Sn then
4 extract Tn

5 end
6 end
Algorithm 1: Filtering and extraction algo-
rithm

3 Results

In the absence of formal evaluation scores, our ap-
proach was largely based on textometric browsing
techniques (Zimina, 2005) and qualitative analysis
of our submitted translations. These translations
were produced using a 3-epoch and 5-epoch train-
ing for the en-fr corpus, and a 3-epoch training for
the fr-en corpus.

For example, Figure 1 shows a parallel section
map generated by iTrameur, which helps visualize

5https://itrameur.clillac-arp.univ-paris-diderot.fr

en-fr Number Frequency
train set (en) 60 482.144.115
test data (en) 41 98
fr-en Number Frequency
train set (fr) 70 176.229.164
test data (fr) 41 109

Table 3: The occurrence of 4-word sequences used for
training in the train set corpus and test data (en, fr)

Texts in French Number Frequency
mBart50 (3-epoch) 2 9
mBart50 (5-epoch) 2 4
Texts in English Number Frequency
mBart50 (3-epoch) 0 0

Table 4: The presence of 4-word sequences (en, fr) in
translations generated by our systems

the alignment of parallel sections from two fr-en
translations generated by mBart-50 baseline and
mBart-50 5-epoch. The map highlights the pres-
ence or absence of the token "violence" in both
translations. In the contexts displayed below the
map, occurrences of repeated segments are under-
lined. We employ this tool to compare the transla-
tion outputs of various systems.

In accordance with our training strategy, which
is based on segmental proximity analysis (as de-
scribed in Section 2.1.1), we expected the test data
and the test set to have a substantial number of long
sequences in common, assuming that many of the
long sequences used for training would be shared.
To confirm this, we examined the presence of the
136 four-word sequences (repeated segments) used
in training within the test data. The results align
with our research strategy, as shown in Table 3):
68% (41 sequences) of the English sequences are
found in the en-fr test data and 59% (41 sequences)
of the French sequences are present in the fr-en test
data.

Continuing along this line of investigation, we
examined our submitted translations, yet the analy-
sis revealed that our translated texts had very little
overlap with the repeated segments employed in
training, as demonstrated in Table 4.

In the following paragraphs, we narrow our fo-
cus to two sequences taken from the repeated seg-
ments used for training. These examples help il-
lustrate the challenges encountered by our systems
and highlight the complexities involved in drawing

https://itrameur.clillac-arp.univ-paris-diderot.fr
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Figure 1: Parallel section map generated by iTrameur.

significant conclusions from a qualitative analysis
of our translations.

With 13 occurrences in the fr-en test data, the se-
quence "violence envers les femmes" presents an in-
triguing case of terminology. A closer examination
of the raw training corpus reveals that several other
expressions are commonly employed in French to
express the same concept, such as "violence faite
aux femmes" and "violence contre les femmes",
among others. In English, we note a reduced de-
gree of variation, primarily using "violence against
women" and, to a lesser extent, "violence directed
against women", which is not as prevalent as the
former. According to the European Institute for
Gender Equality (EIGE), an EU agency, the most
accurate translation is "violence against women".6.
However, in the translations generated by the 3-
epoch training, this accurate translation is absent,
and the proposed translations ("the women’s do-
mestic violence" and "gender-based violence") do
not correspond to the same concepts. The medical
term "blood flow" appears 10 times in the en-fr
test data and is part of one of the repeated seg-
ments used for training, specifically "blood flow in
dogs." It is also a frequent component in complex
noun phrases, including "the dermal blood flow,"

6https://eige.europa.eu/publications-
resources/thesaurus/terms

"regional blood flow," or "auricular dermal blood
flow" (with 8 occurrences). Both the 3-epoch and
5-epoch systems encounter challenges when trans-
lating this repeated segment and the complex noun
phrases. Firstly, there’s a high degree of termino-
logical variation in the French texts ("écoulement
sanguin", "débit sanguin", "flux sanguin", "circu-
lation sanguine"), given the limited occurrences
of the term in English. Additionally, we observe
instances of hallucinations and incomplete outputs
in the 3-epoch system. The 5-epoch system, on the
other hand, omits one element in the translation of
the complex noun phrase, even though the 3-epoch
system accurately translated it.

In a specific case, "regional blood flow," the 5-
epoch system incorrectly deduced the semantic re-
lationship between the head and a modifier, yield-
ing "l’écoulement régional du sang" instead of the
correct "l’écoulement sanguin régional", which the
3-epoch system produced.

4 Discussion

4.1 Errors and Inconsistencies Arising From
Variations in the Train Set

In general, the output exhibits numerous errors and
inconsistencies primarily arising from terminologi-
cal variations within the train set and the inherent

https://eige.europa.eu/publications-resources/thesaurus/terms/1196?language_content_entity=en
https://eige.europa.eu/publications-resources/thesaurus/terms/1196?language_content_entity=en
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heterogeneity of the selected training data. For
instance, the terms "gender-based violence" and
"violence against women" are both employed in
comparable contexts within the train set, as illus-
trated by segments like "Many women who expe-
rience gender-based violence may never seek any
formal help..." and "Violence against women is a
global phenomenon" (source: PubMed abstracts,
train set: en).

4.2 Hallucinations with mBart-50

Analyzing the translations generated by mBart-50
at different epochs (5 and 10) proves to be an in-
teresting area of research. According to Lee et al.
(2018), hallucinations occur when the model pro-
duces significantly different and inadequate outputs
when the source is subjected to specific noise mod-
els. Therefore, we can suggest that there may be
instances where the model ceases to translate the
source text and instead generates an output com-
posed solely of a continuous sequence of tokens
from the present invention. This could be seen as
an alternative form of hallucination in epoch 10.
Moreover, in epoch 10, there are also examples
of incomplete translations produced by the system.
Based on our analysis, we observed that these er-
rors tend to be resolved during the training process.
Consequently, in mBart-50 (5-epoch) fr-en, there
are no "X" tokens present, in contrast to the base-
line model translation. This result is highlighted by
the calculation of generalized co-occurrence net-
works conducted using iTrameur. Figures 2 and 3
depict co-occurrence networks that represent the
most characteristic lexical attractions in the fr-en
translations produced by two models: mBart-50
baseline and mBart-50 5-epoch. The numbers on
the edges represent the strength of lexical attrac-
tion: Specificity Index > 9 (Co-frequency > 1).7

Co-occurrence networks serve as a monitoring tool
for tracking changes across various training stages.

5 Related Research and Future Work

Corpus filtering is discussed in many previous and
recent works for training data preparation with dif-
ferent approaches : perplexity threshold of text seg-
ments(Moore and Lewis, 2010), metric evaluations
of raw NMT models’ outputs (Duh et al., 2013),
acceptability of filtering evaluated by mulitlingual
BERT classifier(Zhang et al., 2020), etc. Our ap-

7For specific details regarding the computation of Speci-
ficity Index, refer to (Lebart et al., 1997).

proach aims at data relevance between a given test
set and in-domain training data.

5.1 Robustness of NMT Models
An essential aspect to consider is that the system
generates tokens regardless of whether it possesses
the relevant information for translation. However,
this raises the need for potential trigger warnings in
situations where the system lacks adequate data for
accurate translation. This suggests an avenue for
developing a confidence index that reflects the sys-
tem’s efforts when generating output. We consider
to explore various parameters based on sentence
level and on a token level to build such a confi-
dence index, e.g. the scores used by certain large
language models to assess the confidence of each
token’s projection or beam search and the number
of competitors for each token to gauge the com-
plexity of a text for translation.
Another aspect to consider is the model’s
over/underfitting. By plotting our training and test
data features in Figure 4, we find out that the model
is indeed overfitted from depth 4. That explains par-
tially why the model under-performed and helps us
to choose a better data fitting strategy in the future.

5.2 Fine-tuning of mBart-50 and Other
Multilingual Systems

For the moment, we only tried to fine-tune mBart-
50 as a multilingual large language model, whereas
other systems have been developed since, some of
them with many more parameters. We may try to
replicate or fine-tune experiments with more classi-
cal systems such as SYSTRAN Model Studio Ad-
vanced (https://u-paris.fr/plateforme-paptan), but
also other different multi-lingual large language
models such as mT5 (Xue et al., 2020) or Bloom
(Scao et al., 2022), a 176-billion parameter lan-
guage model, in spite of its carbon footprint (at
least 24.7 tons of carbon just for the dynamic power
consumption) (Luccioni et al., 2022).

Finally, it is worth noting that our fine-tuning
efforts were primarily centered around mBart-50,
a multilingual large language model. However,
since our experiments, various other systems have
emerged, some with significantly more parame-
ters. It might be advantageous for us to replicate
or fine-tune experiments with more conventional
systems based on translation models, such as the
SYSTRAN Model Studio Advanced (available at
Université Paris Cité: https://u-paris.fr/plateforme-
paptan), and explore different multilingual large
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Figure 2: Co-occurrence networks for the baseline.

Figure 3: Co-occurrence networks for the 5-epoch system.

Figure 4: Model’s accuracy prediction by training and
test data features classification

language models like mT5 (Xue et al., 2020) or
Bloom (Scao et al., 2022). Notably, Bloom is a
huge 176-billion-parameter language model of ma-
jor interest, despite its substantial carbon footprint,
which amounts to at least 24.7 tons of carbon emis-
sions solely for dynamic power consumption (Luc-
cioni et al., 2022).

6 Conclusion

In this paper, we have described the transla-
tion systems used for the submissions in the
WMT23 biomedical task6 (our data are available
at: https://github.com/lichaozhu/WMT23). Nev-
ertheless, due to certain hardware constraints, we
were unable to pinpoint the exact reasons for the
model’s underperformance.

We also considered our previous participation
in the biomedical task. Since 2021, we have rec-
ognized that having scores provided in advance
and reference texts used for score computation can
significantly facilitate our work. These resources
enable a more critical evaluation of the translations
we generate.

To address the absence of reference translations
and evaluation results, translations can undergo

https://github.com/lichaozhu/WMT23
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spot checks. In our work, these checks involved the
use of qualitative examples to assess the model’s
successes and failures. Additionally, textomet-
ric browsing helped to unveil distinctive features
within multiple machine translation outputs.
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