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Abstract

This paper describes the UvA-MT’s submis-
sion to the WMT 2023 shared task on general
machine translation. We participate in the con-
strained track in two directions: English <
Hebrew. In this competition, we show that by
using one model to handle bidirectional tasks,
as a minimal setting of Multilingual Machine
Translation (MMT), it is possible to achieve
comparable results with that of traditional bilin-
gual translation for both directions. By includ-
ing effective strategies, like back-translation,
re-parameterized embedding table, and task-
oriented fine-tuning, we obtained competitive
final results in the automatic evaluation for both
English — Hebrew and Hebrew — English di-
rections.

1 Introduction

Multilingual Machine Translation (MMT) (John-
son et al., 2017) has attracted a lot of attention
in recent years because of 1) its high-level effi-
ciency (multiple translation directions within a sin-
gle model) and 2) the potential for knowledge trans-
fer, especially for low-resource or even unseen di-
rections. In MMT systems, only one additional tag
is introduced to indicate the translation direction,
compared to the conventional encoder-decoder ar-
chitecture. In this competition, we explore MMT
with a minimal setting, i.e., using one model for
bidirectional translations simultaneously.

We leverage all the official parallel data and a
substantial portion of the monolingual data gener-
ously provided by the WMT23 organizer, as elab-
orated in Section 2. To elevate the quality of our
parallel data, we implemented a comprehensive
three-step cleaning procedure. Additionally, for
monolingual data, we further trained an n-gram
language model to filter out low-quality sentences,
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with the goal of generating synthetic data as elabo-
rated in Section 4.1.

The backbone of our system is based on a stan-
dard transformer (Vaswani et al., 2017). Addition-
ally, we build a re-parameterized embedding table
(Wu and Monz, 2023) (see Section 3.2) to enhance
the representational word similarity between En-
glish and Hebrew, targeting better knowledge trans-
fer for multilingual translation.

The final system involves three stages of training:
1) Pretraining with synthetic data (see Section-
4.1), where we leverage back-translation (Sennrich
et al., 2016) to produce synthetic data, and finally
add them as additional data within new transla-
tion directions in our MMT system to conduct pre-
training. 2) Training without synthetic data (see
Section 4.2), where we discard the additional syn-
thetic data and further train our system using real
bitext only. 3) Fine-tuning with task-related data
(see Section 4.3), where we copy and fine-tune our
system using English — Hebrew and Hebrew —
English data for each track respectively. We ob-
serve evident improvements for stage 1 and stage 2,
while surprisingly performance drops for stage 3.

We report our results, including the offline eval-
uation and the final online evaluation, in Section 5.
Our constrained system showed comparable perfor-
mance to unconstrained systems, and outperformed
the second-place constrained submission with +10
BLEU.

2 Data

In this section, we provide an overview of our data
sources and the data cleaning procedures applied
to our English-Hebrew translation task. We utilize
both parallel and monolingual data sets provided by
the organizers for training our translation systems.

2.1 Parallel Data

We make use of all the available data from the
constrained track of the shared task for English-
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Hebrew translation. To enhance the quality of our
parallel data, we undergo a thorough preprocess-
ing phase involving three key steps, as outlined
below. All steps in the cleaning step 1 are executed
using the Moses toolkit™ (Koehn et al., 2007). Con-
sequently, we reduced the size of the raw bitext
data from 70 million to 34 million sentences after
completing the three steps of the cleaning process:

* Cleaning Step 1

— Deescaping special characters in XML.
— Removing non-printable characters.

— Normalizing punctuation and tokenizing
sentences using Moses.

* Cleaning Step 2

- Filtering out sentences longer than 256 to-
kens.

— Eliminating sentences where over 75% of
the words on both the source and target sides
are identical.

— Removing sentences with a source-to-target
token ratio exceeding 1.5.

— Eliminating duplicate sentences.

* Cleaning Step 3

— Removing off-target sentences using the
FastText Language identification tool
(Joulin et al., 2016).

— Excluding sentences exhibiting one-to-
many or many-to-one mappings, for exam-
ple, a single source sentence having multi-
ple different target sentences.

Furthermore, we sampled 10 million parallel sen-
tences to learn a 32k joint unigram (Kudo, 2018)
model-based subword vocabulary using Senten-
cePiece (Kudo and Richardson, 2018), which we
then utilized across all our models, including the
n-gram KenLLM model discussed in the next sec-
tion. However, we encountered a situation where
certain emoji tokens were not included in our vo-
cabulary. As a result, we integrated an additional
post-processing step in Section 4.4 to address this
issue.

2.2 Monolingual Data

To enhance our translation systems further, we in-
corporate monolingual data to produce synthetic

*https ://github.com/moses-smt/mosesdecoder/

data through back-translation. For our monolin-
gual data, we primarily rely on the official English
data provided by the organizers. Note that we did
not use any Hebrew monolingual data since it is
limited (only 1 million sentences). We combine
three official English monolingual datasets: News
Discussions 2019, Leipzig News Corpora 2020,
and News Crawl (2007-2022) to construct our raw
monolingual dataset. Following this, we apply the
same Cleaning Step 1 procedure as detailed in the
Parallel Data section to preprocess the monolingual
data, and this results in 373 million sentences.

Considering the low quality of monolingual data,
we additionally filter them by training an n-gram
language model, i.e., KenLM (Heafield, 2011), and
eliminate the sentences below an LM score thresh-
old. The training data of KenLM is all of the test
data in English, including our offline test data Flo-
res, and the official test dataset. We train KenLM
at the subword level, where we use the same uni-
gram model (trained upon original bilingual data)
to split the training data of KenLLM. Then, we use
it to score all of the monolingual data. To estab-
lish a filtering threshold, we randomly selected
1,000 sentences and labeled them as positive or
negative based on criteria such as fluency, natural-
ness (e.g., avoiding strings of numbers), and rele-
vance to the domain mentioned for WMT23 test
datasets. Finally, we chose a threshold that could
filter 70% bad cases within the 1,000 sentences,
with the cost of monolingual 30% data, resulting in
around 250M total sentences.

Lastly, considering the limitation of the com-
putational resource, we sample 32M monolingual
sentences (at the same level as the bilingual dataset)
from the filtered dataset.

3 Systems
3.1 Backbone and Baseline

In this section, we outline the foundational architec-
ture and adjustments made to our baseline systems.
Our baseline model leverages English <+ Hebrew
translation directions by incorporating the target
language token at the beginning of the encoder, de-
noted as "2he" and "2en". Our implementations are
grounded in the Transformer architecture (Vaswani
et al., 2017), leveraging the Fairseq toolkit (Ott
et al., 2019).

For our baseline model, we utilize a 12-layer
Transformer architecture (mT-large) with specific
modifications, including pre-norm for both the en-
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coder and decoder, and layer-norm for embedding.
To enhance stability and performance, we tie the
parameters of encoder embedding, decoder em-
bedding, and decoder output. We also introduce
dropout and attention dropout with a probability of
0.1, along with label smoothing at a rate of 0.1.

Similar to the approach described by Vaswani
et al. (2017), we employ the Adam optimizer
with a learning rate of 5e-4, implementing an in-
verse square root learning rate schedule with 4,000
warmup steps. We set the maximum number of
tokens to 10,240, with gradient accumulation every
21 steps to facilitate large-batch training in Tang
et al. (2021). We train all of our systems with 4
NVIDIA A6000 Gpus, and to expedite the training
process, we conducted all experiments using half-
precision training (FP16). Additionally, we save
checkpoints every 2000 steps and implement early
stopping based on perplexity, with a patience of 5
epochs.

3.2 Re-parameterized Embedding Table

Using a vocabulary that is shared across languages
is common practice in MMT. In addition to its
simple design, shared tokens play an important
role in positive knowledge transfer, assuming that
shared tokens refer to similar meanings across lan-
guages. This point has been demonstrated by pre-
vious works (Pires et al., 2019; Sun et al., 2022;
Stap et al., 2023; Wu and Monz, 2023). To enhance
word-level knowledge transfer, we follow (Wu
and Monz, 2023) to implement a re-parameterized
shared embedding table and equipped it with our
backbone.

We leverage eflomal (Ostling and Tiedemann,
2016) to train and extract subword-level alignments
based on all of the bilingual data we used. Then, we
build the priors of word equivalence (word align-
ments) into a graph and leverage GNN (Welling
and Kipf, 2016) to re-parameterize the embedding
table.

More specifically, For two words v; and v; in V,
we define an alignment probability from v; to v;
in corpus D as corresponding transfer ratios g; ; as
follows:

Civj
i (M

9ij =

where ¢; ; is the number of times both words are
aligned with each other across D. The correspond-
ing bilingual equivalence graph G can be induced

by filling an adjacency matrix using g; ;, G is ap-
plied within graph networks to re-parameterize the
original embedding table as follows:

E' = p(EW, + GEW; + B). 2)

To allow the message to pass over multiple hops,
we stack multiple graph networks and calculate
representations recursively as follows:

EM = p(E"W] + GE"W3 + B"),  (3)

where £ is the layer index, i.e., hop, and EVis equal
to the original embedding table E. The last layer
representation £ is the final re-parameterized em-
bedding table, for the maximum number of hops
H, which is then used by the system just like any
vanilla embedding table.

4 Experiments

We describe the training process of our system in
three stages.

4.1 Pretraining with Synthetic Data

Back-translation plays an important role in leverag-
ing monolingual data in machine translation. In this
competition, we also apply it to produce synthetic
data and include it in our first-stage training.

Specifically, we first train a base MMT model
(backbone with re-parameterized embedding ta-
bles) using bilingual data. Then, we feed our mono-
lingual English data to produce EN-HE synthetic
bitext. Finally, we merge the original bilingual data
with the synthetic data together to pre-train our
MMT system. We follow Fan et al. (2021) and add
an additional language tag "2syn" to differentiate
between synthetic and original Hebrew data. Note
that, although normally original data (here, it is EN)
is used as target side data after back translation, we
use synthetic data for both directions.

4.2 Training without Synthetic Data

Considering that the synthetic data may differ from
the original bilingual data in terms of data quality,
domain difference, and diversity, in the second-
stage training, we encourage our system to skew
towards the original bilingual distribution. We
achieve this by discarding the synthetic data di-
rectly and continuing training upon the first-stage
system as a kind of full parameter finetuning.
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Strategy Sampled Data Full Data
EN-HE HE-EN | EN-HE HE-EN
Bilingual Baseline 24.6 31.1 34.1 46.0
MMT Baseline 247 31.6 34.1 45.8
"MMT+GM l-hop | 262 323 | 343 462
MMT + GM 2-hop 25.5 32.7 - -

Table 1: Offline evaluation results on sampled and full training data. For sampled data (2M), the backbone is
Transformer Base, while for full data (34M) the backbone is Transformer Large as we describe in Section 3.1. MMT
+ GM means that we equip graph-based re-parameterized embedding tables for our MMT baseline, and hop means
how many graph network layers are involved. The best BLEU scores in each column are written in bold.

Strategy Offline Online
EN-HE HE-EN | EN-HE HE-EN
MMT Baseline 34.1 45.8 333 50.3
"MMT +GM 1-hop | 343 462 | 336 507
MMT + GM 1-hop + Stage-1 354 46.8 35.0 50.1
MMT + GM 1-hop + Stage-1,2 34.1 474 35.0 51.0
MMT + GM 1-hop + Stage-1,2,3 333 44.3 333 48.0

Table 2: Final results of three stages training. The best BLEU scores in each column are written in bold.

4.3 Finetuning on Task-Specific Data

Lastly, to encourage the system to focus on one
certain language direction, we further fine-tune
direction-specific data on the second-stage system.
Note, the direction-specific data here, i.e., EN —
HE and HE — EN are both from the original bilin-
gual data. The effectiveness is also demonstrated
by Ding et al. (2021); Zan et al. (2022) for bilin-
gual translation.

In short, in this three-stage training process, we
gradually narrow down the data distribution to fo-
cus on task-specific real data.

4.4 Post-Processing

We noticed that some emoji tokens in the official
test set were not included in our vocabulary. Thus,
we integrated an additional post-processing step to
process them. Specifically, we escaped the emoji
tokens to their Unicode string” before tokenizing
and feeding them to our system to conduct infer-
ence, and then convert the Unicode string back for
generated predictions.

4.5 Offline Evaluation

We used Flores-200 (Costa-jussa et al., 2022) to
evaluate our strategies offline before submissions
and Ntrex-128 (Federmann et al., 2022) as the val-
idation set. We show the results in Table 1. Due
to resource limitations, we sample 2M of bilingual

"For example, the emoji of "Grinning Face with Open
Eyes" will convert to a string "U+1F600".

data to verify whether there is a big performance
gap between MMT and bilingual baseline. Mean-
while, we also chose the best hyperparameter for
our re-parameterized embedding table, i.e., the hop
number, based on the sampled dataset.

As shown in Table 1, on both sampled and full
data, the MMT baseline achieves comparable re-
sults with bilingual counterparts. Especially for
sampled data, it even outperforms 0.5 BLEU for
into-English translation.

The model-equipped 1-hop re-parameterized em-
bedding table demonstrates a notable improvement,
yielding a 1.5 BLEU gain for the out-of-English
direction and a 0.7 BLEU gain for the out-of- and
into-English directions, on 2M datasets. It shows
that the embedding re-parameterized method (Wu
and Monz, 2023) also works for bilingual settings,
which is not explored in the original paper. We did
not observe evident gains for 2-hop compared with
1-hop on sampled data, hence, we only apply the
1-hop graph networks for the full data training. As
shown in the table, the results are consistent with
that of small data, where MMT with 1-hop graph
networks achieve better performance than MMT
baseline.

As above, we chose MMT with the 1-hop setting
as our architecture and conducted our three stages
of training as described in Section 4.
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5 Results

Table-2 shows our offline and online evaluation
results according to each training stage described in
Section 4. We still use Flores-200 to conduct offline
evaluations. The online results are reported by
WMT23 background BLEU evaluations. Stage-1,
-2, and -3 refer to "Pretraining with Synthetic Data",
"Training without Synthetic Data", and "Finetuning
on Task-Specific Data" respectively.

The results of online and offline evaluations are
quite consistent. Both of them achieve best re-
sults when training with stage 1 and stage 2. It
shows that by step-by-step narrowing training data
from mixing with synthetic data to real data distri-
bution, we can further boost our MMT system’s
performance. However, when we further conduct
fine-tuning on direction-specific data, i.e., apply-
ing stage 3, there is an evident performance drop.
It seems that tuning in a specific direction upon
MMT may not be a good practice, at least when
the training data are a subset of that for MMT. We
leave this point for future exploration.

Our final system achieves 35.0 and 51.0 in
EN—HE and HE—EN direction respectively, which
are both in the first place for constrained tracks.

6 Conclusion

In this competition, we show that: 1) It is possible
to achieve comparable results with conventional
bilingual translation by using MMT training fash-
ion to handle two dual translation directions. 2)
Previous embedding re-parameterized method (Wu
and Monz, 2023) also works for bilingual trans-
lation, which is not verified in the original paper.
However, when training data scales up to 30+M
level, the improvements become marginal. 3) By
step-by-step narrowing training data (especially for
stage-1 and stage-2) from mixing with synthetic
data to real data distribution, we successfully boost
the final performance, even in a quite high-resource
scenario (30+M).
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