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Abstract

This paper presents the submission of
Huawei Translate Services Center (HW-TSC)
to the WMT23 general machine transla-
tion (MT) shared task. We participate in
Chinese<»English (zh<+en) language pair. We
use deep Transformer architecture and obtain
the best performance via a Transformer vari-
ant with a larger parameter size. We perform
fine-grained pre-processing and filtering on the
provided large-scale bilingual and monolingual
datasets. The model enhancement strategies
we used includes Regularized Dropout, Bidi-
rectional Training, Data Diversification, For-
ward Translation, Back Translation, Alternated
Training, Curriculum Learning and Transduc-
tive Ensemble Learning. Our submission ob-
tain competitive results in the final evaluation.

1 Introduction

Machine translation (MT) (Brown et al., 1990)
refers to the automatic translation of text from one
language to another, while the WMT23 general MT
shared task focuses on evaluation of general MT
capabilities. Compared with the news shared task
in previous years, the general MT shared task in-
volves multiple domains. The testsets contain data
in news, user generated (social), conversational,
and ecommerce domains.

This paper presents the submission of HW-TSC
to the WMT23 general MT shared task, in which
we participate in zh<+en language pair. Our method
is mainly based on previous works (Wei et al., 2022;
Wu et al., 2022; Yang et al., 2021). We perform
multi-step data cleansing on the provided dataset
and only keep a high-quality subset for training. At
the same time, several model enhancement strate-
gies are tested in a pipeline, including Regularized
Dropout (Wu et al., 2021), Bidirectional Training
(Ding et al., 2021), Data Diversification (Nguyen
et al., 2020), Forward Translation (Abdulmumin,
2021), Back Translation (Sennrich et al., 2016),

Alternated Training (Jiao et al., 2021), Curriculum
Learning (Zhang et al., 2019) and Transductive
Ensemble Learning (Wang et al., 2020b).

Our system report includes four parts. Section
2 focuses on our data processing strategies while
section 3 describes our training details. Section 4
explains our experiment settings and training pro-
cesses and section 5 presents the results.

2 Data

2.1 Data Source

We obtain bilingual and monolingual data from
ParaCrawl v9, News Commentary v18.1, Wiki Ti-
tles v3, UN Parallel Corpus V1.0, CCMT Corpus,
WikiMatrix, News Crawl and Common Crawl] data
sources. The amount of data we used is shown in
Table 1. It should be noted that in order to obtain
better performance in the general domain, we mix
the monolingual data from Common Crawl and
News Crawl.

bitext data
25M

language pairs
zh++en

monolingual data
en: 50M, zh: 50M

Table 1: Bilingual and monolingual used for training.

2.2 Data Pre-processing

Our data processing procedure is precisely the same
as the previous year (Wei et al., 2021), including
deduplication, XML content processing, langid
(Lui and Baldwin, 2012) and fast-align (Dyer et al.,
2013) filtering strategies. As we use the same data
pre-processing strategy as the previous year, we
will not go into details here.

2.3 Data Denoising

Since there may be some semantically dissimilar
sentence pairs in bilingual data, we use LaBSE
(Feng et al., 2022) to calculate the semantic similar-
ity of each bilingual sentence pair, and exclude
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bilingual sentence pairs with a similarity score
lower than 0.7 from our training corpus.

3 System Overview

3.1 Model

We continue using Transformer (Vaswani et al.,
2017) as our neural machine translation (NMT)
(Bahdanau et al., 2015) model architecture. As
we did last year, we only use a 25-6 deep model
architecture (Wang et al., 2019). The parameters of
the model are the same as Transformer big. We just
change the post-layer normalization to the pre-layer
normalization, and set encoder layers to 25.

3.2 Regularized Dropout

Regularized Dropout (R—Drop)1 (Wu et al., 2021)
is a simple yet more effective alternative to regular-
ize the training inconsistency induced by dropout
(Srivastava et al., 2014). Concretely, in each mini-
batch training, each data sample goes through the
forward pass twice, and each pass is processed by
a different sub model by randomly dropping out
some hidden units. R-Drop forces the two distri-
butions for the same data sample outputted by the
two sub models to be consistent with each other,
through minimizing the bidirectional Kullback-
Leibler (KL) divergence (Van Erven and Harremos,
2014) between the two distributions. That is, R-
Drop regularizes the outputs of two sub models ran-
domly sampled from dropout for each data sample
in training. In this way, the inconsistency between
the training and inference stage can be alleviated.

3.3 Bidirectional Training

Many studies have shown that pre-training can
transfer the knowledge and data distribution, hence
improving the model generalization. Bidirectional
training (BiT) (Ding et al., 2021) is a simple and
effective pre-training method for NMT. Bidirec-
tional training is divided into two stages: (1) bidi-
rectionally updates model parameters, and (2) tune
the model. To achieve bidirectional updating, we
only need to reconstruct the training samples from
"src—tgt" to "src—tgt & tgt—src" without any
complicated model modifications. Notably, BiT
does not require additional parameters or training
steps and only uses parallel data.

1h'ctps ://github.com/dropreg/R-Drop
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3.4 Data Diversification

Data Diversification (DD) (Nguyen et al., 2020) is
a data augmentation method to boost NMT perfor-
mance. It diversifies the training data by using the
predictions of multiple forward and backward mod-
els and then merging them with the original dataset
which the final NMT model is trained on. DD is
applicable to all NMT models. It does not require
extra monolingual data, nor does it add more pa-
rameters. To conserve training resources, we only
use one forward model and one backward model to
diversify the training data.

3.5 Forward Translation

Forward translation (FT) (Abdulmumin, 2021),
also known as self-training, is one of the most com-
monly used data augmentation methods. FT has
proven effective for improving NMT performance
by augmenting model training with synthetic paral-
lel data. Generally, FT is performed in three steps:
(1) randomly sample a subset from the large-scale
source monolingual data; (2) use a “teacher” NMT
model to translate the subset data into the target
language to construct the synthetic parallel data;
(3) combine the synthetic and authentic parallel
data to train a “student” NMT model.

3.6 Back Translation

An effective method to improve NMT with tar-
get monolingual data is to augment the parallel
training data with back translation (BT) (Sennrich
et al., 2016; Wei et al., 2023). There are many
works expand the understanding of BT and inves-
tigates a number of methods to generate synthetic
source sentences. Edunov et al. (2018) find that
back translations obtained via sampling or noised
beam outputs are more effective than back transla-
tions generated by beam or greedy search in most
scenarios. Caswell et al. (2019) show that the
main role of such noised beam outputs is not to
diversify the source side, but simply to tell the
model that the given source is synthetic. There-
fore, they propose a simpler alternative strategy:
Tagged BT. This method uses an extra token to
mark back translated source sentences, which gen-
erally outperforms noised BT (Edunov et al., 2018).
For better joint use with FT, we use sampling back
translation (ST) (Edunov et al., 2018).


https://github.com/dropreg/R-Drop

3.7 Alternated Training

While synthetic bilingual data have demonstrated
their effectiveness in NMT, adding more synthetic
data often deteriorates translation performance
since the synthetic data inevitably contains noise
and erroneous translations. Alternated training
(AT) (Jiao et al., 2021) introduce authentic data
as guidance to prevent the training of NMT models
from being disturbed by noisy synthetic data. AT
describes the synthetic and authentic data as two
types of different approximations for the distribu-
tion of infinite authentic data, and its basic idea is
to alternate synthetic and authentic data iteratively
during training until the model converges.

3.8 Curriculum Learning

A practical curriculum learning (CL) (Zhang et al.,
2019) method should address two main questions:
how to rank the training examples, and how to mod-
ify the sampling procedure based on this ranking.
For ranking, we choose to estimate the difficulty of
training samples according to their domain feature
(Wang et al., 2020a). The calculation formula of do-
main feature is as follows, where 6;,, represents an
in-domain NMT model, and 6,,,; represents a out-
of-domain NMT model. One thing to note is that
we treat domains including news, user-generated
(social), conversational, and e-commerce domains
as in-domain, and others as out-of-domain. Specif-
ically, we use the WMT22 test set to fine-tune a
baseline model, and then use the baseline model
and the fine-tuned model as the out-of-domain
model and the in-domain model respectively.
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For sampling, we adopt a probabilistic CL strat-

egy that leverages the concept of CL in a nonde-

terministic fashion without discarding the original

standard training practice, such as bucketing and
mini-batching.

3.9 Transductive Ensemble Learning

Ensemble learning (Garmash and Monz, 2016),
which aggregates multiple diverse models for in-
ference, is a common practice to improve the per-
formance of machine learning models. However,
it has been observed that the conventional ensem-
ble methods only bring marginal improvement for
NMT when individual models are strong or there

are a large number of individual models. Trans-
ductive Ensemble Learning (TEL) (Zhang et al.,
2019) studies how to effectively aggregate multiple
NMT models under the transductive setting where
the source sentences of the test set are known. TEL
uses all individual models to translate the source
test set into the target language space and then fine-
tune a strong model on the translated synthetic data,
which significantly boosts strong individual models
and benefits a lot from more individual models.

4 Experiment Settings

We use the open-source fairseq (Ott et al., 2019)
for training, then we use SacreBLEU (Post, 201 8)?
and wmt20-comet-da model (Rei et al., 2020) to
measure system performances. The main parame-
ters are as follows: each model is trained using 8
A100 GPUs, batch size is 6144, parameter update
frequency is 2, and learning rate is 5e-4. The num-
ber of warmup steps is 4000, and model is saved
every 1000 steps. The architecture we used is de-
scribed in section 3.1. We adopt dropout, and the
rate varies across different training phases. R-Drop
is used in model training, and we set A to 5.

5 Results

Regarding zh++en, we use Regularized Dropout,
Bidirectional Training, Data Diversification, For-
ward Translation, Back Translation, Alternated
Training, Curriculum Learning, and Transductive
Ensemble Learning. The evaluation results of
en—zh and zh—en NMT system on WMT22 gen-
eral test sets are shown in Tables 2.

en—zh zh—en
BLEU COMET BLEU COMET
BiT R-Drop baseline  45.55 50.24 22.30 22.28
+ DD, FT & ST 4954  59.69  25.67 33.44
+ AT 54.11 63.99  28.58 37.15
+CL 56.36  68.90 30.58  44.62
+ TEL 56.80 69.06 3135  45.56

Table 2: BLEU and COMET scores of en—zh and
zh—en NMT system on WMT?22 general test set.

We observe that DD, FT & ST can stably bring
3-4 BLEU and 1-9 COMET improvement; AT can
bring 3-5 BLEU and 4 COMET improvement; and
CL can bring 2 BLEU and 5-7 COMET improve-
ment. In addition, TEL can further slightly im-
prove BLEU and COMET scores. Our final en—zh

2https: //github.com/mjpost/sacrebleu
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System chrF BLEU  COMET
HW-TSC 57.5 33.6 82.8
ONLINE-B 57.5 335 82.7
Yishu 57.4 334 82.7
GPT4-5shot 53.1 26.8 81.6
Lan-BridgeMT 53.1 27.3 81.2
ONLINE-G 53.9 26.6 80.9
ONLINE-Y 52.3 25.0 80.6
ONLINE-A 534 28.3 80.3
ZengHuiMT 54.6 27.0 79.6
ONLINE-W 52.5 26.4 79.3
IOL_Research 52.4 272 79.2
ONLINE-M 49.7 235 711
NLLB_MBR_BLEU  45.8 19.8 76.8
ANVITA 47.1 21.8 76.6
NLLB_Greedy 46.1 20.5 76.4

Table 3: Scores for the WMT23 zh—en translation task:
chrF, BLEU and COMET (Unbabel/wmt22-comet-da).

System chrF BLEU  COMET
ONLINE-B 52.9 57.5 88.1
Yishu 53.0 57.6 88.1
HW-TSC 53.8 58.6 87.3
GPT4-5shot 46.5 49.6 87.1
ONLINE-W 473 52.1 86.8
Lan-BridgeMT 46.8 50.2 86.6
ONLINE-Y 49.8 54.2 86.5
ONLINE-A 52.8 58.5 86.2
IOL_Research 51.9 56.9 85.3
ZengHuiMT 47.0 52.9 84.3
ONLINE-M 50.6 54.9 84.2
ONLINE-G 494 54.1 83.8
NLLB_Greedy 26.3 27.4 75.7
ANVITA 36.9 38.9 75.6
NLLB_MBR_BLEU  21.1 19.1 71.5

Table 4: Scores for the WMT23 en— zh translation task:
chrF, BLEU, COMET (Unbabel/wmt22-comet-da).

and zh—en submissions achieve 56.80 and 31.35
BLEU, 69.06 and 45.56 COMET respectively.

6 Official Automatic Evaluation Results

In our final submission, we add post-processing
for punctuation correction and entity preservation.
WMT (Kocmi et al., 2023) present an automatic
evaluation of the systems submitted to the gen-
eral machine translation task, including the follow-
ing three different automatic metrics: chrF, BLEU
and COMET. We rank the systems according to
COMET scores, and unconstrained systems are in
a grey background in the tables.

7 Conclusion

This paper presents the submission of HW-TSC
to the WMT?23 general MT Task. We participate
in zh<+en language pair and perform experiments
with a series of pre-processing and training strate-
gies. The effectiveness of each strategy is demon-
strated. Our experiments show that our model train-
ing strategies are effective. Our submission finally

achieve competitive results in the evaluation.
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