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Abstract

This paper describes the system for the YNU-
HPCC team in WASSA-2023 Shared Task 1:
Empathy Detection and Emotion Classification.
This task needs to predict the empathy, emo-
tion, and personality of the empathic reactions.
This system is mainly based on the Decoding-
enhanced BERT with disentangled attention
(DeBERTa) model with parameter-efficient
fine-tuning (PEFT) and the Robustly Optimized
BERT Pretraining Approach (RoBERTa). Low-
Rank Adaptation (LoRA) fine-tuning in PEFT
is used to reduce the training parameters of
large language models. Moreover, back trans-
lation is introduced to augment the training
dataset. This system achieved relatively good
results on the competition’s official leaderboard.
The code of this system is available here.

1 Introduction

The purpose of WASSA-2023 Shared Task 1 (Bar-
riere et al., 2023) is to use empathic reaction data
to predict hidden sentiment and personality. This
task consisted of five tracks:

• Track 1: Empathy and Emotion Prediction in
Conversations (CONV), which consists in pre-
dicting empathy, emotion polarity, and emo-
tional intensity in a conversation;

• Track 2: Empathy Prediction (EMP), which
consists in predicting empathy, and personal
distress in an essay;

• Track 3: Emotion Classification (EMO),
which consists in predicting the emotion in
an essay;

• Track 4: Personality Prediction (PER), which
consists in predicting the conscientiousness,
openness, extraversion, agreeableness, and
stability of the essay writer;

• Track 5: Interpersonal Reactivity Index Pre-
diction (IRI), which consists in predicting
perspective-taking, personal distress, fantasy,
and empathetic concern of the essay writer;

Although the prediction goals are different, all
five tracks can be considered as either a sentiment
classification (Peng et al., 2020) or regression task
(Kong et al., 2022). One of the biggest challenges
in this task lies in how to learn representation for
the given text. The early exploration was based
on text similarity (Jijkoun and Rijke, 2005) or text
alignment (de Marneffe et al., 2008). With the de-
velopment of neural networks, convolutional neural
networks (CNN) (Kim, 2014) and recurrent neural
networks (RNN) (Zaremba et al., 2014) and their
variants are adopted to learn text representations.
Both CNN and RNN are shallow models, which
only incorporate previous knowledge in the first
layer of the model. The models are also based on
word embeddings that are useful in only capturing
the semantic meaning of words without understand-
ing higher-level concepts like anaphora, long-term
dependencies, and many more.

Beyond word embeddings, recent studies pro-
posed embedding from language models (ELMo),
which can learn word embeddings by incorporating
both word-level characteristics as well as contex-
tual semantics (Zhang et al., 2021). This also led to
the emergence of pre-trained models (PLM) using
Transformers as basic units. The PLMs, such as
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), ALBERT (Lan et al., 2019), and DeBERTa
(He et al., 2020), are first fed a large amount of
unannotated data, allowing the model to learn the
usage of various words and how the language is
written in general. Then, they can be finetuned to
be transferred to a Natural Language Processing
(NLP) task where it is fed another smaller task-
specific dataset. As the scale of PLMs increases,
the model performance in downstream tasks be-
comes better and better. Nevertheless, the fine-
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tuning procedure brings about increased require-
ments for model training costs. For example, the
large sequence-to-sequence model GPT-3 has 175B
parameters (Brown et al., 2020). To reduce train-
ing costs, recent studies suggest using parameter-
efficient fine-tuning (PEFT) (Houlsby et al., 2019)
to enable the efficient adaption of PLMs to down-
stream applications without fine-tuning all the pa-
rameters of the PLMs.

To this end, this paper proposes to use DeBERTa
fine-tuned with Low-Rank Adaptation (LoRA) (Hu
et al., 2021) in PEFT and RoBERTa for all tracks in
this competition. Both the DeBERTa and RoBERTa
were initialized from a well-trained checkpoint,
e.g., deberta-v2-xxlarge with 1.5B parame-
ters and roberta-base with 125M parameters.
For finetuning, LoRA only fine-tuned a small num-
ber of (extra) model parameters, thereby greatly de-
creasing the computational and storage costs. For
classification tasks, a softmax head with the cross-
entropy loss was applied, while a linear decoder
head with the mean squared error was adopted for
regression tasks.

The experimental results on the development
dataset show that the XXL version of DeBERTa
with LoRA and back translation achieves the best
performance in tracks 1, 3, and 5. Although
the number of trainable parameters decreases, the
model achieves performance comparable to that of
full fine-tuning. Additionally, RoBERTa with back
translation achieved the best performance in tracks
2 and 4. The difference in the performance of the
two models on different tracks may be due to the
impact of the size of the training dataset.

The rest of this paper is organized as follows.
Section 2 describes the system model and method.
Section 3 discusses the specific experimental re-
sults. Conclusions are finally drawn in Section 4.

2 System description

The architecture of the proposed model is shown
in Figure 1. The given text of conversations or es-
says is input into the tokenizer and then segmented
into the corresponding token ID. Subsequently, De-
BERTa or RoBERTa’s encoder is used to extract
the features of the text in a vector format. Mean-
while, LoRA is used to reduce fine-tuning parame-
ters without degrading performance too much. Fi-
nally, the encoded hidden representation is used for
both sentiment classification and regression.
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Figure 1: The structure for the system.

2.1 Tokenizer
SentencePiece and WordPiece were used for De-
BERTa and RoBERTa to divide the text into sub-
words, respectively. The final output X of the tok-
enizer is denoted as,

X = [CLS]x1x2 . . . xm[SEP ] (1)

where m is the length of the given text, the [CLS]
special tag is used to indicate the beginning of a
text sequence, and the [SEP] special tag is used to
indicate the separation of a text sequence.

2.2 RoBERTa
The RoBERTa used in this system is a model
improved on BERT. BERT’s pre-trained tasks in-
clude Masked Language Model (MLM) and Next
Sentence Prediction (NSP). RoBERTa removed
the NSP task, increased the batch size of the
model, and used more training data. The perfor-
mance improvement of RoBERTa has been demon-
strated through experimental comparison. The
RoBERTa used in this task was initialized from
roberta-base, with the main structure of 12
layers, 768 hidden size, and 125M total parame-
ters.

2.3 DeBERTa
DeBERTa used in this system improves the text
representation capabilities of BERT and RoBERTa
models using disentangled attention and enhanced
mask decoder methods. Each word is represented
using two vectors that encode its content and po-
sition, respectively. The attention weights among
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Figure 2: The conceptual diagram of parameter-efficient
LoRA fine-tuning.

words are computed using disentangled matrices
on their contents and relative positions. Then, an
enhanced mask decoder is used to replace the out-
put softmax layer to predict the masked tokens
for model pretraining. It outperforms BERT and
RoBERTa on many natural language understanding
(NLU) tasks. The checkpoint of DeBERTa used in
this system is deberta-v2-xxl, with the main
structure of 48 layers, 1536 hidden size, and 1.5B
total parameters.

2.4 LoRA
Transferring the models to the downstream tasks
usually depends on the size of the training dataset
and pre-trained model. However, the hardware cost
of using large models is very significant. Mean-
while, large models are over-parameterized and
have a smaller intrinsic dimension (Houlsby et al.,
2019). Therefore, this system used LoRA to freeze
most parameters and fine-tune the model through
low-rank matrices. The LoRA decomposition is
defined as,

W0 +∆Wx = W0 +BAx (2)

where W0 represents the original parameter matrix.
It is very huge and difficult to train. In this sys-
tem, training updates to W0 can be represented by
∆W . Therefore, W can be frozen to reduce a large
number of training parameters. A and B represent
the low-rank factorization matrix of W0. A is ini-
tialized with random Gaussian and B is initialized
with zero. Therefore, ∆W is initialized with zero.

LoRA reduces parameters by training a low-rank
iterative decomposition matrix of the original pa-
rameter matrix. The original parameters of XXL
DeBERTa used in this system are 1.5B, while the
trainable parameters after LoRA processing are
around 4 million. So, this method makes using a

large language model on consumer-grade GPUs a
reality.

2.5 Output Layer
The output layer is implemented in two distinct
ways to accomplish classification and regression
tasks.

Regression. Regression was performed for tracks
1, 2, 4, and 5. The training goal is to minimize the
mean squared error (MSE) loss, denoted as,

L1 =
1

n

n∑

i=1

(yi − Pi)
2 (3)

where Pi is the predicted value, yi represents the
ground-truth, and n represents the number of train-
ing samples in a batch.

Classification. The classification was performed
for track 3. A softmax function is used to pre-
dict probability distribution over the candidate la-
bels. The training objective is to minimize the
cross-entropy between the predicted labels and the
ground truth, denoted as,

L2 = − 1

N

∑

i

C∑

c=1

yic logPic (4)

where C represents the number of categories clas-
sified, yic is the ground-truth label, and Pic repre-
sents the prediction probability of the c-th class.

3 Experimental Results

This section evaluates the performance of the pro-
posed system for both sentiment classification and
regression tasks.

3.1 Datasets
This task is based on an Empathic Conversations
dataset. The dataset marks conversations and es-
says after people read news stories about individ-
uals, groups, or others who have been harmed
(Omitaomu et al., 2022). This dataset for train-
ing contains two levels of sentiment classification:
(1) Conversations between two users after reading
the same news stories. The labels mainly include
Emotional Polarity, Emotion, and Empathy. (2)
Essays from each user. The labels mainly include
Empathy, Emotion, Personality, and Interpersonal
Reactivity Index. Each sentimental transition in
user conversations or essays is interpreted as labels.
The size of the training dataset for the conversation
level is around 8700, while the size of the training
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Figure 3: The performance of different learning rates
on development dataset.

dataset for the essay level is around 770. Macro
Correlation metric is used in tracks 1, 2, 4, and 5,
Macro F1-score is used in track 3.

3.2 Implementation Details
The conversation-level dataset provided conversa-
tion text, and the essay-level dataset provided es-
say text and person-level demographic informa-
tion (age, gender, ethnicity, income, and education
level). In track 1, this system used conversation
text as training data and used essay text as training
data in tracks 2, 3, 4 and 5. All training datasets
are first translated into Chinese and then translated
back into English. This method of back translation
can double the training datasets. Additionally, this
system has chosen BERT as a baseline model.

The learning rate was fine-tuned on the devel-
opment dataset. The results were shown in Fig.
3.

3.3 Comparative Results and Discussion
Tables 1 and 2 show the comparative results of
BERT, RoBERTa, and DeBERTa with LoRA on
different classification and regression tasks on the
development dataset. It can be found that the aver-
age performance of the optimized RoBERTa and
DeBERTa is better than BERT. DeBERTa’s disen-
tangled attention mechanism helps to improve the
model’s text representation ability because it not
only calculates the attention weight of content and
relative position for all word pairs but also consid-
ers the absolute positions of words. The results
show that DeBERTa + LoRA performs better in
tracks 1, 3, and 5, while RoBERTa performs better
in tracks 2 and 4. This may be due to the relatively
larger scale of training data for track 1, and the

Track BERT RoBERTa DeBERTa+LoRA
Track1-CONV 0.714 0.721 0.767
Track2-EMP 0.502 0.624 0.544
Track4-PER 0.342 0.593 0.508
Track5-IRI 0.278 0.353 0.39

Table 1: Comparative results using Pearson Correlation
in the development dataset.

Track BERT RoBERTa DeBERTa+LoRA
Track3-EMO 0.271 0.169 0.486

Table 2: Comparative results using Macro F1 score in
the development dataset.

Track Score
Track1-CONV 0.730 (Pearson Correlation)
Track2-EMP 0.288 (Pearson Correlation)

Track3-EMO 0.514 (Macro F1)
Track4-PER 0.252 (Pearson Correlation)
Track5-IRI 0.154 (Pearson Correlation)

Table 3: Final score in the test dataset.

fact that track 3 is a complex 31-classification task.
Therefore, DeBERTa+LoRA improves the perfor-
mance of sentiment classification and regression
tasks. We submitted the best results of each track
on the leaderboard. The final results of the test
dataset are shown in Table 3.

4 Conclusion

This paper proposed a system submitted in shared
task 1 of WASSA-2023, which uses RoBERTa
and XXL version of DeBERTa as the pre-trained
models and fine-tuning the DeBERTa model us-
ing LoRA. The experimental results indicate that
this system has achieved good performance. In
addition, this system has a lot of space for improve-
ment compared to the top-ranked systems. Future
works will attempt to try other text augmentation
and generation methods to achieve better results.
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