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Abstract

The dominance of English is a well-known is-
sue in NLP research. In this position paper, I
turn to state-of-the-art psychological insights
to explain why this problem is especially per-
sistent in research on automatic emotion de-
tection, and why the seemingly promising ap-
proach of using multilingual models to include
lower-resourced languages might not be the de-
sired solution. Instead, I campaign for the use
of models that acknowledge linguistic and cul-
tural differences in emotion conceptualization
and verbalization. Moreover, I see much po-
tential in NLP to better understand emotions
and emotional language use across different
languages.

1 Introduction

Variation and diversity are inherent to human life,
not least to human language. Yet, machine learn-
ing approaches used in natural language processing
(NLP) usually ignore this variation and are biased
to a (consciously or subconsciously imposed) norm.
Mohammad (2022) stressed that current NLP appli-
cations therefore often amplify societal inequalities
and "lead to more adverse outcomes for those that
are already marginalized". Indeed, we have known
for some time that NLP applications show several
biases, e.g., racial bias in conversational agents
(Sap et al., 2019) or gender bias in machine trans-
lation (Savoldi et al., 2021). Mohammad (2022)
therefore campaigns for introducing ethics sheets
for AI tasks, in which diversity should be one point
to be addressed, including a discussion of the de-
sign choices that impact diverse groups of people.

Besides inequality across social groups, Søgaard
(2022) recently pointed at the inequality across
languages as an unwanted bias in NLP (around
two thirds of NLP research at top venues would
be devoted exclusively to English, which has not
changed over the last 10 years). However, instead
of merely acknowledging these biases, he argues

Figure 1: Proportion of papers (presented at WASSA
between 2011 and 2022) including other languages than
English.

that it is simple to mitigate inequality amplification,
for which he proposes three strategies inspired by
policies for reducing carbon emissions: (i) an NLP
Cap and Trade, (ii) an NLP Carbon Tax, and (iii)
NLP Car-Free Sundays. As the language bias is
generally towards English, this would in practice
mean to (i) distribute quota for publications on En-
glish, (ii) impose a cost on researchers submitting
papers on English or (iii) a one-year ban on English
models. These measures should encourage groups
to work on NLP systems and resources for other
languages than English.

For work on emotion detection (also referred to
as automatic emotion recognition or AER)1 as well,
we observe a huge bias towards English resources
and systems. In order to get some insight in the
variety of languages addressed in research on emo-
tion detection and related research fields, I analyzed
the papers that were presented at the Workshop on
Computational Approaches to Subjectivity, Sen-
timent & Social Media Analysis (WASSA) since
20112, and counted the number of papers that in-
cluded other languages than English.3 My findings,

1I will use these terms interchangeably.
2Except for the first WASSA edition in 2010,

the contributions of all editions are found on
https://aclanthology.org/venues/wassa/.

3I manually scanned all WASSA publications, except ab-
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Figure 2: Number of languages that were included in the
papers presented at WASSA between 2011 and 2022.

shown in Figure 1, are in line with the numbers re-
ported by Søgaard (2022): the proportion of papers
that not exclusively focused on English fluctuates
around one third and did not increase over the years.
However, I did observe that there was a remarkable
increase in the past two years concerning the total
number of languages that were included and the
maximum number of languages across papers (see
Figure 2).

I believe that this positive trend is fueled by large
language models like multilingual BERT (Devlin
et al., 2019), which lend themselves perfectly to
(zero or few-shot) transfer learning. Indeed, the
high number of languages at WASSA 2021 and
2022 is largely due to just three papers that in-
clude many different languages: Lamprinidis et al.
(2021), Bianchi et al. (2022) and Rajda et al. (2022)
respectively include 18, 19 and 27 languages, each
of them performing experiments using multilingual
models.

However, even though multilingual models
might seem promising for tackling NLP tasks for
other (and lower-resourced) languages than En-

stracts of invited talks and submissions for shared tasks (but,
for each shared task, I did include the task description paper).
If the paper included other languages than English, it was
usually mentioned in the paper title or in the abstract, although
sometimes I had to read the dataset description to find out. For
a remarkable number of papers, no language was mentioned
at all. In almost all of these cases, the papers used English
data. Plots for the distribution of languages in all WASSA
discussions are shown in Figure 4 in the Appendix.

glish, the use of multilingual models result in a
paradox in the case of emotion detection: using
multilingual emotion detection models inherently
assumes that different languages deal with emo-
tions the same way. This idea may be in line with
classical views on emotion analysis, but goes com-
pletely against state-of-the-art evidence in psychol-
ogy showing that emotions are not universal, but
rather culture (and language) dependent (Barrett,
2017; Mesquita et al., 2016).

Therefore, I believe the real challenge does not
lie in attracting more research on a larger number
or greater variety of languages, but in studying
emotion detection without falling into universal-
ist ideas and instead acknowledging differences
in emotional conceptualization and verbalization
across languages. This can be achieved by creating
valid datasets (original data written and annotated
by native speakers), with label sets that are adjusted
to the target language (using native emotion words
or emotion representations that go beyond the an-
glocentric basic emotions).

In this position paper, I will discuss state-of-the-
art psychological findings and their implications
for emotion detection in NLP (Section 2). I will
then expand on these implications by discussing
them in the light of current papers in AER research
(Section 3). Next, I will propose some research
directions that can be taken in AER to better align
with psychological evidence (Section 4). Finally,
my viewpoints are summarized in some concluding
thoughts (Section 5).

2 What psychology teaches us and what it
means for AER

For a very long time, a universalist view on emo-
tions prevailed. In such a view, it is believed that
the way emotions are conceptualized and experi-
enced is the same across different cultures and that
emotions are biologically hard-wired. Especially
the work on facial expressions by Ekman and his
colleagues, in which participants from different cul-
tures made similar decisions when asked to match
emotion words or emotional stories with facial
expressions of anger, disgust, fear, joy, sadness
and surprise, consolidated the idea of universal
emotions (Ekman et al., 1969; Ekman and Friesen,
1971).

However, experiments like Ekman’s are biased
by the Western perspective of the researcher and
influenced by the used research methods (e.g., the
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choice of emotion words to match with; posed in-
stead of spontaneous emotion expressions). More
recent experiments using a greater diversity in re-
search methods and contexts, reveal diversity in-
stead of universality (Gendron et al., 2014).

Moreover, a critical review of literature about
the biological basis of emotion categories by Bar-
rett (2006) indicates that evidence for the existence
of such universal basic emotions is inconclusive.
Rather, there is "cultural variation in the experience
of emotion that is intrinsically driven by cultural
differences in emotion categories and concepts"
(Barrett, 2006, p.38). In a similar vein, Mesquita
et al. (2016) claim that emotional experience is cul-
turally constructed, which shows itself in cultural
differences regarding how people communicate and
talk about their emotions.

Variation in emotion conceptualization and expe-
rience on the hand, and concomitantly, emotion ex-
pression and verbalization on the other hand, both
have consequences for automatic emotion recogni-
tion in NLP.

Diversity in emotion conceptualization

Not all cultures dispose of the same emotion con-
cepts. There exist many examples of emotion con-
cepts in specific languages that do not seem to
have a translation in other languages, e.g., toska in
Russian (described as spiritual anguish without a
specific cause), saudade in Portuguese (described
as a somewhat melancholic feeling of incomplete-
ness), lítost in Czech (a state of agony and torment
created by the sudden sight of one’s own misery)
or fago in Ifaluk (which has characteristics shared
with the English concepts love, compassion and
sadness). Even for concepts that are claimed to
be ‘basic emotions’, not all languages have a word
– e.g., there exists no word for sadness in Tahiti
(Levy, 1984).4

Besides the untranslatability of some emotion
words, there are also many differences in the con-
notations and meanings of emotion terms across
languages (Mesquita et al., 1997; Pavlenko, 2008;

4The fact that a language does not have a word for spe-
cific emotion concepts, does not necessarily mean that people
speaking that language cannot conceptualize such an emotion.
However, according to Barrett (2017), conceptualization is
a prerequisite for emotional experience. Whether Tahitians
can experience sadness thus depends on whether they can
conceptualize it. We are not sure whether having a word for
a concept is necessary for having the concept, but it seems
the case that having a word makes conceptualization easier
(Barrett, 2017).

Wierzbicka, 2009). The concept of anger, for ex-
ample, is hardly the same as gnev, although they
are usually glossed as translation equivalents in
English-Russian dictionaries (Wierzbicka, 1998).

That there is variation between emotion concepts
across languages, is not just because the emotion
words we use to refer to them are not perfect trans-
lation equivalents (which is an inherent problem
related to translation in general, and not only to the
translation of emotion words), but because emo-
tions are culturally constructed (Mesquita et al.,
2016). For example, in studies comparing the emo-
tion conceptualization between inhabitants from
the United states and Japan, it was found that
emotion concepts arise from the individual in the
perspective of American respondents, while they
arise from the relationships between individuals in
Japanese respondents (Uchida et al., 2009). This
reflects how in some cultures (e.g., in Japan), pro-
cesses at the level of the collective are more im-
portant for constructing emotions, while in other
cultures (e.g., the U.S.) individual-level processes
prevail (Mesquita et al., 2016).

Implications for AER: As emotion concepts are
dependent on the culture we live in and the lan-
guage we speak, we should design our datasets and
models accordingly. Native speakers should label
texts, with emotion labels that make sense to them.
We should not use the Ekman emotion taxonomy as
the basis of AER without motivation, as the claim
that these emotions would be universal has been
disproved. Moreover, there is no reason to believe
that these emotions have the same meaning as they
have for speakers of English.

Diversity in emotion verbalization

The way we conceptualize and experience our emo-
tions has of course a huge impact on how we ex-
press and verbalize them. Again, the distinction be-
tween individualistic and collectivist cultures is im-
portant. People in individualistic cultures seem to
be more openly conveying emotional feelings and
use a more expressive style than people from collec-
tivist cultures, which is illustrated by the reticence
of verbal and non-verbal expression of the emotion
love by Chinese people compared to Americans
(Caldwell-Harris et al., 2013). Moreover, it was
found that there are several linguistic differences
in the emotional expression between people from
individualistic cultures – where emotion terms are
related to the self and the use of nouns and adjec-
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tives is more prominent – and collectivist cultures –
where emotion terms are more often used to refer
to relationships intead of the individual, and more
interpersonal verbs are used (Semin et al., 2002;
Mesquita et al., 2016).

However, there are even more subtle differences
that have nothing to do with the individualistic-
collectivist dichotomy. Languages can have very
characteristic strategies for emotion verbalization,
e.g., using diminutive, augmentative and pejora-
tive suffixes in Spanish or Portuguese (Rudolph,
1990), or emotion verbalization that is focused on
the human body in Russian (Wierzbicka, 1999).
Also emojis, which are a common strategy to con-
vey emotions in informal writing, show much di-
vergence between languages and countries, some-
times even between countries that are geograph-
ically close to each other and in which the same
language is spoken, like Mexico and Columbia (Ke-
jriwal et al., 2021).

Implications for AER: As emotion verbalization
is dependent on the culture we live in and the lan-
guage we speak, models should be trained on texts
that are written in the language for which we want
to use the developed emotion detection system.
Both training and evaluation data should be writ-
ten and labeled by native speakers, as only native
speakers might pick up on language-specific emo-
tion verbalization strategies.

3 What we are really detecting in NLP

I will expand on the implications mentioned in the
previous section by discussing recent papers deal-
ing with multilingual AER. I will zoom in on three
important aspects of automatic emotion detection:
the data, the labels, and the models.

I selected three WASSA submissions from 2021
and 2022, namely those that included the highest
number of languages: the papers of Rajda et al.
(2022), Bianchi et al. (2022), and Lamprinidis et al.
(2021). The first one includes an assessment of sen-
timent analysis in 27 languages (I will refer to this
work as MSA, standing for multilingual sentiment
analysis); the second one presents XLM-EMO, a
multilingual emotion detection model evaluated on
19 languages; and the last one presents Universal
Joy, an emotion detection dataset including 18 lan-
guages. Additionally, I will also discuss the work
by Öhman et al. (2020), who present the multilin-
gual emotion detection dataset XED, including 32
languages.

The data: Both in MSA (Rajda et al., 2022) and
Universal Joy (Lamprinidis et al., 2021), data is
used that was originally written in the target lan-
guages. While existing sentiment datasets are used
in MSA, Universal Joy is created by scraping Face-
book posts based on the Facebook-specific feelings
tags. Also in XLM-EMO (Bianchi et al., 2022),
original data from existing emotion datasets is
used, although the data for some languages (French,
German and Hindi) was machine-translated (from
Spanish to French and German, and from English
to Hindi, respectively).

I believe the use of (machine) translations is
problematic, as it neglects language-specific char-
acteristics of emotion verbalization. Moreover, as
shown by Troiano et al. (2020), emotional conno-
tations are partly lost in the machine translation
process. Also for XED (Öhman et al., 2020), trans-
lated (although human-translated) data was used,
namely in the form of subtitles. Although the use
of translated subtitles allows for the creation of a
parallel corpus – which is in itself a compelling
idea – it is far from ideal to use non-original data,
as such data – even if it is translated by humans
– might be biased towards the source language in
terms of emotion characteristics.

The labels: I will not focus on MSA here, as it
uses sentiment labels instead of fine-grained emo-
tion labels. Judging from the three other papers,
there is still work to be done regarding the handling
of emotion labels in multilingual datasets. It seems
to be common to treat the labels across languages
as one and the same category. In XLM-EMO, for
example, datasets from various languages with dif-
ferent label sets are merged by removing instances
that did not fit the labels anger, fear, joy or sadness.
However, based on the literature cited in Section 2,
it is hardly likely that anger in one language has a
perfectly overlapping meaning with its translation
in a different language. Moreover, this approach
results in a huge loss of data and information. Uni-
versal Joy relies on the simple but nice idea of
employing Facebook feelings-tags as labels. As
Facebook users attach these tags themselves when
posting messages, it is ensured that the labels cor-
respond to the feelings of the writers of the posts.
However, the original tags (27 different tags ini-
tially), were mapped to the five categories anger,
anticipation, fear, joy, and sadness. The mapping
happened in the same way for all languages, but
again, it is not certain that these mappings make
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sense at the level of the individual languages. In
XED, an even more risky approach is used, consist-
ing of projecting labels that were manually anno-
tated for the English instances to the translations
of those instances in the other languages. Apart
from the fact that emotion labels might not be com-
parable across languages, this approach assumes
that utterances have the same emotional connota-
tion, irrespective of in which language or culture
it is uttered. In each of these papers, the classical
view on emotion prevails, assuming that emotion
categories are universal.

The models: In MSA, XLM-EMO, and Uni-
versal Joy, a pre-trained multilingual model (e.g.,
mBERT (Devlin et al., 2019) or XML-R (Con-
neau et al., 2020)) is fine-tuned on the multilingual
datasets. In each of these papers, the default setting
is to fine-tune on all languages at the same time.
This neglects the fact that emotions are verbalized
differently in different languages, and moreover
enhances the classical emotion view by modeling
emotion concepts as if they were one and the same
category shared by all languages. Instead of ac-
knowledging variation across languages, multilin-
gual systems are modelling artificial universal emo-
tion categories.

Moreover, the multilingual models in the dis-
cussed papers show a bias towards English: in each
of the three datasets, there is more fine-tuning data
for English than for the other languages. In fact,
pre-trained models itself are already biased towards
English anyway: in mBERT, for example, 21% of
the training data is English.5 This English bias is
also evidenced by the zero-shot experiments de-
scribed in XLM-EMO: Bianchi et al. (2022) fine-
tuned mBERT on all languages except on a target
language, which is respectively English, Arabic
and Vietnamese. In contrast to Arabic and Viet-
namese (where a language-specific model outper-
forms zero-shot experiments), there is almost no
difference between the zero-shot performance and
a language-specific model in the case of English
as target language, indicating that the pre-trained
model already contains information on English.

In further experiments on Universal Joy, cross-
lingual fine-tuning effects are investigated: Lam-
prinidis et al. (2021) compare multilingual fine-
tuning of mBERT (i.e., fine-tuning on all languages
of the dataset) with monolingual fine-tuning (fine-

5https://github.com/google-
research/bert/blob/master/multilingual.md

tuning on only the target language). They observe
positive cross-lingual effects, meaning that per-
formance increases when fine-tuning data from
other languages is added (especially when there
are syntactic and typological similarities between
fine-tuning and target languages). However, these
positive effects were only found when the size of
the target language dataset was small. For large tar-
get language datasets, including multiple languages
for fine-tuning did not result in an improvement.

The experiments in the discussed papers show
that multilingual models, fine-tuned on a variety of
languages, can improve performance. But perfor-
mance on what? The answer is: performance on
classifying texts – which are sometimes not even
originally written in the target language – into arti-
ficial emotion categories – that are modeled across
different languages at the same time and might
not make sense according to the emotion concep-
tualization in that target language. Moreover, the
increased performance seems to be just as easy to
reach by gathering more data in the target language
itself.

I am not claiming that these multilingual mod-
els are by definition useless for AER. They can
be a compromise in real low-resourced situations.
However, we should face that, although such multi-
lingual models are driven by a very inclusive idea,
they might not be inclusive at all, and may disad-
vantage languages that are verbalizing and concep-
tualizing emotions in a different way than it is done
in English.

Therefore, rather than investing in multilingual
models, we should invest in better monolingual re-
sources that are not created from an Anglocentric
(or by extension: Western) perspective. Qualita-
tive monolingual resources (respecting language-
specific ways of emotion conceptualization and ver-
balization), are moreover needed to investigate how
multilingual models really deal with the language-
specificity of emotions.

4 The real challenge in AER

Similarly to Søgaard (2022), I believe we should
act against the dominance of English in NLP and
more specifically in emotion detection. However,
nudging researchers to publish papers on other
languages than English or to create multilingual
datasets is not sufficient, or at least not if we do
not let go of the Anglocentric perspective on emo-
tion (Wierzbicka, 2009). Instead, we should be
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aware of the Anglocentric bias that multilingual
models have, and find out how language-specific
emotion verbalization and conceptualization affect
multilingual emotion detection. Maybe, language-
specific information is or can be employed by mul-
tilingual models, but at this point, our knowledge
about that is too limited. I therefore see a promising
research line in using NLP to investigate how emo-
tion verbalization exactly differs across languages,
and how emotion detection models deal with such
language-specific information.

Although the first question is mainly a question
for psychology, computational methods can help
to solve this puzzle, as illustrated by the work of
Jackson et al. (2019), who performed a network
analysis on emotion words in 2,474 languages to
get more insight in how emotion concepts vary
across languages, and Markov et al. (2018), who
found evidence that emotional features depend on
someone’s native language by analyzing over 1,000
essays written in English by non-native speakers.

However, to investigate emotion verbalization
across languages, and to create models that can
deal with those differences, the prime concern is
to create valid data, that is, data that is originally
created in that language and annotated by native
speakers. Such annotations (and thus label sets)
should be adjusted to the target language, which is
impossible if we keep on using English words and
theories like Ekman’s set of basic emotions.

Nonetheless, I do see the perks in using anno-
tations that are comparable across languages. I
therefore want to break a lance for using dimen-
sional emotion representations like the circumplex
model of affect (Russell, 1980; Barrett, 2017), in-
stead of emotion categories. The circumplex model
consists of two axes, namely pleasure and arousal,
representing core affect. Core affect feelings lie at
the heart of emotional episodes, which makes that
specific emotion words are associated with specific
states of core affect. The English emotion concept
anger, for example, is prototypically associated
with low valence and high arousal, but translations
of emotion words might have other associations
with core affect in other cultural contexts. There-
fore, they can be a compelling approach in compar-
ing emotional states (and performances of emotion
detection models) across languages. In the work
of Preoţiuc-Pietro et al. (2016), Buechel and Hahn
(2016) and De Bruyne et al. (2021), such dimen-
sional emotion representations were already suc-

cessfully used in the context of emotion detection.
In line with the ambition of making emotion detec-
tion more language inclusive, I therefore believe
that combining core affect with language-specific
emotion labels might be the way ahead.

5 Conclusion

In this position paper, I addressed a known issue in
NLP, namely the dominance of English. I discussed
this issue in the light of automatic emotion detec-
tion and argued that this dominance is not limited
to the small number of papers that includes other
languages than English, but is also reflected in the
way current datasets and models are used. It is
thus not enough to encourage research on other lan-
guages than English, but to address these languages
the right way, without assuming that emotions are
conceptualized and verbalized in a universal way.
Therefore, it is crucial to create valid data, i.e.,
original data from the target language (not trans-
lated) and annotated by native speakers. Label sets
should be adjusted to the target language, using na-
tive emotion words and preferably combined with
labels for core affect.

Moreover, I see much potential in NLP to bet-
ter understand how emotional language use dif-
fers across languages. That information can sub-
sequently help to reveal how current multilingual
models deal with such differences, or even to make
them more language inclusive.

Limitations

As this is a position paper, I mainly provide
thoughts here, and do not include any experiments
or actions myself.

Although the goal of this paper is to combat
biases in AER, it is limited to discussing the dom-
inance of English. Other biases, like the bias to-
wards social media texts, or the tendency to ignore
neurodiversity and conditions like alexithymia and
autism spectrum disorder, are not addressed in this
paper.

The counting study I performed to demonstrate
that the number of papers dealing with other lan-
guages than English does not increase – contrary to
the number of languages that are addressed, which
does show an upward trend – is only based on pa-
pers presented at the Workshop on Computational
Approaches to Subjectivity and Sentiment Anal-
ysis. Maybe other patterns could be discovered
when analyzing the papers of other venues.
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Appendix

In the following pie charts, the distribution of lan-
guages treated in the WASSA editions between
2011 and 2022 are shown. The papers used for
obtaining these distributions are the same as the
papers used in Figure 2.
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Figure 4: Distribution of languages in the WASSA contribitions between 2011 and 2022.
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