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Abstract

In this work we use consumed text to infer Big-
5 personality inventories using data we have
collected from the social media platform Red-
dit. We test our models on two datasets, sam-
pled from participants who consumed either
fiction content (N = 913) or news content
(N = 213). We show that state-of-the-art mod-
els from a similar task using authored text do
not translate well to this task, with average cor-
relations of r = .06 between the model’s pre-
dictions and ground-truth personality inventory
dimensions. We propose an alternate method of
generating average personality labels for each
piece of text consumed, under which our model
achieves correlations as high as r = .34 when
predicting personality from the text being read.

1 Introduction

While authored text has previously been used for
personality prediction (Eichstaedt et al., 2021), con-
sumed text (the linguistic attributes of the text that
people choose to read) has received no such atten-
tion. It is unclear if consumed text can be indicative
of personality. Methods used in similar tasks may
also not transfer to this domain, as a consumed
piece of text is not unique to a single reader.

However, predicting reader personalities may
help understand and reduce the impact of psycho-
logical micro-targeting, particularly in the domain
of political advertising. Facebook has a psycho-
logical micro-targeting patent registered (Nowak
and Eckles, 2014), and previous work indicates
personality targeted messages increase desirable
outcomes for advertisers (Matz et al., 2017).

As recent work has shown that targeted politi-
cal advertising online has been more more effec-
tive than traditional methods (Zarouali et al., 2020;
Goldberg et al., 2021; Tappin et al., 2022; Joyal-
Desmarais et al., 2022), our work aims to reverse
engineer the process of such psychological target-
ing, with the intention of developing countermea-

sures to remove or reduce the impact of this tar-
geting. Here we first demonstrate that consumed
text can be used to infer personality. This is sig-
nificant, as we show that personality prediction of
content consumers is possible even where there
are not structural connections to known cultural
touchpoints (which has been demonstrated previ-
ously by, e.g., Youyou et al. (2015)). Prediction of
consumer personality from consumed text is highly
tranferrable, being in principle applicable to any
platform where users might read text. In the future
we aim to develop tools for users that would flag
articles or text that our model predicts could be
congruent with their personality inventory.

In this paper we sample ∼1,100 participants
from the social media website Reddit, using their
public data and provided personality inventories to
show that consumed text can also be indicative of
the consumer’s personality. Our models achieve
Pearson’s r > 0.3 between predicted personality
dimension values and those provided using stan-
dard instruments. We also show that models that
have achieved state-of-the-art performance when
applied to produced text do not achieve suitable
performance on consumed text.

2 Background

In the field of psychology, constructs such as per-
sonality are quantified using validated tools. One
such tool is a personality inventory, where the out-
come is usually represented as a numerical value
for multiple personality dimensions. One example
of this is the Big-5 model, which uses a question-
naire to capture people’s personality along five di-
mensions (Soto and John, 2017; Goldberg, 1993).
These scales enable measurement of personality,
and in combination with access to large feature-
rich datasets from social media they have enabled
attempts at estimating people’s personality from
their behaviour (Bachrach et al., 2012; Schwartz
et al., 2013). Machine learning has improved to
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the point where automated personality judgements
can outperform humans at the same task (Youyou
et al., 2015). This has also been found with tex-
tual content: various studies have shown that text
produced by a user can be used to estimate their
personality (Eichstaedt et al., 2021).

Language models have played a large part in
the improvement of performance in many down-
stream natural language tasks in recent years (Pen-
nington et al., 2014). The most recent develop-
ment to have a substantial performance impact is
attention (Vaswani et al., 2017; Bahdanau et al.,
2014), which enables word representations that are
dynamically generated based on surrounding text
(i.e. “bark” will have different representations for
a “dog’s bark” and “tree bark”). This has resulted
in a new generation of attention-based language
models that reported state-of-the-art-performance
for multiple NLP tasks (Devlin et al., 2018). These
architectures are still being iterated on to improve
performance (Zhong et al., 2022; Patra et al., 2022).

Attention has also been useful for personality
modelling in the domain of produced text. Lynn
et al. (2020) defines “message-level attention”,
which is based on the assumption that “not all doc-
uments are equally important”. Models using this
form of attention take multiple produced messages
from an author and weigh the importance of each
message according to a learned attention mecha-
nism, in order to predict that author’s personality.
Lynn et al. (2020) represent the current state-of-
the-art performance for this task, while also provid-
ing some interpretability of the model via message
weights.

In this study we apply these message attention
models to the domain of consumed text, alongside
an alternative method that aims to predict the av-
eraged personality profile of all known consumers
of the article. We show that message attention
models do not achieve desirable performance when
applied to consumed text. Evaluation under av-
eraged personality labelling shows promising per-
formance in comparison. Our evaluation covers
multiple datasets, spanning two different genres
of text. We also trial the effectiveness of models
predicting consumer personality using only article
titles instead of the entire article. We find that the
personalities of news readers are better predicted
by our models than the consumers of fictional con-
tent, and predictions on the basis of news titles
alone perform comparably to those informed by

the content of the entire article.

3 Methods

3.1 Message Level Attention
For each personality dimension, given a set of N
messages (or articles consumed) from a user u we
encode each textual input (articlei) such that:

si = Φ(articlei), (1)

where Φ is the language model used to encode
each consumed article. We then pass all vector
representations (such that all si ∈ S) through an-
other sequence model, multi-headed self-attention
(MHA) (Vaswani et al., 2017):

S′ = MHA(S). (2)

We then apply the message attention mechanism
to calculate articles that are most indicative of the
personality of a given user, as proposed in Lynn
et al. (2020):

hi = tanh(Wms′i + bm) (3)

mi =
exp(h⊤i hm)

∑N
j=0 exp(h⊤j hm)

, (4)

where Wm and bm are learned features for the en-
coders hidden state. hm is a learned vector that
judges how much attention should be paid to each
article. Equation 4 is a softmax where all mi will
sum to 1.

Each value in m is a scalar that represents how
important the attention mechanism considers its
corresponding article vector si is, and scales it ac-
cordingly.

û =
N∑

i=0

misi. (5)

Equation 5 shows how the user representation is
formulated using the weighted average summation
of each article consumed by a user. The vector
representation of the user is passed into a standard
feed forward neural network such that:

f : Rd → R, (6)

which results in prediction of a single personality
dimension for that user. Each personality dimen-
sion will have its own message attention and user
representation weights calculated separately, to fine
tune as accurately as possible.
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3.2 Average Personality Per Article
With produced text it can be reasonably assumed
that all messages produced are unique to that user.
However that assumption does not hold for con-
sumed text, as it is not intended to be unique to a
single reader.

Our method assigns a single personality label
for each article. The personality label for a given
article is comprised of the average personality score
of all participants who are known to have consumed
that article. The underlying assumption of this
method is that each article will target a large group
of people that have an aggregate personality profile
indirectly indicated in the text. We also assume that
the average personality of known consumers is the
likeliest approximation to the personality profile of
the intended audience.

In contrast to our evaluations of message-level
attention models, under this methodology only one
article per training step is fed into the neural net-
work. Labels in this model are the average person-
ality of every user who has consumed the article.

For a given article we calculate the language
model representation as:

s = Φ(article), (7)

where Φ is the language model used to encode the
article to a vector representation.

Unlike Section 3.1, no further processing is re-
quired to generate a vector used to predict the tar-
geted personality, and a feed forward network is
again used to estimate the personality of the aver-
age consumer of this article.

4 Dataset

Two datasets are used in our experiments, both
sourced from the social media website Reddit be-
tween 2021-2022. Participants were invited to par-
ticipate in a survey and gave permission for us
to link their public post and comment history to
their personality inventories as assessed via a Big-5
personality questionnaire (BFI-2) (Soto and John,
2017). We crawled the content of all posts our
participants had commented upon, using comment-
ing behaviour as an indication of text consumption.
Our data collection and retention procedures were
overseen by the relevant institutional ethics board.

Our two datasets cover different domains of con-
tent. Our news dataset contains news articles con-
sumed by our participants from news-focused sub-
reddits (communities dedicated to a specific topic),

Table 1: Number of users and articles that have been
consumed for both datasets used in experiments. Note
that these users may have consumed text from both
domains.

News Fiction
Users 213 953

Articles 19,609 4,000

including r/worldnews, r/politics and r/europe.
Our fiction dataset contains short fiction con-
sumed by participants from subreddits devoted to
sharing such content, such as r/WritingPrompts,
r/shortstories, and r/nosleep.

News subreddits were chosen based on activ-
ity (number of users, and posts) and the majority
of articles posted being URL submissions linking
to news stories from external news sites. These
subreddits are also moderated to remove unwanted
content, such as spam or adverts. Fiction subreddits
were also chosen based on activity, along with ease
of crawling for the text content posted there. Text
content is usually short stories which are submitted
as a post, or in the case of r/WritingPrompts as top
level comments.

Table 1 details the number of participants and ar-
ticles that have been gathered through our sampling
process. Active Reddit users engage with many ar-
ticles, but engagement is not evenly distributed:
some articles are consumed by only a single user,
while other articles were consumed by hundreds of
our participants. This leads to some imbalance and
uncertainty in our average-personality labelling: it
is possible that articles consumed by fewer of our
participants give a single consumer’s personality
disproportionate weight.

Figure 1 shows the distribution of the Big-5 per-
sonality traits as aggregated by fiction and news
articles as per our method described above. Per-
sonality labels at the article level show somewhat
reduced variance compared to the per-user data
(see Appendix C), but are by no means uniform.
The personality distributions of news and fiction
consumers are quite similar, seeming to reflect a
common Reddit user personality type.
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Figure 1: Box plots showing the distributions of personality scores per article. On each box, the central mark
indicates the median, and the left and right edges of the box indicate the 25th and 75th percentiles, respectively.
Outliers are plotted beyond the whiskers.

5 Results

In this work we primarily seek to answer the fol-
lowing questions:

• Can a person’s personality inventory be in-
ferred from the textual content they consume?

• Do state-of-the-art models for produced tex-
tual content achieve “good” performance
when applied to consumed text?

• Does the domain of consumed text affect pre-
dictive performance in these tasks?

5.1 Message-Level Attention Results
Message-level attention is considered to achieve
state-of-the-art performance when predicting per-
sonality based on text that is produced by
users (Lynn et al., 2020; Eichstaedt et al., 2021). It
may be reasonable to presume that these models
would be good for the similar task of predicting
personalities based on text consumed by users. In
these experiments each article is passed through
a Sentence-BERT language model (Reimers and
Gurevych, 2019) to generate a vector representa-
tion for each article, which is then passed to the
message-level attention model as described in Sec-
tion 3.1. Appendix A provides more detail on our
experimental setup for all models.

Three different models are trained; one using
the fiction dataset, and two using the news dataset.
The textual input for the two news dataset models
differed, with one model trained using the article
bodies in the same manner as for the fiction dataset,
and one model using the new article titles alone.
Fiction titles have not been considered as a textual
input due to the format of titles in the chosen fiction

Figure 2: Histogram of all normalised message weights
used in weighted sums to generate user vectors. A value
being close to 1 represents an article that is weighed as
important as it would be to a uniformly weighted mean.
Higher weights represent more informative articles ac-
cording to the message attention mechanism.

subreddits; r/WritingPrompts titles are written as
prompts for commenters to write their own fiction,
while r/shortstories titles include authors, series
tags, and other meta-text.

Table 2 shows the 5-fold cross-validation perfor-
mance of all three models that are trained using
message attention. The performance of all these
models is degraded in comparison to the results
obtained by Lynn et al. when using produced
text (Lynn et al., 2020). The model trained on
fiction articles produced the best performance of
the three, and the lowest variance in performance.

Message attention models learn a weighting
function that weighs the relative importance of each
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Table 2: 5-fold cross-validation performance of message attention models attempting to predict personality invento-
ries from consumed text. We show results for two different domains of text: fictional stories and news articles. We
also show the performance of models trained just on news titles instead of the entire news article. We report the
average Pearson’s r across all 5 folds and intervals of one standard deviation.

Domain Fiction News
Content Articles Articles Titles
Extraversion 0.08 [0, 0.16] 0.05 [-0.06, 0.16] 0.06 [-0.06, 0.18]
Agreeableness 0.1 [0.06, 0.14] 0 [-0.2, 0.19] 0.01 [-0.11, 0.14]
Conscientiousness 0.07 [0.04, 0.11] 0.11 [-0.04, 0.26] 0.13 [-0.05, 0.31]
Neuroticism 0.07 [-0.01, 0.16] 0.04 [-0.05, 0.14] 0.01 [-0.14, 0.17]
Openness to Experience 0.04 [0, 0.09] -0.02 [-0.2, 0.16] 0.1 [-0.14, 0.33]

article when generating the user vector. We can
look at the distribution of these weights for each
article to see if they are finding certain articles to
be more informative than others.

We extract all message-level attention weights
in order to examine the distribution. In the model
these weights are used to create the user vector,
with the weights contributing to the weighted sum
of each article. If a user’s personality is pre-
dicted given N arguments then a uniform weight-
ing would be 1/N for each article. Each user may
have consumed a different number of news articles,
so to normalise this we divide each weight we ob-
tain by 1/N . If a normalised weight is < 1 then
the model estimated that the article is less informa-
tive than average in predicting a user’s personality.
If a normalised weight is > 1 then the model has
estimated that the article is more important to pre-
dicting that user’s personality.

Figure 2 shows a histogram of all attention
weights that are used in the validation steps of
all three message attention models. All atten-
tion weights in these models are close to equally
weighted for every article. This indicates that the
model is predicting that none of these consumed
articles are more or less informative than any other
in predicting a user’s personality.

5.2 Average Personality Per Article
For this experiment, all articles have a correspond-
ing label that is the average personality score of all
participants who have consumed the article. Our
model of consumption is that an article has been
consumed if the user has commented on a Reddit
post that links to that article. In these experiments
the language model used is the same as the previous
models, with Sentence-BERT providing a vector
representation for each article. The same input lan-
guage model is used for a fair comparison between

message attention and average personality models.
The model is described in detail in Section 3.2.

Three models are trained again using the same
fiction, news article and news title inputs as de-
scribed in Section 5.1, this time with an average
personality label for each article.

Table 3 shows the 5-fold cross-validation perfor-
mance of all three models that are trained with av-
eraged labels for each article. Model performance
is much improved when compared to the results
for the message attention approach. The variance
within k-fold performance is also decreased, show-
ing a more consistent performance between models.
Models trained using news article text have gener-
ally better performance than models trained using
fiction, with the exception of personality dimen-
sion of Openness. Our news titles model achieves
similar performance to the model trained using the
entire news article.

5.3 Visualisations

We generated word clouds to understand which
words and phrases were most strongly corre-
lated with each personality dimension. This was
achieved by taking the validation set predictions
from each fold and examining which n-gram
phrases (1,2,3-gram) were most correlated with
each personality dimension.

Figure 3 shows the word clouds for news titles
when using the average-label method, and the n-
grams that most correlate with each personality
dimension. The word clouds show that words re-
lated to article content, rather than stylistic features,
are most correlated with personality features of the
text’s consumer. The particular phrases visualised
also represent major news stories that occurred dur-
ing the period of data collection.
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Table 3: 5-fold cross-validation performance of average-label models attempting to predict personality inventories.
We show results for two different domains of text: fictional stories and news articles. We also show the performance
of models trained just on news titles instead of the entire news article. We report the average Pearson’s r across all 5
folds and and intervals of one standard deviation.

Domain Fiction News
Content Articles Articles Titles
Extraversion 0.29 [0.27, 0.30] 0.3 [0.28, 0.31] 0.27 [0.26, 0.28]
Agreeableness 0.12 [0.09, 0.14] 0.21 [0.2, 0.22] 0.23 [0.22, 0.24]
Conscientiousness 0.13 [0.09, 0.16] 0.25 [0.23, 0.27] 0.23 [0.21, 0.25]
Neuroticism 0.13 [0.11, 0.16] 0.33 [0.31, 0.35] 0.34 [0.32, 0.35]
Openness to Experience 0.23 [0.2, 0.27] 0.17 [0.15, 0.20] 0.15 [0.13, 0.17]

Figure 3: 1,2,3-gram word cloud of news titles. This shows top 20 positive and top 20 negative features that best
predict each personality dimension. The colour of the n-grams indicate correlation to the dimension. The size of the
n-gram is the absolute value of that correlation.

6 Discussion

Our experiments have tackled a novel personality
prediction task using consumed rather than pro-
duced text to infer personality. We demonstrate
that the structure of this task is important, showing
a significant difference in performance between
the state-of-the-art message attention model and
average-labelling models. The message-level atten-
tion mechanism used by Lynn et al. (2020) does
not perform well on this problem, and our exami-
nation of attention weights suggests this is because
the model rarely finds any consumed text to be es-
pecially informative with regard to a participant’s
personality. We also find that the source of the
corpus also has an impact on performance, with
models trained upon news text better suited to pre-
dicting personality.

6.1 A failure of message attention

There may be multiple factors that explain the poor
performance of message-level attention models on
this task. The fundamental assumption of these
models that is some pieces of text are more impor-
tant than others when predicting personality. This
assumption seems to hold true when using pro-
duced texts, given the performance of those mod-
els. However, this does not appear to have held for
consumed text.

One factor that may be key to explaining this
result is that produced text can usually be assumed
to be somewhat unique. There may be some com-
ments that are commonly produced such as com-
mon questions or short phrases in reply to another
user, but the majority of comments that are pro-
duced by a typical user would generally be unique
text sequences. In contrast, news articles and pieces
of fiction submitted to Reddit are intended to reach
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a wide audience, and so would take the role of com-
mon factors linked to the many unique personality
profiles of all their consumers. Each article that is
consumed by multiple people that have differing
personality scores could confound the message at-
tention mechanism, essentially providing the same
input and expecting multiple different outputs.

The average-label approach to predicting the per-
sonality profile that consumes an article demon-
strates encouraging predictive performance, accom-
panied by a reduction in variance between folds.
These results instill confidence in the method’s ca-
pability to infer the overall personality that a con-
sumed article may elicit. Although our results may
not match the outcomes achieved in other person-
ality prediction tasks such as generated text, they
serve as a solid foundation for further advancement.

Some consideration should be given to the differ-
ence between the tasks. Message attention models
are modelling a user’s personality given all of the
text they have consumed. The average-label frame
models the average personality of a single article.
Are these similar enough tasks for a fair compar-
ison of performance? Is it viable to use average
label models as part of a model that would predict
users?

6.2 Do we need more samples?

The different nature of the proposed models also
leads to a large difference in the number of sam-
ples. We gathered 213 participants who consumed
news articles, whereas we gathered 953 participants
who read fiction. Contemporary work involving
produced text generally has samples in the tens
of thousands (Lynn et al., 2020; Eichstaedt et al.,
2021).

To see if number of samples was the cause for the
large gap in performance, we created a model that
would predict personality from the produced text
our participants posted on Reddit. We use the same
message attention model as is used in previous
work (Lynn et al., 2020). Our results (given in
Appendix B) show performance much improved
relative to that of our consumed text models, and
with confidence intervals within range of state-of-
the-art performance. This demonstrates that the
number of samples alone does not explain the large
decrease in performance between the produced and
consumed text tasks.

6.3 Textual features

Average-label models also may be over-fitting to
textual features that are repeated multiple times
across each corpus. This may be particularly true
with both article corpora. Efforts have been made
to clean the text for repeating signals of this form
(e.g., the author bylines for news articles) but we
cannot be certain of removing all such indicators
from our crawled article content. To mitigage this
effect, we have trained models using L2 regular-
ization. L2 regularization imposes a larger cost on
the loss function for larger weights, thus decreas-
ing the impact of over-fitting. Appendix D shows
that L2 regularization on average-label models re-
duces performance, but these regularised models
still outperform message-level attention models.

Our visualisations presented in Section 5.3 show
how words and phrases correlate with personal-
ity dimensions. Content is picked up rather than
writing style when looking at the word clouds, sug-
gesting that consumption of particular topics may
be more indicative of personality than the style in
which the content is presented. These results may
be seen as consistent with similar works involving
user generated content and personality. Facebook
likes of topics and media content have also been
found to be congruent with personality (Youyou
et al., 2015). Our visualisations of the news dataset
also show that the model is correlating predictions
with certain news topics dominant at the time of
data collection. This may be an artefact of the
small time period of data collection from users;
while all articles that participants have consumed
have been crawled, their activity is more likely to
contain recent content.

N-grams that appear to be predictive of a high
neuroticism score (such as ’gun control’) have an
inverse correlation with the other four dimensions.
This is consistent with theoretical and other quanti-
tative research into the general factors of personal-
ity, and the broader interrelation between those
four dimensions when contrasted with neuroti-
cism (Van der Linden et al., 2010; Musek, 2007).

6.4 Further pointers

News content in general appears to out-perform fic-
tional content when used as a predictor of personal-
ity. Three personality dimensions appear to be less
predictable from fictional content than from news,
while extraversion remains predictable with good
performance across all three datasets. Openness is
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however easier to predict when using fictional con-
tent as an input. Behavioural research may reveal
if these patterns exist outside of these models.

To model consumption from observable posting
behaviour, we assumed that if a participant had
commented on a Reddit thread, that participant had
read the article which began the thread. We cannot
say with certainty that this is true, and especially
cannot be confident that a user has read any specific
part of an article, as commenting without reading
is an unfortunately common behaviour on many so-
cial media platforms. To explore this, we compared
predictions of personalities using news article text
and just the title of the article (which is the first
thing a user will see on entering a thread), finding
that predictions using the titles alone were often as
good as (and for some personality dimensions, bet-
ter than) using the full article text. We tentatively
conclude that when making predictions on the ba-
sis of text consumption, some scepticism may be
warranted as to whether a user has fully consumed
a given text.

7 Conclusions

In this paper we have shown that personality can be
inferred based on the text that a user has consumed.
To our knowledge, this is the first work using con-
sumed textual content to model personality that
reaches comparable performances to produced con-
tent. The performance achieved by average-label
modelling can be seen as a baseline for personality
modelling using consumed text.

Message attention models do not achieve accept-
able levels of performance when applied to the
domain of consumed text. We show that this may
be due to the weighting function giving no especial
weight to any consumed text, in combination with
the lack of unique textual content for each user,
which gives confounding feedback to the model
during training.

We used three different datasets to train and eval-
uate our models: pieces of fiction, news articles,
and news titles. Personality is shown to be more
reliably inferred from news content than fiction
content. Models trained upon news article titles,
with less textual content, achieved similar perfor-
mance to models trained upon whole news articles,
which may reveal that a condensed set of features
are most important for modelling personality.

Future work in this field should involve further
investigation as to how message attention models

may be adapted to this context, as well as estab-
lishing resources to enable new approaches to this
problem in the form of a shared task. Due to par-
ticipant privacy concerns, our datasets cannot be
released, which forms a hurdle to reproduction and
development. A publicly available dataset would
be beneficial, so new work can be evaluated on a
standardised dataset. An ideal dataset would also
provide access to more training samples, along with
greater assurance that the textual content has been
consumed by the users.
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Appendix

A Experimental Setup

All models were implemented using PyTorch
and PyTorch Lightning. One model was trained
for each personality dimension. Language
modelling was performed using the ‘sentence-
transformers/all-distilroberta-v1’ Sentence-BERT
model, which provides a 768-dimensional represen-
tation for each piece of text. The learning rate for
each model was selected using PyTorch Lightning.
Training lasted for 8 epochs, although most stopped
after 4 epochs, due to early stopping. Samples were
uniformly sampled and split into 5 folds.

A.1 Users

The batch size was set to 1, due to hardware con-
straints. The maximum number of articles per user
was also limited to 100. 512 input tokens were
taken from each article. If an article was shorter
than 512 tokens, it would be padded. If the article
was longer, it would be truncated to the first 512
tokens. All articles were passed to the language
model, and messages were split between 5 Titan-X
GPUs for parallel computation.

After generating the embeddings, mean pooling
was applied to the token embeddings to obtain sen-
tence vectors. These sentence vectors were then
processed through a multi-headed attention mech-
anism, followed by dot product attention on the
outputs. This produced scalar values correspond-
ing to each message. These scalars were used as
weights for the weighted sum of the token embed-
dings. Finally, two feed forward layers used the
user vector to generate the personality prediction.

A.2 Articles

The batch size for articles was set to 16. Since
the model is relatively small, only a single GPU
was required for processing. Each article was rep-
resented with 512 tokens and undergoes the same
truncation or padding process as the users’ articles.
Once the token embeddings were computed, sen-
tence vectors were generated using mean pooling.
These sentence vectors were then passed through
two feed-forward layers to generate a personality
prediction. When training models with L2 regu-
larization (as specified in Appendix D) the weight
decay parameter (λ) was set to 0.001.

A.3 Titles

The batch size for titles was also set to 16 to ensure
comparable training with models that use articles
as input text. However, each title was limited to
128 tokens in length. The titles are padded or trun-
cated as necessary during pre-processing. As with
articles, when doing L2 regularization the weight
decay was set to 0.001.

B Produced Text Models

Models trained from produced text have the same
model as titles, where the length of the text is lim-
ited to 128 tokens due to comments being shorter.
Approximately 10,000 comments were used in
training these models.

Table 4: 5-fold cross-validated prediction performance
when using message attention to predict users’ personal-
ity scores from the text they have produced. The dataset
used here is sampled from the same 1,116 participants
used in our consumed text models, but with predictions
made using text they produced via their comments. We
report the average performance across each fold as well
as 95% confidence intervals.

Personality Dimension Pearson’s r [95% CI]
Extraversion 0.32 [0.22, 0.43]

Agreeableness 0.31 [0.20, 0.42]
Conscientiousness 0.33 [0.27, 0.38]

Neuroticism 0.33 [0.21, 0.45]
Openness to Experience 0.32 [0.20, 0.44]

Table 4 shows the 5-fold cross-validation perfor-
mance of a message-level attention model, using
our participants’ produced text to predict their per-
sonality inventories rather than the text they have
consumed. The model used in this experiment is
the same as the model described in Section 3.1,
which achieved underwhelming performance when
using consumed text.

This level of performance more closely resem-
bles state-of-the-art metrics that have been docu-
mented when using produced text for personality
prediction, with state of the art performance within
the confidence intervals for each dimension (Eich-
staedt et al., 2021).

This shows that message-level attention models
can perform well with a lower number of samples
when using produced text, however consumed text
may not be an ideal medium for this model archi-
tecture.
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Table 5: 5-fold cross-validation performance of average-label models attempting to predict personality inventories
when using L2 regularization. These experiments were intended to probe whether over-fitting is evident in our
average-label models. Bold indicates which models performed the best for each dimension.

Domain Fiction News
Content Articles Articles Titles
Extraversion 0.17 [0.15, 0.2] 0.23 [0.21, 0.25] 0.28 [0.27, 0.29]
Agreeableness 0.1 [0.05, 0.14] 0.17 [0.15, 0.18] 0.21 [0.19, 0.22]
Conscientiousness 0.11 [0.08, 0.14] 0.2 [0.19, 0.21] 0.2 [0.19, 0.22]
Neuroticism 0.08 [0.06, 0.1] 0.29 [0.28, 0.31] 0.31 [0.3, 0.32]
Openness to Experience 0.09 [0.08, 0.1] 0.12 [0.12, 0.13] 0.12 [0.11, 0.13]

Figure 4: Box plots showing the distributions of personality scores per user. On each box, the central mark indicates
the median, and the left and right edges of the box indicate the 25th and 75th percentiles, respectively. Outliers are
plotted beyond the whiskers.

C User Personality Distributions

Figure 4 shows the distribution of the Big-5 person-
ality traits for fiction and news consumers amongst
our participants. Figure 1 from the main body dis-
plays scores as aggregated on a per-article basis.

D Regularized Models

Table 5 presents the 5-fold cross-validation per-
formance of average-label models when using L2
regularization. The decreases in performance may
be explained by over-fitting in the original models
without L2 regularization.

The models using the news title dataset are gen-
erally now the better-performing models and also
see the lowest performance impact from regular-
isation. This may indicate that our news article
representations contain noisy features as a byprod-
uct of crawling, and models without regularization
over-fit to those features.
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