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Abstract

Language label tokens are often used in
multilingual neural language modeling and
sequence-to-sequence learning to enhance the
performance of such models. An additional
product of the technique is that the models learn
representations of the language tokens, which
in turn reflect the relationships between the lan-
guages. In this paper, we study the learned
representations of dialects produced by neural
dialect-to-standard normalization models. We
use two large datasets of typologically differ-
ent languages, namely Finnish and Norwegian,
and evaluate the learned representations against
traditional dialect divisions of both languages.
We find that the inferred dialect embeddings
correlate well with the traditional dialects. The
methodology could be further used in noisier
settings to find new insights into language vari-
ation.

1 Introduction

Starting with Johnson et al. (2017), multilingual
neural models have become increasingly popu-
lar for both language modeling and sequence-to-
sequence learning tasks. The most common type of
multilingual model makes use of language labels
that are prepended to the training and test instances
to inform the model about the language being pro-
cessed. The embeddings of the language models
can then be analyzed to find emerging properties
of the relationships between the languages (Ostling
and Tiedemann, 2017).

In this paper, we apply the same idea to a smaller
granularity of linguistic variation, namely dialectal
variation within a language area, and we use dialect-
to-standard normalization as the modeling task. Fo-
cusing on two typologically different languages,
we experiment with large datasets of Finnish and
Norwegian dialects. We study the inferred dialect
embeddings with different dimensionality reduc-
tion algorithms to see whether the neural normal-
ization models learn dialectal differences. We find

that the learned representations correlate well with
the traditional dialect classifications.

2 Related Work

2.1 Representation Learning in Multilingual
and Multidialectal Settings

Johnson et al. (2017) present a simple approach to
multilingual machine translation that relies on addi-
tional input tokens signalling the model which tar-
get language it is supposed to generate. While they
find interesting benefits of this approach (e.g., zero-
shot translation), they do not specifically analyze
the internal representations of the language labels.
In contemporary work, Ostling and Tiedemann
(2017) analyze the structure of the language embed-
ding space obtained from a multilingual language
model. They find for example that the inferred clus-
tering of Germanic languages corresponds closely
to the established genetic relationships.

Abe et al. (2018) combine these two lines of
research and apply them to dialectal data. Their
training material includes texts from 48 Japanese
dialects, each of which is aligned with the standard
variety. They introduce a multi-dialectal neural
machine translation model translating between the
dialects and standard Japanese. Besides the practi-
cal benefits of dialect-to-standard and standard-to-
dialect translation, the induced dialect label embed-
dings can be used for dialectometric analyses. For
instance, they find that the clusters inferred from
the dialect embeddings correspond to the major
dialect areas of Japan. In this work, we apply a
similar method to Finnish and Norwegian dialects.

Instead of training multi-dialectal translation or
language models, Hovy and Purschke (2018) use
a topic modelling approach to learn continuous
document representations of cities in a large corpus
of online posts from the German-speaking area.
These city embeddings reflect the major German
dialect areas according to earlier dialectological
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research.

2.2 Dialect-to-Standard Normalization

The dialect-to-standard translation task, often also
referred to as dialect normalization, has been inde-
pendently researched for a number of dialect areas,
e.g., Swiss German (Scherrer and Ljubesi¢, 2016;
Honnet et al., 2018), Finnish (Partanen et al., 2019)
or Estonian (Hamaildinen et al., 2022). Most com-
monly, statistical or neural character-level machine
translation models are used for this task.

Methodologically, dialect normalization is
closely related to historical text normalization, and
recent work in this field has notably investigated
the optimal word segmentation strategies and hy-
perparameters (Bollmann, 2019; Wu et al., 2021;
Bawden et al., 2022). We take these recent findings
into account in our experiments.

2.3 Finnish and Norwegian Dialects

Both Finnish and Norwegian boast differing di-
alects which are used in everyday speech. There
is also a long dialectological tradition for both lan-
guages, which is visible in the amount of available
dialect corpora. In addition to the datasets used in
this work (see Section 3), there are, for instance,
the LiA corpus of historical dialect recordings in
Norwegian (Hagen et al., 2021) and the Finnish
Dialect Syntax archive (University of Turku and
Institute for the Languages of Finland, 1985).

The dialects of Finnish are traditionally divided
into Eastern and Western dialects (see Figure 1)
and to eight more fine-grained dialect areas. The
division is mostly based on Kettunen (1940) and
explicitly defined in e.g., Itkonen (1989). We use
this eight-dialect division for the evaluation of our
representation learning.

The dialects of Norwegian are divided into four
dialect areas: Western, Eastern, Central (or Trgn-
dersk) and Northern dialects (Hanssen, 2010 -
2014), which in turn have several subgroups. We
use the four-dialect division for evaluation. The
dialect divisions for both languages are presented
in Figure 1.

3 Data

3.1 Samples of Spoken Finnish

The Samples of Spoken Finnish corpus (fi. Suomen
kielen ndytteitd, SKN) is a collection of interviews
conducted mostly in the 1960s (Institute for the

Languages of Finland, 2021).! The corpus includes
99 interviews from 50 locations (2 for each loca-
tion, with one exception) and presents the dialects
of Finnish comprehensively. The key figures of the
dataset are described in Table 1.

The interviews have been transcribed with the
Uralic Phonetic Alphabet (UPA) on two levels of
precision: a detailed transcription with diacritics
and a simplified version which relies mostly on
standard Finnish characters. We use the simpli-
fied transcriptions and only the utterances of the
interviewees, not the interviewers. The transcrip-
tions have been manually normalized to standard
Finnish. The detailed transcriptions have been used
for dialect-to-standard normalization in Partanen
et al. (2019).

3.2 Norwegian Dialect Corpus

The Norwegian Dialect Corpus (Johannessen et al.,
2009) consists of interviews and informal conversa-
tions recorded in Norway between 2006 and 2010.?
The corpus was collected as part of a larger study
focusing on the dialectal variation of the North
Germanic languages. The recordings come from
111 locations, with 438 speakers appearing in total.
The same speakers appear in interviews and conver-
sations with each other. We use the utterances of
both contexts. The size of the dataset is described
in Table 1.

The recordings have been phonetically tran-
scribed and normalized to Bokmal (one of the stan-
dard languages for Norwegian). The normalization
has been conducted semi-automatically: first with
an automatic tool and thereafter manually checked.

The publicly available transcriptions and nor-
malizations are not well aligned: the number of
utterances is not identical, only one of the two lay-
ers contains quotation marks, and the orthographic
transcriptions for some utterances are missing. We
automatically re-align the transcriptions and nor-
malizations before using them in our experiments.>

4 Experimental Setup

4.1 Preprocessing

We remove punctuation and pause markers from
the transcriptions and normalizations, and exclude

Yhttp://urn.fi/urn:nbn: fi:1b-2021112221, Li-
cence: CC-BY

Zhttp://www. tekstlab.uio.no/scandiasyn/
download.html, Licence: CC BY-NC-SA 4.0.

3The re-aligned version of NDC is available at https:
//github.com/Helsinki-NLP/ndc-aligned.
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Speakers Locations Texts Sentences Words
SKN (Samples of Spoken Finnish) 50 99 41,407 630,665
NDC (Norwegian Dialect Corpus) 438 111 684 126,460 1,684,059
Table 1: The sizes of our two datasets.
Dialect mie poikain kans olen kahen teél
Standard mind poikani kanssa olen kahden tialld

Dialect-BPE
Standard-BPE

<SKN34_Markkova> mi@@ e po@@ i@@ ka@@ in kan@@ s 0l@@ en ka@@ h@@ en te@@ i@ @ |
mind po@@ i@ @ ka@@ ni kan@ @ ssa 0l@@ en ka@@ hd@@ en ti@ @ i@ @ 114

English gloss  ‘Me and my son are alone here.’

Table 2: An example sentence from the Finnish dataset, with the source and target on top, preprocessed source
and target (i.e. BPE-encoded and source label added) in the middle, and an English gloss below. The label in the
beginning of the source identifies the speaker, and the embeddings learned on these label tokens are used for the

analyses.

utterances that only include filler words (such as
mm, aha, for instance). For NDC, we substitute all
anonymized name tags with a capital X. The names
in SKN are not anonymized, and we thus leave
them as they are. Each speaker’s utterances are
split so that 80% of sentences are used for training,
10% of sentences are used for the development, and
10% of sentences are set aside for testing.

Following recent findings in historical text nor-
malization (e.g., Tang et al., 2018; Bawden et al.,
2022), we work on subword tokens instead of char-
acters. We segment our data with the byte-pair
encoding (BPE; Sennrich et al., 2016) algorithm.
The number of merge operations is set to 200, fol-
lowing Gutierrez-Vasques et al. (2021). The vocab-
ulary is shared between the source and the target.
This results in a vocabulary of 336 tokens for SKN
and 360 tokens for NDC. The vocabularies were
evaluated qualitatively and they include meaningful
units such as case markers and other morphological
units for Finnish, as well as frequent words such as
pronouns for both languages. Further tuning of the
vocabulary size could anyhow enhance the results.

We add a speaker label at the beginning of each
utterance. Note that labels generally indicate the
target variety, whereas in our setup they represent
the source variety. The target variety is fixed to
be the standard. Therefore, the labels are not nec-
essary for successful normalization, but we use
them here to infer the speaker representations. An
example of our preprocessing is shown in Table 2.

4.2 NMT Model Setup

Our NMT model is a classical Transformer with 6
encoder and decoder layers, vector size 512, and 8
attention heads each (Vaswani et al., 2017). We en-
abled position representation clipping because we
found it to be beneficial in preliminary experiments.
The models were trained for 100,000 steps with a
batch size of 5000 tokens and gradient accumula-
tion over 8 batches, and an initial learning rate of
4. The models were trained with the OpenNMT-py
(Klein et al., 2017) toolkit with the default settings
for all other parameters.*

4.3 Dimensionality Reduction

After training the NMT model, we obtain the em-
bedding vectors for each of the speaker labels. This
results in a matrix with 99 (SKN) or 438 (NDC)
rows and 512 columns.

We run three dimensionality reduction methods
on the matrices: a principal component analysis
(PCA; Hotelling 1933), a k-means clustering (Mac-
Queen, 1967), and hierarchical agglomerative clus-
tering with Ward linkage (Ward, 1963). All meth-
ods are run on the scikit-learn toolkit (Pedregosa
etal., 2011).

The PCA is used to visualize the dialect con-
tinuum (see 4.4). Because the visualization relies
on three color channels (red, green, and blue), the
PCA is run with three components, each being rep-
resented by one color. Both k-means and Ward
clustering are run with the number of clusters rang-
ing from 2 to 20, and the clusterings are evaluated

*We did initial testing with an RNN-based model as well,
but the results were considerably better with the Transformer.
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with the methodology described in Section 4.5. The
number of clusters was defined by preliminary ex-
periments, which showed that increasing the num-
ber above 20 did not enhance the results. K-means
clustering is averaged over five runs, since it is
known to fluctuate.

4.4 Visualization

The PCA weights are normalized to values between
0 and 1 and used to present the red, green and
blue colors in a map visualization (Nerbonne et al.,
1999). For example, having values such as 0.5 for
PC1, 0.25 for PC2, and 0.75 for PC3 would trans-
late to 128 on the red channel, 64 on the green
channel, and 192 on the blue channel, since the
maximum value per color is 256. Having a color
channel for each of the three components therefore
translates to a single color (purple in the exam-
ple case). The method is used to create Figure 2.
A similar approach has been presented in Hovy
and Purschke (2018), and an often used technique
in dialectometry called multidimensional scaling
(MDS) functions on the same principle but with
distance matrices (Nerbonne et al., 1999; Leinonen
etal., 2016).

The best clustering results are also presented
on maps. The map visualizations are created with
QGIS (QGIS Development Team, 2023). For the
Ward clustering results, we present the dendro-
grams (see Figure 6), which show the relations
between clusters. The dendrograms are created
with scipy (Virtanen et al., 2020) and matplotlib
(Hunter, 2007) toolkits.

4.5 Evaluation

We evaluate the normalization performance on the
development sets to ensure that our models are
working as expected. We compare our results to
Partanen et al. (2019), who produce a good base-
line for the SKN dataset, even though they use the
detailed transcriptions and different preprocessing’
in their work. Since they evaluate their model per-
formance on word error rate (WER), we use the
same metric for the comparison.®

We evaluate the clusters produced by k-means
and Ward primarily with V-measure (Rosenberg

>0n top of the different transcriptions, they use a
character-level neural machine translation model with an
RNN-architecture, and split the data to chunks of three words
(non-overlapping trigrams).

SWe use https://github.com/nsmartinez/WERpp for
calculating the WER, as do Partanen et al. (2019).

and Hirschberg, 2007). V-measure is the harmonic
mean of homogeneity (how homogeneous the pro-
duced clusters are in terms of predefined classes)
and completeness (how well the predefined classes
stay complete in the clustering). Completeness is
typically higher with fewer clusters (there are less
clusters for the classes to spread out into) and homo-
geneity with a higher number of clusters (the clus-
ters do not include as many classes). V-measure
can thus be seen as an equivalent of F;-score and
homogeneity and completeness as precision and
recall. The difference is that V-measure does not
expect there to be an exact right number of clusters.
The V-measure score is between 0 and 1, with 1
being a perfect match between the gold labels and
the clustering solution.

As a more traditional metric, we also present the
adjusted Rand index (Rand, 1971). As V-measure,
the adjusted Rand index tries to compute the sim-
ilarity between the gold labels and the predicted
labels of a clustering algorithm. Mathematically,
Rand index presents the probability that a randomly
chosen pair of elements from the gold labels and
the predicted labels will agree. The adjusted Rand
index (ARI) is typically used instead of the plain
version, as it is corrected for chance. The ARI
score is between -1 and 1, with O being a random
prediction and 1 being a perfect match. Scores be-
low O are worse than the random baseline. Both
V-measure and ARI are computed with the scikit-
learn toolkit (Pedregosa et al., 2011).

We evaluate the clusterings against traditional
dialect divisions. For Finnish, we use the eight-
way classification presented in Itkonen (1989). For
Norwegian, the ground truth is the four-way divide
presented in Hanssen (2010 - 2014). The dialect di-
visions are presented in Figure 1. We compare our
results to a geographically and administratively de-
fined baseline, namely the regional units of Finland
(NUTS3 in European Union Nomenclature), and
the counties used in Norway from 1972 to 2018.”

5 Results

5.1 Normalization Performance

The word error rates for our models and for Parta-
nen et al. (2019) are presented in Table 3. Our SKN
model produces a similar, albeit slightly worse,
score than in their work. As far as we are aware,
there is no existing work on the normalization of

"The number of counties was reduced from 19 to 11 in
2018.
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SKN NDC
Partanen et al. (2019) 5.73 —
This work 6.11 4.89

Table 3: Word error rates () for Partanen et al. (2019),
our SKN model, and our NDC model.

the NDC dataset, and thus the score can not be
compared. Achieving a similar score as Partanen
et al. (2019) for Finnish, and a lower one for Nor-
wegian, does not indicate issues with the model
performance, and the learned representations of the
speakers can therefore be used for further analysis.

5.2 Principal Component Analysis

Dialects create a continuum, with either subtle tran-
sitions from one area to another, or stronger borders
between them. For instance in Finnish dialectol-
ogy, a strong border is seen between the Western
and Eastern dialects and smaller differences inside
these large areas. To analyze whether the neural
models have learned such differences, we run a
three-component principal component analysis on
the learned speaker embeddings.

Three components are chosen for visualization
purposes, as each of the three components are pre-
sented with their own color on a map visualization.
The speakers’ locations are plotted on the map, and
the degree of each component in each speakers’
interview is presented as red, green, and blue col-
ors, as explained in Section 4.4. Thus, similar hues
indicate linguistic similarity of the speakers, and
the degree of color change from one area to an-
other indicates the degree of linguistic difference.
The results of the principal component analysis are
presented in Figure 2. The Finnish and Norwe-
gian results are presented in the same figure for
convenience, but the analysis is separate for both
languages.

The explained variance of the principal compo-
nent analysis model is low for both languages (14%
for Finnish and 9% for Norwegian). We hypothe-
size this is due to the used data: we are working on
the embedding space of the normalization model,
which may include manifold variation, for example
relating to the actual normalization task. The ex-
plained variance may thus not be as good a measure
here as it is for multi-dimensional scaling, for in-
stance, which works on distance matrices. Limiting
the model to three components due to visualization
might also affect the explained variance.

We commence with an analysis of the Finnish
speakers in Figure 2. There are clearly differing
areas in the South-West (bright green), South-East
(light green), South-East Hime (blue), and Savo
(red). The South-West, South-East, and Savo are
traditional dialect areas, but South-East Hime has
been traditionally seen as a part of a larger Hame
area (dark blue in Figure 2). The shade of the
blue thus indicates that South-East Hame, although
related to the rest of Hime, is somewhat different
from it. Regarding the transitions from one area
to another, there is a clear difference between East
and West in the South and center of the country
(from blue to red), but not as big a difference in
the North. This reflects the understanding that the
Northern dialects are a combination of Western and
Eastern influence (e.g., Leino et al. 2006).

For Norwegian, the color changes in Figure 2 are
more subtle than for Finnish, indicating transitional
areas between the dialects. There is a clearly red
area (PC1) around Oslo, a purple cluster (PC1 and
PC3) in the center of the country and dark hues in
the West. The Trgndersk area in the middle has
a cyan quality (PC2 and PC3), which turns green
(PC2) in the North and yellow in the far North
(Finnmark). Regarding the four-way division of
Eastern, Western, Trgndersk, and Northern dialects,
the map shows that there is internal variation in the
areas.

5.3 Clustering Evaluation

We run k-means clustering and agglomerative clus-
tering with Ward linkage on the learned speaker
representations to examine whether the method-
ology captures similar divisions as in traditional
dialectology. We evaluate each clustering with the
number of clusters ranging from 2 to 20, and com-
pare them to dialect divisions presented in the past,
as explained in Section 4.5. We use V-measure and
adjusted Rand index as metrics, and a geographi-
cally and administratively defined baseline against
which to compare the clustering performance. The
results for both methods and datasets are presented
in Figure 3 and Figure 4. In case of ambiguity be-
tween the V-measure and adjusted Rand index, we
prefer the V-measure.

Figure 3 and Figure 4 show that agglomerative
clustering with Ward linkage outperforms k-means
on both datasets, with the difference being clearer
for Finnish. Similar findings have been reported be-
fore (Heeringa, 2004; Proki¢ and Nerbonne, 2008;
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Finnish dialects Norwegian dialects

[ Far North I Eastern

1 Centraland = Western
Northern B Central
Ostrobothnia (Trendersk)

I Southern 8 Northern
Ostrobothnia

[ Hame

I South-West

B Transitional
South-West

I Savo

71 South-East

Figure 1: The dialect areas used as gold labels. The Norwegian division is based on Hanssen (2010 - 2014) and the
Finnish one on Itkonen (1989).

© Norwegian speakers :
A Finnish speakers 5

r

— East-West border of Finnish dialects *
Dialect borders

Figure 2: Visualization of a three-component principal component analysis. The Norwegian speakers are presented
with circles and Finnish speakers with triangles. The dialect areas that are used as ground truth are presented with
thin grey lines. The first principal component is presented as red, second as green, and third as blue. The color
shade of each speaker is thus a combination of these three colors. Note that the PCA is different for both languages,
and they are presented side by side because of geographical proximity. Also note that there are two locations of
Finnish in Sweden (in the North and in the far West, close to the Norwegian border.)
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Figure 3: Evaluation of the clustering methods on the
SKN dataset. K-means averaged over five runs. Base-
line is presented as a horizontal line.

Hovy and Purschke, 2018). The scores are also gen-
erally worse for Norwegian, with the models barely
outperforming the V-measure baseline. The best
V-measure scores are achieved with Ward having
8 clusters for both languages. For Finnish, the 8-
cluster solution also achieves the clearly best Rand
index score. For Norwegian, the 8-cluster solution
is on par with a 5-cluster solution on the adjusted
Rand index. The 8-cluster solutions with Ward for
both languages are presented in Figure 5.

For k-means, the scores differ between the two
metrics: best scores are achieved with 5 (Rand) or
7 (V-measure) clusters for Norwegian, and with 4
(Rand) or 8 (V-measure) clusters for Finnish. Since
the k-means scores are generally worse, they are
presented in Appendix A in Figure 7.

5.4 Ward Clustering

The 8-cluster solutions for agglomerative cluster-
ing with Ward linkage are presented on a map in
Figure 5 and as dendrograms in Figure 6. The
colors and cluster labels are shared between the
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Figure 4: Evaluation of the clustering methods on the
NDC dataset. K-means averaged over five runs. Base-
line is presented as a horizontal line.

figures.

The 8-cluster solution for Finnish presented in
Figure 5 manages to capture five of the eight tradi-
tional dialect areas completely. The South-Western
dialects are presented in cluster number 3 (hereafter
C3; presented in purple), Southern Ostrobothnia in
C5 (brown), Central and Northern Ostrobothnia in
C6 (pink), Savo in CO (orangeg) and South-East in
C4 (green). The Far North is also homogeneously
presented in C1 (yellow), but some speakers from
the South are in the same cluster. Hdme is divided,
with the South-East Hame generating its own clus-
ter (C2 / red; rest of Hime in C7 / grey). The divi-
sion of Hdme seemed apparent also in Figure 2 and
has been reported in dialectometry before (Leino
and Hyvonen, 2008). Overall, the learned repre-
sentations correspond to the traditional dialects
of Finnish very well, which was evident in the
V-measure and ARI scores in Figure 3.

The dendrogram in Figure 6 further presents the

8Virmland in Western Sweden was inhabited by immi-
grants from Savo.
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Figure 5: Agglomerative clustering (Ward linkage) based on highest V-measure. Eight clusters for both languages.
Norwegian speakers are presented with circles and Finnish speakers with triangles.
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Figure 6: Dendrograms for the agglomerative clustering (Ward linkage). SKN on the left and NDC on the right.
The dendrogram for NDC has been truncated for clarity. Cluster labels and colors match those of Figure 5.
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relations between the clusters. The first division
happens between Savo (CO / orange) and all other
dialects. Further divisions are between South-East
(C4 / green and C2 / red) and the Western dialects,
which in turn split up one dialect area at a time
(in order: South-West (C3 / purple), Southern Os-
trobothnia (C5 / brown), Central and Northern Os-
trobothnia (C6 / pink) and finally Hame (C7 / grey)
and the Far North (C1 / yellow)).

The clusters for Norwegian in Figure 5 are also
quite distinct. The central Trgndersk area is mostly
presented in cluster number 2 (hereafter C2; pre-
sented in green color), but the three other dialect
areas are divided, with two clusters in Eastern (C3
/ pink and C6 / brown) and Northern (C1 / orange
and C7 / red) dialects, and three clusters in the
Western (CO / yellow, C5 / grey and C4 / purple)
dialects. The clusters tend to stay inside the tra-
ditional dialect areas, apart from some Western
speakers belonging to cluster number 3 (pink) and
the municipality of Lierne (in the central Trgn-
dersk area, near the Swedish border) belonging
completely to cluster number 4 (purple).

The Norwegian Eastern dialects are moreover di-
vided into mountain communities (fjellbygdmal)
and lower elevation communities (flatbygdmdl)
(Hanssen, 2010 - 2014), and our clusters number 3
(pink) and 6 (brown) follow this division quite well.
Likewise, the Northern dialects have a subdivision
into Nordland and Troms-Finnmark, which is also
reflected in clusters number 7 (red) and 1 (orange).
The Western dialects have three subgroups, as do
our clusters, but the areas are not as clear. The
clustering is thus quite faithful to the subdivisions
of the major dialect areas.

The dendrogram for NDC in Figure 6 presents
the relations between the clusters. The first divi-
sion is between North and South, as C2 (green),
C4 (purple), C7 (red), and C1 (orange), present-
ing the Central and Northern dialects, are divided
from the Western and Eastern dialects, presented in
C5 (grey), CO (yellow), C3 (pink) and C6 (brown).
This is somewhat unexpected, as a two-way divi-
sion is typically seen to be between East and West.

In the North, C1 (orange; the area of Finnmark)
is divided from the three others, and C2 (green;
Trgndersk) is further divided from C4 (purple) and
C7 (red). In the South, C6 (brown) around Oslo
(flatbygdmal) is first divided from the others, fol-
lowed by C3 (pink; fjellbygdmdl). This is to be
expected, as both C3 and C6 clusters belong to the

Eastern dialects.

All in all, it is apparent that the learned represen-
tations of the neural normalization models reflect
dialect divisions. For Finnish, the clustering pro-
duced by Ward in Figure 5 is very close to the gold
labels. For Norwegian, it is likely that using a more
fine-grained division as gold standard could pro-
duce even higher V-measure scores, since in our
clustering the four major dialect areas are divided
in a way that reflects traditional understanding of
dialectal subgroups.

6 Conclusions

In this paper, we apply neural dialect-to-standard
normalization models to two typologically different
languages and use the learned speaker representa-
tions to study the dialect continuum and division of
the languages. We use large datasets of Norwegian
and Finnish dialects, which have been manually
transcribed and manually or semi-automatically
normalized to a standard form. We add speaker
labels to each dialect utterance (source) and nor-
malize to the standard language, using byte-pair
encoded data.

The model learns representations of the speakers
based on the speaker labels added to the dialect
utterances. The learned representations are further
studied with principal component analysis, agglom-
erative clustering with Ward linkage, and k-means
clustering. The results are evaluated against gold
standard divisions of the dialects using V-measure
and adjusted Rand index as metrics. Agglomerative
clustering with Ward linkage outperforms k-means
clustering for both languages on V-measure.

We find that the learned representations of the
speakers correspond well to traditional dialect di-
visions. We also show that some dialect areas,
such as the Hame dialect in Finnish are not as ho-
mogenic as could be assumed by the traditional
division. The methodology could be further used
with noisier data from social media for instance,
which could reveal new insights into areal varia-
tion.

Limitations

We use clean, systematically transcribed and nor-
malized datasets. Further evaluation of the method-
ology on noisier data is left for future work. We
focus on two typologically different languages, but
our work is still tied to the linguistic and dialectal
practices of Northern Europe.
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The used neural normalization model has not
gone through extensive hyperparameter tuning,
since the aim of the paper is not in the best pos-
sible normalization quality. It is however possi-
ble that the learned representations would perform
even better if such tuning was to be executed. This
also applies to the chosen dimensionality reduction
methodology: using different methods might offer
better results.

There are multiple ways to divide the Finnish
and Norwegian dialects. We have chosen one such
division for both languages, and used them as the
gold standards. Using different divisions could
result in different models achieving the highest
scores. One could also try to avoid using gold
labels altogether to find new insights into areal
variation. It is anyhow apparent that the models
learn dialectal differences between speakers, and
that the selection of the gold standard only affects
which models are deemed to perform best.
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A K-means Clustering

Figure 7 presents the best k-means clustering re-
sults (evaluated by the V-measure). This results
in 7 clusters for Norwegian and 8 or 9 clusters for
Finnish. Note that while we averaged over 5 runs
when evaluating, we only present the single best
run with the said number of clusters. Therefore we
present the 8-cluster solution for Finnish, since it
achieved a higher single run score than a 9-cluster
solution.

The Finnish division achieves to capture the
South-Eastern (C4 / green), Southern Ostroboth-
nian (C5 / brown), Northern Ostrobothnian (C7 /
grey), Hame (C1 / yellow), and South-Western (C2
/ red) dialects for the most part. The traditional
dialect areas of South-West transitional, Far North,
and Savo are however divided into several clusters.
This results in a lower V-measure score than for the
Ward clustering in Figure 5.

The Norwegian clusters produced by the k-
means are reminiscent of the Ward clustering, pre-
sented in Figure 5. The central dialects (Trgndersk)
are mostly presented in C3 (pink). The Eastern
dialects are divided into mountain community (C1
/ orange) and lower elevation (C5 / grey), Western
dialects are divided into three groups (C2, C6, C4),
and the Northern dialects into two groups (C4 /
purple and CO / yellow). There are however consid-
erably more outliers, with some speakers belonging
to different clusters than their surrounding speak-
ers. This results in low V-measure when evaluated
against the dialect areas.
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Figure 7: K-means clustering based on highest V-measure. Seven clusters for Norwegian, and eight clusters for
Finnish. Norwegian speakers are presented with circles and Finnish speakers with triangles.
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