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Abstract

Eye-tracking data in Chinese languages present
unique challenges due to the non-alphabetic
and unspaced nature of the Chinese writ-
ing systems. This paper introduces the first
deeply-annotated joint Mandarin-Cantonese
eye-tracking dataset, from which we achieve a
unified eye-tracking prediction system for both
language varieties. In addition to the commonly
studied first fixation duration and the total fix-
ation duration, this dataset also includes the
second fixation duration, expressing fixation
patterns that are more relevant to higher-level,
structural processing.

A basic comparison of the features and mea-
surements in our dataset revealed variation be-
tween Mandarin and Cantonese on fixation pat-
terns related to word class and word position.
The test of feature usefulness suggested that
traditional features are less powerful in pre-
dicting the second-pass fixation, to which the
linear distance to root makes a leading con-
tribution in Mandarin. In contrast, Cantonese
eye-movement behavior relies more on word
position and part of speech.

1 Introduction

Eye-tracking has quickly become one of the most
popular methodologies in psycholinguistic stud-
ies, as it allows researchers to measure people’s
real-time processing efforts during a reading task
(Attardo and Pickering, 2023). Consequently, more
computational models have been proposed to pre-
dict eye-fixation patterns in English and many other
languages (Hollenstein et al., 2021a,b, 2022; Salic-
chi et al., 2022).

Chinese languages, being non-alphabetic, are
considered unique in eye-tracking research, mainly
due to the unspaced nature of the writing con-
ventions, the visual complexity of the characters,
and the abundance of homophonic and homo-
graphic characters (Hsu and Huang, 2000; Bai et al.,
2008). The computational modeling of Chinese

eye-movement patterns is still relatively limited, al-
though several traditional psycholinguistic models
have been proposed to measure Chinese reading
times (Rayner et al., 2007; Li and Pollatsek, 2020;
Thierfelder et al., 2020). Such models have focused
on factors such as word frequency, word length, and
word predictability but have not considered syntac-
tic and semantic processes that may have an equally
decisive influence on eye-movement behaviors.

To fill such research gaps, this paper first intro-
duces a deeply-annotated eye-tracking dataset that
covers Mandarin texts in simplified characters and
Cantonese texts in traditional characters, thus rep-
resenting two demographically important language
varieties. Based on this joint dataset, we imple-
mented a series of statistical tests to investigate
the inter-linguistic variance from the perspective
of fixation durations. Furthermore, we propose a
feature-rich prediction model of basic eye-tracking
measurements in Chinese, in addition to an abla-
tion study of the usefulness of features. Our pre-
dictors include both traditional and new features,
such as syntactic features, local lexical semantic
features, and contextual semantic representations.
We believe that comparing these features will fur-
ther broaden our understanding of the differences
between Mandarin and Cantonese. The contribu-
tions of the present study are as follows:

* we presente the first parallel Mandarin-
Cantonese eye-tracking dataset. The dataset
is annotated with three eye-tracking features,
including the second fixation duration, which
reflects higher-level, structural processing of
a sentence;

* we explore the similarities and differences
between Mandarin and Cantonese, two de-
mographically important varieties within the
family of the Sinitic languages, from the per-
spective of cognitive processing as reflected
in eye-tracking measurements.
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* we introduce computational models to approx-
imate and predict the fixation patterns of the
two varieties. Specifically, we integrate mor-
phosyntactic features and contextualized se-
mantic representations with traditional lexical
features into the modeling of fixation measure-
ments.

2 Related Work

As eye-tracking data are closely linked to real-
time cognitive processes, they can reveal the au-
tomatic operations in our brains that are related
to different linguistic modules, such as lexical ac-
cess (Clifton Jr et al., 2007), syntactic processing
(Van Schijndel and Schuler, 2015), semantic pro-
cessing (Hwang et al., 2011; De Groot et al., 2016),
and pragmatic competence (Gironzetti, 2020). Re-
garding the modeling of fixation patterns, previous
research has highlighted the close relationship be-
tween eye-tracking measurements and certain word
properties, including word position (Just and Car-
penter, 1980), word frequency (Yan et al., 2006; Li-
versedge et al., 2014), word predictability (Rayner
et al., 2005), and word length (Li et al., 2011; Zang
et al., 2018). Fixation on a particular word is also
sensitive to the cognitive load from the previous
word (known as a spill-over effect) (Rayner et al.,
1989; Pollatsek et al., 2008).1

In addition to these traditional lexical features,
morpho-syntactic features, such as part-of-speech
categories (POS) and syntactic dependency, also
impact fixation patterns. POS have been demon-
strated to influence the number of fixations and
the fixation duration (Blanchard, 1985). Concern-
ing syntactic dependency, previous studies indi-
cated that cognitive loads from syntactic structure
lead to increased refixation probability and dura-
tion (Conklin and Pellicer-Sanchez, 2016; Frenck-
Mestre, 2005), which is mainly related to the sec-
ond fixation duration (SFD) in this paper and par-
tially reflected on the total fixation duration (TFD).
Previous research also reported that the sensitiv-
ity of first-pass processing to the syntactic agree-
ment increases the first fixation duration (Deutsch,
1998; Deutsch and Bentin, 2001), although there

! According to some studies, another factor affecting fix-
ations is the semantic relatedness of a word with its context,
which can be measured via Distributional Semantic Models
(Pynte et al., 2008; Mitchell et al., 2010; Salicchi et al., 2023).
However, the evidence for the role of semantic relatedness
in predicting reading times and eye fixations is controversial
(Frank, 2017).

is counter-evidence that syntactic parsing only in-
creases the total fixation duration by affecting the
second fixation (Pearlmutter et al., 1999). De-
spite being crucial for modeling fixation patterns,
it should be noted that most of the research that
has targeted Chinese languages has not considered
POS and syntactic dependency.

Regarding the distinctiveness of the Chinese
writing system, most studies have supported the
view that words and characters are equally salient
units in the cognitive processing of texts written
in Chinese characters, as both word properties and
character properties influence reading-time mea-
surements and eye-movement behaviors (Bai et al.,
2008; Li et al., 2015). Following this assertion, the
word-level features widely applied in the reading-
time modeling of alphabetic languages are equally
applied in Chinese-specific research. Features re-
lated to higher-level processing, such as syntactic
properties, are also considered in research on Chi-
nese language processing (Lu et al., 2022; Chen
and Tsai, 2015; Zang et al., 2020). However, previ-
ous studies using syntactic properties have mainly
focused on syntactic complexity and the grammati-
cal function of a word without linking the syntactic
dependency of the entire sentence to eye-movement
modeling.

3 Dataset

This section introduces our eye-tracking dataset’s
construction procedures and annotation structure.”
We then present the results of inter-variety compar-
isons regarding basic eye-tracking measurements
in the next section.

3.1 Data Collection and Normalization

This study used two comparable eye-tracking cor-
pora collected by ourselves, one in Mandarin and
one in Cantonese, which were recorded using a
normal reading paradigm. Each corpus included
30 participants who were native speakers of the tar-
get language; the mean age of the Mandarin group
was 25.8 years old (22 females) and the Cantonese
group was 21.7 years old (20 females). During the
recording sessions, the participants read a trans-
lated version of The Little Prince by Antoine de
Saint-Exupéry, in Mandarin, and in Cantonese, re-
spectively. The Mandarin texts were presented in
simplified Chinese characters and the Cantonese

2Code and datasets will be made available via Github at the
following URL: https://github.com/CN-Eyetk/MCFIX.
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Mandarin
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Cantonese
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"'When | was six years old, | once saw a magnificent painting in a book.'

o

Figure 1: An example heatmaps of fixation duration by Mandarin and Cantonese readers, weighted by the duration

of the individual fixations.

texts in traditional Chinese characters. Each corpus
contained recordings of two reading tasks using
the same texts, i.e., the natural reading (NR, only
with a reading comprehension task) and the task-
specific reading (TSR, with the purpose of finding
specific information in a given text). Each cor-
pus contained three eye-movement measurements
and their standard deviations: first fixation dura-
tion (FFD), second fixation duration (SFD), and
total fixation duration (TFD). Figure 1 shows the
heatmaps of fixation duration recorded from one
Mandarin and one Cantonese reader in our data.

We then normalized the raw data as follows: If a
word, w, occurs Nyptar = N+ Nyypr times, where n
is the number of instances with fixation values, and
N 18 the number of instances with null values,
then the normalized value equals the sum of the fix-
ation values of n occurrences divided V., times.
Table 2 shows the descriptive statistics for these fix-
ation measurements of the two language varieties
in each task. Our datasets show that monosyllabic
words were more dominant in Cantonese than in
Mandarin, especially for content words such as
verbs and nouns, as shown in Figure 2; this ten-
dency is in line with the monosyllabic salience
observed in Cantonese (Li et al., 2016).

SENT WORD POS LDR LDH DEPTH Freq Ngyg
1 E W (see) VERB 0 0 0 260.0 2
1 —(one) NUM 1 5 2 8489.0 1
1 T (clf) DET 2 4 2 103.0 1
1 R(very) ADV 3 1 3 1755.0 1
1 H#(good) ADJ 4 2 2 27.0 1
1 f1(de) PART 5 1 3 77946.0 1
1 [/ (figure), NOUN 6 6 1 25.0 2

Table 1: Annotation Example

Number of syllables:
1500{ " 2 ‘3 - -
1000
500 I I I
TE RN

CCONJ ADJ ADP ADV  AUX DET INTJ NOUN NUM PART PRON PROPN
Mandarin
Number of Iables

2000 (A

1500

1000+

THNEAIR
L

CCONJ ADJ ADP ADV  AUX DET INTJ NOUN NUM PART PRON PROPN
Cantonese

=3

Figure 2: Two-way comparison of syllable number and
part-of-speech in Mandarin and Cantonese

3.2 Annotation Structure

In addition to eye-movement measurements, we
obtained several linguistic features of our dataset
in the annotation: (1) Word Segmentation, which
inherited the word segmentation marked by native
speakers with a Ph.D. in linguistics during the col-
lection of eye-tracking data; (2) Part-of-speech,
which is derived from jiagu toolkit (https://
github.com/ownthink/Jiagu) for the Mandarin
text, and from pycantonese (Lee et al., 2022) for
the Cantonese text; the results of which were man-
ually checked and aligned by a Mandarin speaker
and a Mandarin-Cantonese bilingual speaker; (3)
Syntactic distances, including dependency depth
(DEPTH), linear distance to Head (LDH), and lin-
ear distance to root (LDR); all of these were based
on a syntactic analysis derived by the Stanford De-
pendency Parser (Chang et al., 2009); and (4) Tradi-
tional features in eye-tracking modeling, including
word frequency (obtained from the cifu dictio-
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nary (Lai and Winterstein, 2020) and the cncorpus
word-frequency list), and the syllable number.

Table 1 provides an illustration of the annotation
of linguistic features.

4 Cross-variety Comparison

4.1 One-way Comparison

Concerning the cross-variety variance between the
data in the two corpora, we fit a linear model
against FFD, SFD, and TFD (all in a log scale).
The fixed effects included LanguageTypes (Can-
tonese vs. Mandarin, the former as the treat-
ment), and WordFrequency, POS and Syllable-
Count (Ngsyjiapie)- The estimation was imple-
mented by 1m function in RStudio (Allaire, 2012).

The result shown in Table 3 (With Ny 4p1¢)
highlights the effect of writing system simplifica-
tion. The tendency indicates that the Mandarin
readers consistently had significantly shorter fix-
ation durations for all the FDs of the TSR task
and the FFD of the NR task. This finding was
consistent with the expectation that lower visual
complexity may reduce cognitive effort; thus, Man-
darin readers who encountered simplified Chinese
texts showed significantly shorter first-past fixation
times than Cantonese readers who processed tradi-
tional Chinese texts. This tendency extended to all
the fixation measures in task-specific reading.

Nonetheless, the tendency caused by the writing
system’s simplification could be weakened by the
fact that Cantonese has more monosyllabic words,
thus simpler words, as shown in Figure 2. This was
demonstrated by the finding that (1) the exclusion
of syllable count from random effect neutralized
the significance (See without Ny 4p1 in Table 3),
and (2) the descriptive statistics of FD levels did
not show a significant difference between the two
variables (See Table 2).

4.2 FD Variance by POS and Word Position

On par with the general effects of language va-
riety on the word-level fixation duration, this re-
search also implemented a Tukey post hoc test to
investigate the FD differences of each POS be-
tween the two language varieties. Figure 5 (in
the appendix) shows that pronoun fixation and
noun fixation (excluding proper names) had signif-
icant cross-variety differences, as Mandarin read-
ers tended to fixate more on nouns in both read-
ing tasks, while Cantonese readers were inclined
to fixate more on pronouns in TSR. This consis-

tent tendency concerning noun fixation presum-
ably arises from the different distribution of syl-
labic length between Mandarin and Cantonese, as
nouns in Mandarin are more likely to be disyllabic
than monosyllabic (see Figure 2). The tendency
for pronoun fixation, we assume, arises from the
fact that Cantonese pronouns are more ambigu-
ous than those in Mandarin. For example, the sin-
gular third-person pronouns of masculine gender
"tal"(ftl), feminine gender "tal"({ft), and neutral
gender "tal"('E)) in Mandarin all correspond to
the only singular third-person pronoun "keoi5"({F)
in Cantonese, which may cause Cantonese read-
ers to spend more time on processing pronomi-
nal reference. In addition, Cantonese demonstra-
tive pronouns have high-frequency homographs
(or pseudo-homographs). The demonstrative pro-
noun "nil/neil" (8"this") is homographic with the
sentence-final particle "nel" (¢). The demonstra-
tive pronoun "go2" is pseudo-homographic with
the classifier "go3" ({fl). This property presumably
induces more efforts for Cantonese readers in the
lexical access for demonstrative pronouns.

Apart from POS, we also investigated the simi-
larities and differences between the two language
varieties in terms of the effect of word position on
fixation durations. For this, we fit the correlation
between the word position in the sentence (normal-
ized by sentence length) and the fixation duration
with the third-degree polynomial formula (to cap-
ture non-linearity). Non-overlapping contours of a
confidence interval indicate statistically significant
differences. As shown in Figure 3, the final part
of each sentence showed significant differences
between Mandarin and Cantonese. Cantonese con-
sistently tended to involve a descent of fixation
durations in the final quarter of a sentence, while
Mandarin was almost the opposite in such a local
span, except for TSR’s first fixation duration.

S Methodology

This section introduces the features and the regres-
sors used in the prediction of eye-tracking measure-
ments, derived from the results of the cross-variety
comparison drawn from both psycholinguistic and
computational studies.

5.1 Prediction Targets

The prediction targets include the subject-wise nor-
malized level (below referred to as mean level) of
FFD, SFD, and TFD and the standard deviations
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Mode  Variety Word Count FFD,,, FFDy; SFDug SFDg; TFDg, TFDgqy
NR Cantonese 5050 108.53 55.56 37.32 41.97 171.37 144.47
Mandarin 3939 108.98 5542 40.27 4491 180.21 160.61
TSR Cantonese 5047 101.22 52.75 30.29 34.10 145.89 102.89
Mandarin 3941 101.26 54.45 30.82 34.27 147.30 106.41
Table 2: Descriptive statistics of fixation durations
Mode | Y _ With Nsynabie 4 WithOUt Nytiable _ 5.2 Features
estimates Pval  Sig | estimates Pval Sig
FFD | +0.031 = 0004 ** | 0007  0.544 We used two sets of features in our prediction ex-
TSR | SFD | +0.060  0.056 -0.015  0.663 . ‘Li istic feat d GPT d
TED | +0.046 0000 ** 0.009 0515 perm.lent. 1nguistic features an word em-
FFD | +0.009 0.003 ** | -0.01  0.400 beddings.
NR | SFD | +0.002  0.952 -0.064  0.061
TFD | +0.017 0.222 -0.016  0.282 5.2.1 Linguistic Features

Table 3: Estimates of the effect of Cantonese on FDs,
with Ngyi1ab1e nOt placed in random effect (on the left)
and placed (on the right).
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Figure 3: Polynomial contours and their 95% confi-
dence interval of the correlation between normalized
word position and FDs (in log scale) in Mandarin and
Cantonese.

of FFD, SFD, and TFD, for both Mandarin and
Cantonese. We believe that it is important to in-
clude the standard deviations in our gold standard:
eye-tracking metrics prediction is an example of a
task in which predicting only the mean value from
a set of measurements typically excludes a large
amount of variation existing in the data. For this
reason, in the spirit of paving the way for NLP sys-
tems that can better deal with human label variation
(Plank, 2022), we added this additional challenge
to our dataset.

Given the annotation structure in our dataset, we
selected nine linguistic features as shown below.

Traditional features based on previous studies
included Frequency (of the current word and its
previous word), Syllable Number (of the current
word and its previous word), Word Position, and
POS. Specifically, Frequency was extracted from
cifu dictionary (Lai and Winterstein, 2020) and
cncorpus word-frequency list® and was projected
to a log scale; the previous word frequency and
syllable number are specified as “-1" for sentence-
initial words; word position is the order of a word
in a sentence divided by the sentence length (by
word).

In addition, we proposed five new features, of
which four had not been used in modeling fixation
patterns of Chinese languages in natural language
processing, and one feature that has recently been
shown to be useful in predicting eyemovement pat-
terns: they are DEPTH, LDH and LDR, which
are summarized in section 3, Word Predictabil-
ity measured by GPT2 Surprisal (Salicchi et al.,
2022), and Orthographic Neighborhood. The
orthographic neighborhood refers to how likely
a character cooccurs with other characters in a
compound-word, inferring a given character’s am-
biguity level. We calculated this based on the cifu
dictionary and xinhua wordlist for Cantonese and
Mandarin, respectively. To calculate the Ortho-
graphic Neighborhood of each word, we divide the
word into characters and sum up the number of
words containing each single character, treating the
summation as the value of the Orthographic Neigh-
borhood. The Surprisal of Mandarin and Cantonese
was computed with a simplified Chinese GPT2

3ht’cps: //github.com/bedlate/cn-corpus
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trained on CLUE Corpus Small* (hereafter referred
to as clue), while the Surprisal of Cantonese was
additionally calculated with a traditional-Chinese
GPT2 finetuned on cantonese-wikipedia for 10
epochs >, which is referred to as jed351 below. For
each round of Cantonese FD modeling, we fed one
of the two Surprisals and finally reported the better
performance. On account of the character-base to-
kenization of both clue model and jed351 model,
we sum up the Surprisal score of each character
¢t (the i-th character of the k-th word wy, in a sen-
tence) to represent the exact score of the whole
word. More in detail:

suppose wy, = [c},cz,...,ci*]), which means
that the k-th word in the current sentence has m
characters. Then the surprisal of the whole k-th
word is represented as:

Surprisal(wg) = Z Surprisal(cy) (1)
i=0

suppose ¢, is the n-th character in the whole
sentence, then the surprisal of each character is:

Surprisal(cy,) = —log(P(cp|co, 1y .y n—1))
2

5.2.2 GPT Contextual Word Embeddings

To explore the effectiveness of contextualized word
representation in improving eye-tracking predic-
tion, we extracted the last hidden state of each
word input from the GPT?2 architecture to be con-
catenated with the linguistic features mentioned
above. We used the clue model to extract GPT
word embedding for both Mandarin and Cantonese.
Since clue is basically trained on the Mandarin
corpus, we equally used the jed351 model to ex-
tract embedding for Cantonese. We separately try
one of the two types of Cantonese GPT embedding
for each regressor.

All compositions of features tried in this re-
search are summarized below. For each feature
composition, we tried both interactions (using the
PolynomialFeatures module in scikit-learn)
and non-interaction between linguistic features and
reported the best results.

*https://huggingface.co/uer/
gpt2-chinese-cluecorpussmall.

Shttps://huggingface.co/jed351/gpt2_tiny_
zh-hk-wiki

Gpt Embedding Other Features
Mandarin noGpt LTngu¥sch Features (W?th clue Surpr¥sal)
clue Linguistic Features (with clue Surprisal)
Linguistic Features (with clue Surprisal)
noGpt —— —— -
Linguistic Features (with jed351 Surprisal)
Cantonese P - -
clue Linguistic Features (with clue Surprisal)
jed3sl Linguistic Features (with jed351 Surprisal)

Table 4: All possible composition of features for Man-
darin and Cantonese.

5.3 Regressors

To propose an optimal prediction system, we uti-
lized several regression models to approximate
the eye-movement measurements concerned, using
the implementations in the scikit-1learn Python
package and catboost package (Dorogush et al.,
2018) (for GradientBoostDecisionTree only, due
to its slow implementation without GPU accelera-
tion). Below in Table 5 we listed the main hyper-
parameters.

Regressors Hyper-Parameters
. . alpha=1.0,
BRR (BayesianRidge) normalized=True
alpha=1.0,
ELAST (ElastRegressor) 11_ratio=0.5,

selection="cyclic"
num_leaves = 31 ,
learning_rate =0.03
objective="regression’ ,
num_leaves = 31,
learning_rate =0.05

GBDT (CatBoostRegressor)

LGB (LGBMRegressor)

LR (LinearRegression) fit_intercept=True
hidden_layer_size=5,

MLP (MLPRegressor) activation = identity,
solver = adam

PLSR (PLSRegression) n_components = 5

min_samples_split=2,
min_samples_leaf =1
alpha=1.0,

normalize =True

RF (RandomForestRegressor)

RR (Ridge)

Table 5: Regressor Parameter Settings

5.4 Metrics

To evaluate and compare the performance of the
participating systems, we used the mean absolute
error (M AFE) in the 5-fold cross-evaluation as the
main metric in the Results and Discussion sec-
tion, as it increments linearly with the increases
in the error. To complement, the mean squared
error (M S FE), the R-Square (R2), the Pearson cor-
relation (Pears.), and the Spearman correlation
(Spear.) for the 5-fold cross-evaluation are jointly
reported for the best prediction system for each of
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Y Lang Gptvec  brr elast gbdt Igb Ir mlp  plsr rf T
- 38.86 3887 36.19 38.82 3848 38.99 3878 35.64 3847
Cantonese  clue  35.19 36.81 33.14 37.81 35.62 3572 36.27 33.76 35.60
FFD jed351 35.78 36.46 33.20 37.95 3578 3622 36.08 33.86 35.78
Mandarin - 3649 36.56 3437 3720 3648 36.79 36.69 3449 36.36
clue 3434 3546 32.53 36.64 3533 3513 3502 33.80 3528
- 2454 2453 2348 2481 2449 24.63 2449 2498 2449
Cantonese  clue  23.39 24.05 22.58 24.53 24.06 23.78 2392 23.73 24.05
SFD jed351 23.70 23.89 22.59 2456 2393 2393 2386 2419 2393
Mandarin - 2438 2458 23.81 2522 2438 2481 2438 2538 2438
clue 23.84 2430 23.39 2496 2508 2435 24.08 24.64 25.06
- 7417 7403 70.77 7424 7413 7455 7411 7476 74.11
Cantonese  clue 6896 70.31 66.32 7287 7134 7134 7103 6830 71.29
TFD jed3sl 7027 7045 6641 7289 7091 7198 70.65 70.22 70.90
Mandarin - 73.50 74.07 71.62 75.63 73.57 7446 7355 7735 73.56
clue 7071 71.60 69.11 7482 7490 73.61 72.05 7322 74.84

Table 6: Performance (By MAE, lower is better) of different regressors (with and without GPT2 embeddings) on

subject-normalized FFD, SFD, and TFD levels

the 6 FD measurements.

6 Results and Discussion

6.1 Regressor Performance

Table 6 presents the optimal M AFE of each regres-
sor in the prediction of the mean levels of FFD,
SFD, and TFD. Table 7 shows all the metrics for
the best system with and without GPT embedding.
For the regressor selection, the GBDT regressor
was dominantly the optimal choice for predicting
eye-tracking data for the two Sinitic language va-
rieties. In general, our prediction system is most
helpful in approximating a human’s first-pass eye-
movement behavior, as the best R2 scores were
44% and 41% for the Mandarin and Cantonese first
fixation predictions, respectively (see Table 7). The
correlation scores listed in Table 7 ranged between
0.57 and 0.66 for the FD mean value prediction and
between 0.26 and 0.46 for the FD standard devia-
tion prediction, demonstrating the predictability of
the FD measurements in our dataset and the effec-
tiveness of the features proposed in this research.
The utility of GPT embeddings was evaluated in
this study, with Table 7 indicating that they are par-
ticularly effective in predicting FFD. Specifically,
the performance (by R2) on mean level prediction
for FFD in Mandarin and Cantonese was reinforced
by 6% and 10%, respectively. However, GPT em-
beddings were found to be less helpful in predicting
the mean level of SFD and TFD for both varieties.
These results suggest that contextual semantics play
a relatively marginal role in predicting non-initial
fixation behavior for Mandarin and Cantonese.
The Pears correlation scores listed in Table 7

show a moderate correlation (0.4 - 0.6 for psychol-
ogy) for most measurements between the ground
truth and prediction, except for the standard devia-
tion of Mandarin FFD (Akoglu, 2018).

6.2 Feature Usefulness

To investigate the usefulness of the linguistic fea-
tures, we performed a series of ablation analyses
against each feature in relation to the 6 measure-
ments under discussion and found the change in
MAE to be a metric suitable for measuring the use-
fulness. Intending to identify the pure usefulness
of each feature, we restricted our ablation analyses
to non-interaction GBDT regressors to avoid po-
tential confusion due to cross-module interactions
and regressor differences. In this paper, we mainly
discuss the contribution of each feature to the MAE
reduction of the mean level prediction.

Figure 4 presents each feature’s usefulness (cor-
responding to positive values and highlighted in
color) to the prediction of the mean level of each
measurement. To facilitate the discussion, we di-
vided the features into (1) Traditional Features uti-
lized in psycholinguistic research, including Fre-
quency (Word Frequency), N, (Syllable Count),
POS (Part-of-speech), Word Position, Prev Freq
(Previous Word Frequency), and PrevNy,,; (Previ-
ous Syllable Number) (2) Newly-introduced fea-
tures in this research, including DEPTH, LDR and
LDH, Surprisal, and the Neighbor (Orthographi-
cal Neighborhood).

6.2.1 Traditional Features

The traditional features widely used in psycholin-
guistic research indicated the usefulness of all types
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v Variety +GPT Embedding -GPT Embedding

Mapper Gptvec MAE R2  Pears Spear | Mapper MAE R2  Pears Spear

FED Cantonese | gbdt- clue 33.14 041 064 0.62 rf- 35.64 031 057 0.53

Mandarin | gbdt+ clue 3253 044 0.66 0.65 | gbdt+ 3437 038 062 0.60

FFD,,, Cantonese | gbdt+ jed351 21.82 0.13 037 036 | gbdt+ 2246 0.08 028 027

s Mandarin Igb- clue 22.03 0.06 026 0.28 lgb+ 2222 0.04 022 0.23

SED Cantonese | gbdt+ clue 2258 032 057 052 | gbdt+ 23.48 0.28 053 045

Mandarin | gbdt+ clue 2339 033 058 0.56 gbdt- 2381 031 0.56 054

SFD.,, Cantonese | gbdt+ clue 33.09 020 046 046 gbdt- 3426 0.16 040 0.40

s Mandarin | gbdt+ clue 3321 0.18 044 048 gbdt- 3323 020 045 047

TFD Cantonese | gbdt- clue 6632 036 0.60 0.60 gbdt- 70.77 0.31 0.56 0.51

Mandarin | gbdt- clue 69.11 037 0.62 0.66 gbdt- 71.62 036 0.60 0.61

TED Cantonese | gbdt+ clue 5699 0.17 043 047 gbdt- 5847 0.16 041 0.39

std | Mandarin brr- clue 6233 020 045 047 gbdt- 6250 0.20 045 047

Table 7: The best model for each language variety on each fixation measurement. The "+" on the mapper denotes
the introduction of interaction between linguistic features, while the "-" denotes the contrary.

Traditional Features

Syntactic Features

: Other :
| new Features

Mandarin-TFD-- 0.23 0.42 0.2 0.33 -0.05 | -0.01 0.07 -0.02 0.18 0.44
Mandarin-SFD- - 0.03 0.04 0.02 0.07 0.01 0 0.1 0.03 0.08 0.18
Mandarin-FFD- - 0.14 0.31 0.08 0.35 0.03 -0.03 0.03 0.04 0.12 0.35
Cantonese-TFD-- 0.4 0.26 0.18 . 0.42 0.13 0.03 0.12 0.2 0.3
Cantonese-SFD-- 0.07 0.07 0.01 0.2 0.09 0.03 -0.02 0.05 0.07 0.08
Cantonese-FFD-- 0.21 0.25 0.07 . 0.15 0.07 0.05 0.06 0.16 0.24
FEPL S TS TS
RGN ¥ S
$0

Figure 4: The usefulness of each feature based on ablation analyses of non-interaction models with no GPT

embeddings.

of FDs in the two language varieties. In addition,
most traditional features showed conspicuously
less effectiveness in SFD prediction than in FFD
and TFDprediction, except for the current syllabic
length (N,,,;) for Mandarin, which showed more
effectiveness in SFD than in FFD.

For the cross-variety comparison under discus-
sion, it is worth mentioning that Word Position
and POS are consistently more useful to Can-
tonese FD predictions. The stronger usefulness
of word position in Cantonese is in line with the

well-acknowledged typological statement that Can-
tonese exhibits a more robust canonical SVO order
than Mandarin, whose word order shows the prop-
erty of both SOV and SVO languages (Dryer, 1992,
2003; Liu, 2000).

6.2.2 Newly-introduced Features

Comparing with traditional features (except Ny;),
syntactic properties (Depth, LDH, LDR) are a
bundle of features whose utility does not bleach
as much in second fixation duration, which is con-
sistent with suggestions from psycholinguistic re-
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search that second-pass fixation is less dependent
on lexical access than syntactic processing(Conklin
and Pellicer-Sédnchez, 2016)). Specifically, LDR
stands out as the third most contributive feature
in modeling Mandarin’s second fixation duration,
following Surprisal and N,;.

Neighbor and Surprisal also display overall ef-
fectiveness on all FDs. Specifically, Surprisal is
the second most useful feature in the prediction of
Mandarin FFD and TFD, following N,,;. The find-
ing that the Surprisal tends to be more beneficial
to Mandarin can be attributed to the specific prop-
erties of the GPT models that we applied in this
research, both of which take Mandarin text as their
dominant training data (to the best of our knowl-
edge, there are no publicly available GPT-like au-
toregressive Transformer models trained purely on
Cantonese texts).

7 Conclusions

In this paper, we introduced an extensively an-
notated dataset of Mandarin and Cantonese eye-
tracking data and shed light on their differences by
features, such as word formation, word class, and
word order. We also proposed a prediction system
of fixation behaviors accompanied by new features
from different modules, such as dependency fea-
tures, the orthographic neighborhood, and GPT
word embeddings, which were introduced with the
goal of the computational prediction of Chinese
eye-tracking data.

Based on a comparison of the regressor perfor-
mance under different feature compositions, we
investigated the usefulness of GPT vectors and lin-
guistic features in reducing prediction errors. The
results highlighted the effectiveness of our newly
introduced features in modeling fixation patterns
in representative Chinese language varieties and
the importance of word order, part-of-speech, and
syntax in addressing how Mandarin and Cantonese
differ in language comprehension.

The findings in our study identify a few possible
topics for future studies on language processing and
regional syntactic variation of Chinese languages,
such as how the syllabic structure, the visual com-
plexity of different writing systems, pronominal
resolution, syntactic relations, word order interact
with gazing patterns and reading times of Chinese
language speakers, especially for native speakers
of different varieties. In addition to the varieties we
studied here, we also plan to enlarge the dataset by

including Mandarin processed through traditional
Chinese characters, which is the standard system
used in Taiwan. Finally, for future psychological
and computational modeling studies, possible re-
finements of the representations in our experiment
could be features targeting orthographic complex-
ity and lexical ambiguity.

Limitations

The current study still has some limitations. For
feature introduction, the GPT-based features are
probably biased toward Mandarin text due to the po-
sition of Cantonese as a low-resource language. For
the design of the prediction system, our approach
is blind to the sequential properties of word-level
fixation measurements. For future exploration, it
would be promising to explore a sequential model-
ing approach.
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A Appendix

In this appendix, Figure 5 presents each FD’s
difference between Mandarin and Cantonese
(F'Dfandarin — FDcantonese) grouped by part-
of-speeches. FDs are in log scale. Differences
above zero denote longer FD for Mandarin. Part-
of-speeches involving significant differences are
colored.
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Figure 5: Tukey post hoc test of FD difference between
paired part-of-speech in Mandarin and Cantonese (re-
porting 95%-level confidence intervals of the difference
of*“Mandarin-Cantonese"). FDs are in log scale. Word
classes involving significant variance are colored. Posi-
tive difference means longer FD for Mandarin for the
corresponding word category.
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